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ABSTRACT 

The use of potable water for hydronic purposes in buildings has been utilized for many years.  

Originally proposed as an energy- and cost-saving technique for single-family dwellings, it has 

evolved into systems that use potable water distribution to provide heating and cooling to multi-

unit residential buildings of various sizes. Although the technique has been utilized for many 

years, the performance and efficiency, the effects of using potable water as a hydronic medium 

on water quality, and the long-term operational cost implications have yet to be explored through 

dedicated research.  This has led to some skepticism of the technique, as well as claims regarding 

costs and performance which are not substantiated.   

This research establishes a technique to evaluate the performance of the entire building system in 

a manner that can be easily communicated to the owners and operators of the building. This 

involves establishing the building efficiency as steady state efficiency and a standby loss, a 

methodology previously presented for individual appliances, but not explored for both the 

heating and cooling performances of complete building systems. The impact on the palatability 

of the water is established using trained panelists who are provided with blind samples of water 

from multiple sources in accordance with established human evaluation techniques. After the 

panelist data is compiled, it is confirmed that utilizing potable water as a hydronic medium has 

no noticeable impact on the occupant perceptions of the water when the water in the system is 

changed out on a daily basis through occupant consumption. Finally, the issue of long-term 

operating costs is explored utilizing a novel technique that utilizes object-based simulation. The 

difficulty with conventional life cycle analysis methods is that they utilize set values for weather, 

utility costs, and maintenance, all of which are dynamic attributes with differing volatilities. The 

object-based simulation includes the weather distribution for the location in question paired with 
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the historical rates of change in utilities and labor to establish a cumulative distribution function 

of the direct comparison of long-term costs between two systems. This allows the evaluator to 

not only establish the probability that one system will have a lower life cycle cost over another 

system, but also the degree of savings. 
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CHAPTER 1: INTRODUCTION 

1.1 Research Motivation 

The ongoing pursuit of reduced energy use in buildings and reduced cost of construction has led 

to the development of numerous types of building systems and operational techniques, each with 

the promise of reducing costs for the constructors and building operators. One such system is the 

use of potable water as the hydronic medium for distributing energy in a building for HVAC 

purposes. Originally developed in response to increased energy awareness in the United States 

during the 1970s as a means of heating single-family dwellings, the original concept involved the 

use of a single drafting hot water tank to both generate service water and provide heating (Caron 

et al. 1983; Subherwal 1986). The practice of using a single thermal generator in a single-family 

dwelling has expanded significantly in recent years, substantially as a result of the development 

of service water generators with increased efficiencies due to the development of condensing 

technologies, and the ability to operate continuously (Glouchkow et al. 2004).  

 

1.2 Objectives 

This research is built upon the following hypothesis: 

“The use of potable water as a hydronic medium in multi-unit residential buildings results in 

systems that are efficient, safe for the occupants, and cost effective to construct and operate.” 

This research proposes an investigation into the performance and costs of systems which utilize 

potable water as a hydronic medium, and to establish operating criteria for designers to reference 

when working with these systems. 
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The objectives of the present research are three-fold, and involve the review of the performance 

of systems that use potable water as a hydronic medium, the evaluation of the impacts of such 

systems on the occupants, and the evaluation of the costs and financial benefits.  

1) Establish the performance of systems that use potable water as a hydronic 

medium. During this stage, a multi-zoned heating system is constructed to scale 

and is operated under set conditions and operating set points in order to establish 

the performance throughout the range of operating points and evaluate the impact 

of occupant behaviors on the performance of these systems. In addition to 

evaluating the heating performance, an evaluation into the performance of 

utilizing potable water as a hydronic cooling medium is completed.  

2) Evaluate the impacts of utilizing potable water as a hydronic medium on the 

occupants of the building. This research aims to address the concern that heating 

service water changes (i) the palatability of the water, and (ii) what is the 

perception of the building occupants. During this stage, an evaluation of the 

service water by means of a flavor profile analysis technique to determine if the 

perceptions of the occupants in terms of alteration of the flavor of the water by 

using the water as a hydronic medium is completed. Additionally, in cases where 

changes in the perception of the water exist, this research determines the extent of 

such changes as well as establishing criteria in order to minimize occupant 

impact. 

3) Evaluate costs and financial benefits of using potable water as a hydronic 

medium. Using potable water as the hydronic medium results in a system that 

utilizes less piping materials than separated systems. In theory, this would result 
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in lower costs for installation and potentially operation. Through the completion 

of a cost analysis, not only on the installation costs of the system, but also as a 

comparison of the life cycle costs when compared to other systems, these costs 

can be compared.  A true comparison of these systems requires a novel means of 

considering Life Cycle Cost Analysis as current techniques do not consider 

economic and climatic fluctuations that occur during the life cycle of a building 

system. 

 

1.3 Organization of Thesis 

There are eight chapters in this thesis. Chapter 1 identifies the motivation for the research, its 

objectives, and the organizational structure of the thesis. Chapters 3, 5, and 7 represent the 

published or publishable paper components of this thesis.  The editing on these chapters was for 

suitability as part of a larger document with grammatical updates, but are materially as published 

or intended for submission. Chapters 2, 4, and 6 represent the literature review and methodology 

development that resulted in the published papers.  Each chapter corresponds to a specific paper, 

with Chapter 2 corresponding to Chapter 3.  These chapters endeavor not repeat the results 

presented in the published work.    

Chapters 2 and 3 explore the efficiency and performance of systems that utilize potable water as 

a hydronic medium. The identification of the efficiency in a novel manner that allows the 

performance of a building to be characterized in terms of Steady State Efficiency and Standby 

Loss. These characteristics are properties of the building that remain constant under various  
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loading conditions, unlike conventional definitions of efficiency, which are subject to variation 

under part load conditions. 

Chapter 4 and 5 present an investigation of occupant perceptions of the service water in a 

building delivered for use and consumption. To utilize potable water as a hydronic medium, it 

must remain potable. Continuously circulation exposes the water to repeated temperature cycles; 

and there is concern that the water could experience a chemical change that would reduce the 

perceived quality of the water by the occupants of the building. This chapter explores the 

relationship between system volume and occupant consumption in terms of the changes in 

occupant perceptions of the quality of the delivered service water. 

One of the arguments presented in support of systems that utilize potable water as a hydronic 

medium is that cost-savings exist for both installation and operation when compared to other 

possible building systems. An investigation into these claims includes a life cycle cost analysis to 

evaluate if the long-term operating costs are actually less than comparable systems. During this 

investigation, it is determined that conventional life cycle analysis techniques may not provide a 

realistic result as they utilize static values for utility costs and environmental conditions, all of 

which are highly variable. By developing a simulation technique utilizing object-based 

simulation and data fitting, a Cumulative Distribution Function (CDF) of life cycle costs, or 

differences in life cycle costs between differing systems, could be produced.  This provides both 

the probability of one system having a lower life cycle cost when compared to another, and also 

the information required to conduct a decision tree analysis. This simulation technique, explored 

in Chapter 6 and 7, produces a result that is more representative of realistic conditions, the 

outcome of which could lead the individuals responsible for selecting the building systems to 
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make different decisions than they would base on the results from conventional life cycle 

analysis techniques.  

Chapter 8 contains a summary of the conclusions, research contribution, and future work. 

  



  7 

 

CHAPTER 2: LITERATURE REVIEW and EXPERIMENTAL DEVELOPMENT
 

2.1 History and Background 

For decades, there has been consideration for the use of potable water as a hydronic medium. 

Hydronics is the process of using a liquid as a heat-transfer medium, and the use of potable water 

as a hydronic medium has specific characteristics. With interest peaking in the 1970’s 

(Symposium on Use of Domestic Hot Water for Space Heating, 1971) as a means of providing 

low cost systems that were reliable for the occupants, research has since focused on the use of 

potable water systems in single-family dwellings (Butcher, 2007; Caron et al., 1983; Hayden 

ACS, 2012; Subherwal, 1986; Thomas M. , 2012). Even when use in multi-unit residential 

buildings is studied (Grant, 1971) it was referenced from a standpoint of installation costs, not 

system performance or efficiency.  Review of prior research into the performance of systems that 

utilize potable water as a hydronic medium focused on two areas, reported efficiencies and 

reporting techniques.  

 

 2.1.1 Reported Efficiencies 

The reported efficiencies of systems have fallen into a number of distinct categories, systems 

operated under a controlled environment and systems operated under actual operating conditions 

with occupant inputs.  Studies that investigate the performance of multi-unit residential building 

at full scale have specifically excluded the effects of occupant behaviors (Zaheer-uddin, et al., 

1989) as they can significantly alter the results (Sharmin, 2014).  Due to the scales involved, the 

majority of studies appear focused on single-family dwellings and appliances that would service 

a single dwelling.  Early studies into appliance and combined systems reported efficiencies in the 
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range of 50% to 60% (Caron et al., 1983; Subherwal, 1986).  While the appliances used in these 

studies specified higher efficiency ratings, and included high efficiency condensing equipment, 

they reported high standby losses that substantially reduced the performance of the systems when 

under partial loading.   

It is important to note that this investigation is specifically reviewing efficiency as system input 

energy required to deliver system output energy, not input energy to achieve an intended 

outcome or condition.  While altering a building envelope or other characteristic could affect the 

efficiency of a building, in terms of input/output energy required to achieve an intended outcome 

or condition, that is not the efficiency being investigated in this exercise.   

Improvements into appliance performance led to improvements in system efficiencies that were 

observed when operating under controlled conditions (Butcher, 2007) leading to reported 

performances in the range of 70% to 80% for complete operating systems.  Technology to limit 

standby losses led to further improvements (Thomas M. , 2012; Hoeschele et al., 2013; Der et al., 

2017) and the use of instantaneous water heating technology resulted in system efficiencies in 

the range of 80% to 90%.  Modelling the use of the systems to the statistical average use of water 

by simulated occupants resulted in the varied efficiencies reported for the higher efficiency 

studies.  However, studies conducted using actual installations have shown that there can be a 

substantial effect on reported efficiency due to occupant behaviors (Schoenbauer et al., 2011).  

Additional modern study into combined systems has investigated the use of alternative energy 

sources such as solar, as the combined distribution with a single system services multiple 

functions (Dickinson et al., 2011). 
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 2.1.2 Reporting Techniques 

Reporting of efficiency of an appliance has shown to be difficult as the actual efficiency of an 

appliance is dependent on the loading of the appliance.  When reducing the heat load, energy 

expended to maintain the standby losses becomes a larger portion of the energy inputted and the 

actual efficiency is reduced (Schoenbauer et al., 2011). As a result, proposing that implementing 

a linear model that utilized two parameters would be a better means of communicating the 

efficiency and would provide better information to operators (DeCicco, 1990).  In the linear 

model, the input and output energy become the axis of the distribution. The steady state 

efficiency and the standby losses become the parameters that illustrate the characteristics of the 

system.  Such a model is often used to illustrate the performance of appliances (Butcher, 2007; 

Hoeschele et al., 2013) and provides a clean means to communicate the efficiency of an 

appliance.  As part of this study, there was an investigation into the performance of a complete 

full-scale system. 

 

2.2 Development 

To study the use of potable water as a hydronic medium to full scale requires a building operated 

in a controlled environment that can be monitored and manipulated to test the performance under 

differing controlled conditions.  While a building can be a large object to construct to full scale 

in a controlled environment, this research only requires the heating/cooling systems and the 

service water systems.  These systems make up a comparatively small portion of a building and 

are constructible to full scale in a controlled environment. 
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To reproduce a system in full scale, a configuration needs to be determined.  The piping in a 

multi-unit residential building can have numerous configurations (Binggeli et al., 2016), but for 

this investigation, the system must incorporate a number of key considerations: 

1. The intent of this investigation is to review systems that use a central plant to generate 

heating and cooling water. 

2. The system must utilize the water as the service water for the building.   

3. A terminal unit installed in each suite will be responsible for providing heating and 

cooling to the suite. 

4. The system will investigate a four-pipe configuration. 

5. The utilized laboratory space has height limitations. 

6. Samples of designs available are low rise building (four to six stories) and have a piping 

distribution with a riser configuration. 

Based on these considerations, the experimental apparatus was designed as a four-pipe fan coil 

system, constructed in a riser configuration with a single heating appliance and a single cooling 

appliance.  Materials for the piping are limited to compounds that rated for use with potable 

water at the temperatures considered. Due to the low chemical leaching, the cold-water 

distribution used PVC pipes, and the hot water distribution used CPVC (Heim, 2006). A 

schematic for the proposed apparatus is included in Figure 2.1. 
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Figure 2.2: Schematic for the proposed apparatus. 

A heat load conducted on a suite from a previously designed project derived the thermal load 

required to serve the simulated suites.  Each suite was modelled to have a heating load of 

~15,000 BTU/hr (4.4 kW) and a cooling load of ~8,000 BTU/hr (2.35 kW). Six simulated 

occupants resided in the four suites; this was adjustable during the study.  Average daily water 
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use was set to 75 gal/day (300 l/day), or which 2/3 would be hot water use (Alberta Safety Codes 

Council, 2012; Thomas et al., 2011; Chmielewska et al., 2017).  From this design specification, 

equipment was selected and utilized to construct the apparatus.  Documented details of the 

utilized equipment are in Appendix A for reference. 

The addition of instrumentation to monitor the rates of energy usage and delivery occurred once 

the system was constructed and commissioned.  The monitored items to establish the amount of 

energy entering and leaving the system was: 

 Inlet temperature to each fan coil   

 Discharge temperature from each fan coil 

 Inlet relative humidity 

 Discharge relative humidity 

 Water temperature being discharged from the system 

 Water temperature into the system 

 Power consumed by each electricity consuming item 

 Natural gas flow rate into the system 

 Flow rate of cold source water entering the overall system 

 Flow rate of cold water entering the hot water portion of the system 

Additional measurements taken concerned pumped flow rates and water temperature at various 

locations in the system, but these were for commissioning and troubleshooting.  Each of the fan 

coils was fitted with a discharge air damper to set a constant differential pressure across the fan 

coil of 0.15” Water Column (38 Pa).  A pitot traverse in accordance with the Log-Tchebycheff 

rule for rectangular ducts measured the flow rate of air across the fan coils (ASHRAE, 2017).   
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Monitoring of electricity used a set of Brultech ECM-1240.  This instrumentation provided an 

accurate measurement of electrical consumption in the form of consumed watts successfully on 

prior projects (Sharmin, 2014).  Commercial flow meters approved by Measurement Canada for 

commercial use measured gas and water consumption. 

With the system instrumented, a Programmable Logic Controller both recorded data and 

controlled simulated occupant activities.  Apartment style residences are documented to have a 

relatively low variation in water consumption based on time of day (ASHRAE, 2015), as a result 

the occupants were simulated by utilizing hourly batch consumption.  The collection of data 

occurred every 15 seconds, with each scenario operated for no less than 12 hours. Due to the 

long periods of data collection, the PLC was also fitted with a heartbeat to confirm operation.  In 

the event of a computer failure, PLC failure, or water leak the system would isolate the water 

supply to the apparatus. 

 

 2.3 Analysis of Results 

Initial investigation into the efficiency of the operating system resulted in an efficiency curve 

that had the characteristic elbow shape when measured across part load conditions when 

excluding occupant consumption from the scenarios.  Programming consumption into the 

scenario produced a more stable plot, which still improved efficiency as the heating load was 

increased.  Depicted in Figure 2.2 are the outputs with measurement error.  Similar curves have 

been noted on individual appliance performances, both in service water only scenarios and 

scenarios where the appliance is providing both service water and space heating, although on 

separate distributions (Butcher, 2007; Chmielewska et al., 2017; Hayden ACS, 2012).   It was 
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proposed that the data would be better presented as a linear model which resulted in a better 

output that was more informative for the analyst (DeCicco, 1990; Bohac et al., 2010).   

 

Figure 2.3: Initial Efficiency Results, including both consumption and non-consumption 

scenarios. 

Published in Chapter 3 are the linear results from the operation of the apparatus through the 

range of tested scenarios.  While the linear model did work well with the heating system, there 

was a lower correlation with the cooling scenarios.  Further analysis as shown in Figure 2.3 

identified that the linear model worked well when the cooling was operated as a closed loop 

system and occupant consumption was not included in the scenario.  From the data plotted in 

Figure 2.4, the scenarios including consumption, it is clear that the consumption significantly 
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influences the performance of the system, reducing the steady state Coefficient of Performance, 

increasing the standby loss, and increasing the variability of the measured results.  

 

Figure 2.4: Cooling results with no occupant consumption fit well to a linear model. 
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Figure 2.5:  Cooling results with 75gal/(day*person) occupant consumption added to the 

scenarios resulted in reduced COP and increased variability of results. 

As the only impact between the two sets of scenarios is the inclusion of occupant consumption, it 

is clear that this is the cause of the variations, although there is uncertainty in the means that 

derived this effect.  As presented in Chapter 3, the hypothesis is that it is a result of variability in 

delivered cold service water temperature.  There should be future analysis to investigate the 

effects of inlet water temperature on performance.  
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CHAPTER 3: EXPERIMENTAL STUDY of the PERFORMANCE of RESIDENTIAL 

BUILDINGS UTILIZING POTABLE WATER as a HYDRONIC 

MEDIUM
1 

3.1 Introduction 

The use of potable water as a hydronic medium has been a concept of interest for many years, 

originating as a technique for heating single-family homes (Caron et al., 1983; Subherwal, 1986; 

Butcher, 2008). Numerous patents have explored this technique with the intent of reducing the 

amount of installed infrastructure necessary to satisfy the needs of building occupants, often 

looking for ways to use single piping systems for multiple purposes (Clark, 1993; Janus, 2001). 

While these systems have been proposed and are increasing in popularity (Springer et al., 2012), 

there are still many concerns in the industry regarding the implementation of such systems 

(MacNevin, 2016; Canadian Institute of Plumbing and Heating, 2008) and there has not been an 

in-depth published review either of the effects of utilizing potable water as a hydronic medium in 

a multi-unit residential building nor has there been an assessment of the impact of occupant 

behavior on system performance. Furthermore, the lack of recent empirical data on buildings that 

use these systems makes it difficult for designers to communicate the expected performance of 

the building as a whole (Arena et al., 2013).  

 

3.1.1 Background on Potable Water as a Hydronic Medium 

It is important to identify the differences in energy flows of a system that utilizes potable water 

as a hydronic medium compared to separately piped systems. In a traditional system, there are 

                                                           
1
 The manuscript appearing as Chapter 3 of this thesis was published in the January 2018 edition of the Journal of 

Building Engineering (Elsevier) at the time of publication of this thesis.  
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separate hydronic heating water and the service water distributions. The building heating system 

can vary, due to the wide range of closed distributions and terminal units, but as is depicted in 

Figure 3.1 the underlying concept is common to all traditional systems: the service water system 

is independent from the heating system, with isolated thermal inputs and distribution. Heating 

water temperature can vary, but is often be in the range of ~ 82 °C (180 °F). Lower temperatures 

used for high efficiency systems and district systems use higher temperature distributions. 

Service water will commonly be limited to a range of 48 °C (120 °F) to 60 °C (140 °F) for safe 

use by occupants. 

 

Figure 3.1: Energy flow profile for conventional separated systems. 

Larger hydronic systems often implement a combined system, a system where the distributions 

are separate but as shown in Figure 3.2, sharing the thermal input between the heating system 

and the service water system. This type of system will feature an exchanger between the two 
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distributions to prevent material intermixing since the fluids found in the respective distributions 

are not compatible. In the event that aggressive water treatment or freeze protection is included 

with the heating system, a double-wall exchanger may be required, thereby sacrificing thermal 

transfer ability to protect the safety and integrity of the potable service water. There are a number 

of benefits to sharing a thermal input between the two systems, such as the ability to reduce 

equipment size due to shared diversity, and increased overall thermal efficiency due to increased 

equipment utilization (ASHRAE, 2011). Alternatively, a system could use the hot service water 

system as the source, but this can limit the water temperature of the heating system to ranges that 

comply with local codes and guidelines, which are typically lower than 71 °C (160 °F). 

 

Figure 3.2: Energy profile for a conventional combination system using single thermal generator 

as the energy source for both heating and service water. 
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Using potable water as a hydronic medium takes the concept of system integration one step 

further; not only the thermal generation, but, as is shown in Figure 3.3, the entire distribution 

system is shared. In theory, this not only capitalizes on the benefits of a separated combination 

system, where the duty cycles of a constant operating and intermittent operating system are 

combined for the thermal generating equipment, but also applies these benefits to the piping 

distribution and circulating equipment. The hydronic heating water functions as the facility’s hot 

service water, so operating temperature is limited to ranges compliant with local codes and 

guidelines. In light of this, it is necessary to design potable water heating distributions that use 

water temperatures lower than the conventional ~82 °C (180 °F ) often used in closed loop 

heating distributions. Utilizing a delivered temperature under 71 °C (160 °F) provides the 

opportunity to implement heating equipment with efficiency performances that are associated 

with condensing appliances, especially when heating water temperatures are designed to operate 

in the range of 48 °C (120 °F) to 60 °C (140 °F).  

 

Figure 3.3: Energy Profile for a completely shared system utilizing the hot service water as the 

heating medium. 
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The prospect of utilizing potable water as a cooling hydronic medium has received less attention 

when compared to heating systems. The focus of studies into the use of potable water as a 

hydronic medium has typically been on single-family dwellings without hydronic cooling, but 

hydronic cooling is common in multi-unit residential buildings. Cold potable water has a more 

limited temperature range than traditional chilled water loops as many potable fixtures have 

components which are not insulated, leading to condensation concerns. This leads to the 

adoption of lower differential temperatures in order to avoid condensation on the fixtures, 

necessitating larger flows to meet the thermal demands of the service areas. This leads to a 

potential need for greater pumping energy, and therefore, potential negative effects on the system 

efficiency. Furthermore, there is an impact due to the inlet supply temperature of the service 

water to the system. As shown in the energy flow profile in Figure 3.4, the energy transfer from 

cold service water entering the system is bi-directional, dependent on the temperature of the 

water supplied by the utility to the building. The delivered temperature of supplied service water 

can vary depending on the physical region where the system is located, and this can affect the 

overall performance when utilizing potable water as a hydronic cooling medium. If the delivered 

service water temperature is less than the desired temperature for circulated cooling water, then 

there is the potential that the occupant consumption of potable cold water will improve the 

efficiency of the cooling system. Additionally, through its use as a hydronic cooling medium 

there is heating of cold inlet water with a low supply temperature. In theory, the system could 

use the preheated water as the source for the hot service water system. This would result in a 

reduction in the energy required to heat the hot service water used by the occupants, thereby 

improving the efficiency of generating hot service water. Unfortunately, it has not been 

determine if the improved efficiently would be impactful on the overall performance of the 
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building system. Theoretically, the reverse is also potentially true, as mechanically cooling of 

warmer temperature delivered service water can result in lower system efficiencies. 

 

Figure 3.4: Energy flow profile using cold service water as the hydronic cooling medium. 

3.1.2 Objectives 

The key objective of this study is to establish a means to evaluate the efficiency of using a fully 

potable distribution for HVAC purposes, and to determine the parameters within which it is 

energy-effective to utilize a potable distribution versus a conventional separated distribution for 

both heating and cooling. In theory, the use of a potable water distribution should have no 

negative effect on the overall delivered system efficiency when compared to a conventional 

segregated distribution, but there have been some concerns that geographical location can 

influence the performance of such a system (Springer et al., 2012). The present research will 

investigate whether inlet water temperature can have a material impact on the performance of the 

system with respect to heating and cooling, and will evaluate and quantify this impact in order to 
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determine the suitability of potable distributions for HVAC purposes based on geographical 

location.  

 

3.2 Methodology 

3.2.1 Experimental Design 

Studying a potable heating distribution in a building effectively requires a heating mechanical 

distribution system constructed in a controlled environment. An apartment building with a riser 

configuration that is capable of delivering heating, cooling, and potable water to each unit 

provided the basis for the completed system. The system utilized the riser configuration because 

it is representative of the construction of many residential buildings with a central heating plant. 

This is consistent with both low-rise construction, where each riser may serve the entire height of 

the building, and high-rise construction, where the building often has separate vertical sections 

with each section served by an independent riser configuration. Such systems plumb water from 

the central plant to each suite, delivering it to the unit’s plumbing fixtures or circulating the 

water through a potable rated fan coil then returning it to the central plant for re-conditioning. As 

such, all components utilized in the construction of these systems and our apparatus must have a 

potable water rating and the piping configuration permits circulation every 24 hours in 

accordance with local codes (Canadian Standards Association, 2012). Note that this introduces 

the requirement to continuously circulate the central multi-unit residential building distribution, 

which is different from the high-efficiency designs deployed in single-family dwellings. In 

single-family dwellings, the hot water generator can be an instantaneous hot water heater which 

takes advantage of limited standby losses (Hayden et al., 2012), or a high-efficiency hot water 
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tank which only circulates on heating demand. Multi-unit buildings that use a central system do 

not apply this technique, as the volume of piping acts as a storage body and the distance from the 

central plant to the fixtures requires the system to have continuous circulation. Ultimately, this 

requires care to ensure that all components used in these systems and our apparatus are rated for 

use with potable hot water and are certified for continuous flow and operation. 

In this study, the constructed apparatus included a 4-suite riser based on a riser system 

representative of a riser in a low-rise apartment building. Each suite was modeled as a single 

suite with a peak heating load of 3.5 kW (12 MBH) and a peak cooling load of 2.2 kW (7.5 

MBH). Suites can vary substantially, based on construction and climate, but these values are 

consistent with local conditions. The model included an average of 1.5 occupants in each suite, 

for six adult occupants served by the simulated system. Water consumption at 300 L/day 

(~75 gallons/day) per occupant was modeled, consistent with local municipal design standards. 

The expected inlet water design temperature was 4°C (40 °F). Inlet water temperature, although 

it was expected to vary, so it was monitored and 4°C (40 °F) was only a design condition for 

selecting equipment. The system maintained the hot service water at 60 °C (140 °F), while 

maintaining cold circulated service water at 4°C (40 °F). The selection of particular fan coils, 

chillers, heat exchangers, pumps, and hot water heaters based on these conditions satisfied the 

design criteria.  

The benefit of using an apparatus built to full scale to simulate a building is the ability to monitor 

the system under controlled conditions and minimize the influence of uncontrollable variables. A 

dedicated PLC (Programmable Logic Controller) monitored and controlled the system, 

controlling the hot and cold-water consumption of the simulated occupants with a timed routine. 

The PLC controlled the fan coils and control valves for the individual simulated suites, 
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programmed for each operational scenario, although internal controls installed on each fan coil 

permitted the operation of a cycling routine, circulating the water in the coils once per 24-hour 

period in accordance with local codes (Canadian Standards Association, 2012). Furthermore, the 

fan coils installed in the conditioned space kept the operating environment at steady conditions. 

The discharge temperature for the hot water was set to 40 °C (100 °F) using thermostatic mixing 

valves and monitored at the point of water use for each scenario.  

The system monitored and compensated for two variables with the potential to influence the 

scenario were not directly controlled. On open area was required for the chiller, but the 

environmental temperature of which could not be controlled. Monitoring of the environmental 

temperature and coordination with the manufacture specified performance profiles for the 

equipment addressed this. This allowed for the correction of the measured electrical consumption 

of the chiller to a standard temperature for all the scenarios tested. The inlet temperature of the 

service water to the system was the second variable that was uncontrollable. As the impact of 

inlet water temperature is of interest to this study, monitoring allowed for the evaluation of the 

effects. 

 

3.2.2 Delivered Heating Efficiency versus Steady-State Heating Efficiency 

The delivered efficiency for heating (ᵹ) is the total thermal energy delivered as a proportion of 

the total energy added into the system. Delivered energy exists in two forms: (1) the heating of 

the air delivered by the fan coils, which is the portion that contributes to building heating (Eh), 

and (2) the portion delivered as heated service water (Ew). The total energy added into the 

system also exists in multiple forms; (1) the energy is being consumed by the hot water tank to 
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heat the water (where natural gas is the predominant thermal source (Hg)), and (2) electricity 

being consumed by various components for normal operation (He). 

Using these properties, the definition of the expected delivered heating efficiency (ᵹ) is:  

ᵹ =  
(𝐄𝐰+𝐄𝐡)

𝐇𝐠+𝐇𝐞
 [3.1] 

where: 

ᵹ = Delivered efficiency (%) 

Ew = Thermal energy in the delivered service water (joules) 

Eh = Thermal energy in the delivered heating airflow (joules) 

Hg = Combustion energy of the natural gas (joules) 

He = Electrical energy consumed through system operation (joules) 

Utilizing this format does cause a number of issues when communicating the efficiency of the 

system in a concise manner. When operating under a partial load, the delivered efficiency (ᵹ) 

described in Equation 3.1 becomes non-linear (Hoeschele, 2013), and given that a building will 

very rarely operate under design conditions, this limits the usefulness of this definition of 

efficiency when communicating the performance of the system to building owners and operators. 

Previous studies have proposed that, when reviewing the performance of an appliance, there is a 

linear relationship between the output energy and the input energy required to operate the 

system. (Butcher, 2011; Butcher et al., 2011; DeCicco, 1990). Butcher et al, for instance, found 

that combined appliances operate at steady-state efficiency (ƞ) with a set idling loss (Butcher, 

2011):  
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qout = ƞ qin − qloss     [3.2] 

where: 

ƞ = Steady-state delivered efficiency (%) 

qin = Input rate (watts) 

qout = Output rate (watts) 

qloss = idle loss rate (watts) 

While the intention of the linear model is to demonstrate the performance of individual 

appliances, there is a hypothesis about its application to complete building systems, with the 

complete system idle losses comprising both the appliance idle losses and the piping idle losses. 

Here appliance idle losses would refer to thermal losses of maintaining the service water, while 

piping idle losses would refer to both non-recoverable thermal losses in piping installed in areas 

that unserved by the system (Maivel et al., 2014) and pumping losses associated with continuous 

recirculation if such an installed system. Unlike systems installed in single-family dwellings, 

where the distribution is inside the zone served, the distribution for multi-unit dwellings is 

outside the suites, so thermal losses in such a case represent inefficiencies in the form of energy 

delivered to unintended spaces. 

There is also a difference between the delivered efficiency (ᵹ) and the steady-state efficiency. As 

mentioned previously, the delivered efficiency (ᵹ) varies with system load and is non-linear with 

the operating state of the system. Steady-state efficiency (ƞ) is a set property of the system as a 

whole and will not vary under differing loads unless the operating conditions of the system are 
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substantially changed. When using potable water as a hydronic heating medium, the water 

temperature is kept at a steady set point, normally without implementing temperature setbacks or 

outdoor reset. Given that the intent of the present research is to review the performance of 

systems that use occupant consumed potable water as a hydronic medium in comparison to 

systems that do not, the focus will be the steady-state efficiency. 

 For the system investigated in this research, the energy contained in the delivered service water 

represents the increase in service water enthalpy. The temperature of service water entering the 

system is recorded at the source, and the temperature of water leaving the system as hot potable 

water is recorded when the simulated occupants of the system consume the water. The airflow 

through the fan coils is measured once the fan coils have been balanced to a set external static 

pressure, and the inlet and discharge temperatures are measured to determine the delivered 

thermal energy. The quantity of energy delivered to the system is measured directly using gas 

and electricity consumption meters. Using the stated performances of the equipment selected for 

the system produces an estimation of the efficiency prior to operation.  

The pumps used in this system are wet rotor units that use the circulated fluid for cooling; 

therefore, delivering any inefficiency into the fluid as heat. The same applies to the fans in the 

fan coils: all energy delivered to the moving fluid will eventually be in the form of thermal 

energy in the fluid, represented as 100% delivered thermal efficiency. Given that the steady-state 

efficiency (ƞ) is independent of the idle loss rate (qloss), the steady-state efficiency (ƞ) can 

theoretically be expressed as: 

ƞ =  
(𝐗 𝐇𝐠+𝐇𝐞𝐟+𝐇𝐞𝐩+𝐇𝐞𝐚)

𝐇𝐠+𝐇𝐞
 [3.3] 
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where: 

ƞ = Steady-state efficiency (%) 

X = Rated thermal efficiency of the generating appliance 

Hep = Electrical energy consumed by pumps (joules) 

Hef = Electrical energy consumed by fans (joules) 

Hea = Electrical energy consumed by auxiliary equipment (joules) 

Hg = Combustion energy of the natural gas (joules) 

He = Electrical energy consumed through system operation (joules) 

For this experimental study, the selected heating equipment has a peak gas consumption rate of 

35 kW (120 MBH) with a condensing heat exchanger, and rating the hot water pump with an 

electrical consumption of 85 W. Each fan coil is supplied with a motor that consumes 

approximately 300 W. The hot water tank is rated to consume less than 5 Amps at 120 V, which 

corresponds to a consumption of no more than 600 W. Based on these ratings, the gas 

consumption can be expected to be the primary determinant of system efficiency. Discounting 

the insulation losses (which will be part of the idle losses and can be considered negligible 

(Maivel et al., 2014)) and factoring in expected efficiency for a condensing appliance 

(manufacture-rated to 90% for the appliance used), a delivered steady-state thermal efficiency of 

90.5% is calculated using Equation 3.3.  
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3.2.3 Cooling Efficiency 

The performance of the cooling system is also estimated based on the delivered thermal cooling 

energy, or the thermal energy extracted from the building by the system, as a ratio of the total 

energy added to the system. With cooling, the delivered thermal cooling energy can exceed 

considerably the required energy, so the efficiency is measured as the Coefficient of Performance 

(COP). The COP is defined as “the benefit of the cycle (amount of heat removed) divided by the 

required energy input to operate the cycle” (ASHRAE, 2013). 

When cooling, the energy consumed by the pumps and fans is still eventually delivered as 

thermal energy into the transported fluid, which contradicts the system intent of extracting 

thermal energy from the conditioned space. Defining the theoretical cooling performance as: 

𝐂𝐎𝐏 =  
𝐄𝐜

𝐇𝐞
 [3.4] 

 

where: 

COP = Coefficient of Performance 

Ec = Thermal energy in the delivered cooling airflow (joules) 

He = Electrical energy consumed through system operation (joules) 

This can be integrated into the linear model using the COP as the steady state COP for the 

system 

qout = COPss qin − σ     [3.5] 

where: 



  32 

 

COPss = Steady-state coefficient of performance 

qin = Input rate (watts) 

qout = Output rate (watts) 

σ = Idle loss rate (watts) 

In theory, the cooling energy delivered to the conditioned space would be the cooling provided 

by the chilling appliance minus the transport energy of the delivery fluid. The total electrical 

energy consumed by the system would be the electricity consumed by the cooling appliance plus 

the transport energy of the delivered fluid. From this, expressing the steady-state COP as: 

𝐂𝐎𝐏𝐬𝐬  =  
(𝐄𝐜𝐚𝐩𝐥−𝐇𝐞𝐩−𝐇𝐞𝐟)

𝐇𝐞
 [3.6] 

 

where: 

COPss = Steady-state coefficient of performance 

Ecapl = Thermal energy extracted by the cooling appliance (joules) 

Hep = Electrical energy consumed by pumps (joules) 

Hef = Electrical energy consumed by fans (joules) 

He = Electrical energy consumed through system operation (joules) 

While the cooling unit selected for this application has a rated maximum consumption of 

28.8 Amps at 230 V, which equates to approximately 6.62 kW, the actual consumption is 

dependent on the outdoor dry bulb conditions and the type of cooling fluid used. Since the chiller 
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operates in an environment where the outdoor peak cooling dry bulb is 28 °C and the minimum 

outdoor design temperature is -34 °C (National Research Council Canada, 2006), the system 

features an estimated fluid concentration of 50% propylene glycol in order to prevent damage in 

winter, and an output of 2.8 tons (9.8 kW) of cooling while consuming 3.3 kW of electricity. The 

cooling pump is rated to consume 185 W, and the fan coils consume 300 W each. When these 

values are used in Equation 2.6 a steady state COP of 1.8 is calculated (9.8 kW cooling capacity 

of the chiller, 185 W for the pump, and 1.2 kW for the 4 fan coils with 4.68 kW consumed (3.3 

kW for the chiller, 185 W for the pump and 1.2 kW for the 4 fan coils)). The key determinant of 

the efficiency of the system is the consumption of electricity by the chiller, but the fan 

consumption energy is also a major contributor, accounting for more than 25% of the total 

electricity consumed by the system. 

 

3.2.4 Occupant Behavior 

One of the difficulties with using real constructed systems to determine baseline performance is 

that the uses of the system influence both the performance and energy consumption. Past 

experiences reported by design engineers in the field show that the performance and energy 

consumption of a system can vary by ± 50% from simulations due to the influence of occupant 

behaviors (Menconi et al., 2014; Yousefi et al., 2017). This has been confirmed in numerous 

studies monitoring the performance of buildings on a per suite basis by the variation that occurs 

between suites (Sharmin et al., 2014; Yan, 2015; Liang et al., 2016). This constitutes a 

considerable challenge when attempting to develop or validate models in a laboratory for 

systems that exist outside the laboratory (Brady et al., 2017). To address this challenge, the 

constructed apparatus is controlled in a manner that simulates a set occupant behavior. Measured 
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water consumption rates for various building types have been previously documented and can be 

used to develop usage profiles for simulated occupants (ASHRAE, 2011). An interesting 

observation that has been identified regarding occupant water use is that apartments have a 

relatively steady water consumption rate when observed on a 24-hour time scale compared to 

other types of occupancy. This implies that even a stable per hour consumption is reasonable for 

simulating occupant consumption rates. However, while occupant consumption rates may be 

relatively stable on a per hour basis, they are not stable on an instantaneous basis. To capture this 

phenomenon in the simulated system, water consumption is simulated in a batch process with a 

specified amount consumed in short durations each hour, rather than as a continuous process. 

While it can be argued that larger residential building will have an occupant consumption profile 

that could be described, essentially, as a continuous flow, the population size required to achieve 

this profile is much larger than that of many buildings. The effect of varying the batch rate, size, 

or even simulating occupant consumption profiles as a continuous rate will be considered as part 

of a future investigation.  

Daily total water consumption can be determined from local utility reports and municipal 

bylaws. Local communities provide minimal consumption rates on a per capita basis for design 

and simulation purposes (EPCOR, 2013), and published studies can be consulted to identify 

daily water use (ASHRAE, 2011). Based on the extracted information, water consumption is 

initially estimated at 300 L/person per day in the simulated system, with the ability to adjust the 

consumption rates for the purpose of simulating differing fixture efficiencies. The consumption 

is also split into one-third cold water and two-thirds hot water at the point of use in accordance 

with measured consumption rates (ASHRAE, 2011). 
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3.3 Analysis 

Using the fully constructed apparatus, the operating performance was monitored under a wide 

range of operating conditions, both with and without consumption of water by the simulated 

occupants. Increments of operation were limited to the installed equipment, with the constructed 

apparatus simulating four suites of residential occupancy. Occupant consumption was kept 

constant for all scenarios. To observe any possible effects, scenarios included heating only, 

cooling only, and situations where both heating and cooling were operating simultaneously. 

Once the system was in operation, the thermal losses were estimated through observations and 

the theoretical performance curves were estimated using Equation 3.2 and Equation 3.5. 

 

3.3.1 Heating Performance 

Upon review of the thermal energy delivered by the system as depicted in Figure 3.1, it is found 

that the use of potable water as a heating medium does not negatively impact the ability of the 

system to deliver thermal energy to the point of use. The experimental data closely fits the linear 

model proposed, and, with the consumption of hot service water included in the operation of the 

system, the effect of the fit of the model is found to be extremely small and well within any 

variations that could be attributed to the experimental uncertainty of the apparatus. From the 

linear model, the steady-state efficiency (ƞ) of the system is 92.6 % with an idle loss (qloss) of 

~775 watts (Figure 3.5). This is a slightly higher steady-state efficiency (ƞ) than originally 

estimated, but can be attributed to an actual appliance efficiency that is slightly higher than the 

rating specified by the manufacturer. Completing a regression analysis of the fit provides an 
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R2>98%, for the scenarios tested. From these data, it can be seen that the linear model technique 

proposed by Butcher (Butcher 2001) for modeling single appliances is applicable to larger 

systems found in large multi-unit residential buildings. This is an important finding which 

supports further large scale system based modeling experiments of this kind. 

 

 

 

Figure 3.5: Recorded Heating Performance of the Laboratory System. The resulting whole 

building performances correlated well with linear modeling techniques intended for appliance 

only applications and the inclusion of occupant consumption did not measurable impact the 

performance of the system. 
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3.3.2 Cooling Performance 

A review of the cooling performance data leads to a conclusion that differs from the one derived 

from the analysis of the heating data. While a review of the data yields a steady-state COP of 

~1.8 for both the situations, where occupants consumed and did not consume the cold service 

water the idle losses are found to be approximately 50% higher when occupants consume the 

cold service water compared to when they do not (Figure 3.6). The correlation coefficient of the 

model also worsened substantially, from an R2=98% for the closed system to R2=80% for the 

consumption data.  

 

Figure 3.6: Recorded Cooling Performance of the Laboratory System. Fluctuations in the inlet 

water temperature resulted in a less cohesive distribution and increased inefficiencies when 

occupant consumption occurred. 
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The findings indicate that the inlet water temperature varied substantially and was often warmer 

than the target temperature targeted to provide cooling to the terminal units. As this would be a 

parameter that is not within the control of the operator of the system, it does pose as a hard 

limitation for the implementation of using potable water as a hydronic cooling medium in areas 

where the supply water temperature is be warmer than the target cooling water temperature. This 

is a limiting factor considering that the target water temperature used for hydronic cooling in this 

study was 4 °C (40 °F). Comparing this to a map of incoming potable water temperatures (Figure 

3.7) derived from Collins (Collins, 1925) and specified by tankless water heater suppliers (Marey 

Tankless Water Heaters, 2015), it becomes clear that a majority of the North American market 

would experience additional idle losses when using a system that utilizes potable water as a 

hydronic cooling medium when compared to a closed system. Additionally, the temperature of 

the service water to the building can be coupled to the local surface air temperatures, which have 

been documented as increasing, resulting in increased temperatures of shallow water resources ( 

Menberg, 2014). It also should be noted that the listed temperatures are a reported mean value 

and do not reflect the seasonal variations that occur in reality. Such variance can result in water 

distribution temperatures being much higher than reported (City of Medicine Hat, 2017) and this 

would have an impact on the performance of the cooling distribution. This also has an impact on 

the viability of utilizing potable water as a cooling medium. Increased shallow surface 

temperatures result in warmer service water, which this study has illustrated is associated with 

increased idling losses. While maintaining peak efficiency is feasible for certain parts of the 

continent as determined by the designed chilled water temperature, it would not be optimal to use 

potable water as a cooling medium except in northern climates. 
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Figure 3.7: Average potable supply temperatures in North America with suitability 

recommendations for use with potable chilled water circulation. It can be observed that large 

portions of North America would not have suitable inlet water temperatures for the utilization of 

potable water as a cooling medium without incurring decreased efficiencies. 

 

3.3.3 Parameter Influences 

Evaluating the impact on the steady-state efficiency (ƞ) of the performance of each component in 

the system is important as it allows for the identification of the major contributors to the 

efficiency of the system. In the present study this is carried out by conducting a physical 

parameter variation analysis using the generated data from the operation of the system (Silva et 

al., 2014; Saltelli et al., 2000) and evaluating a sensitivity coefficient for each parameter (Yu, 

2013; Chow et al., 1995). In this case, the building itself is not the focus of the study, only the 
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system itself and the parameters influencing the final outcome. These factors include, the 

combustion efficiency of gas-fired appliances, the electrical efficiency of electricity consuming 

appliances, occupant use of water, and the inlet water temperature. The sensitivity coefficient is 

evaluated as follows (Yu, 2013) 

Si  =  
(dL/Ln)

(dPi/Pi,n)
     [3.7] 

where: 

Si = Sensitivity coefficient 

dL = Change in output 

Ln = Base value of output 

dPi = Change in input parameter 

Pi,n = Base value of input parameter 

Evaluating the steady-state heating efficiency (ƞ) from Equation 3.3 for the data collected from a 

selected full load heating test scenario identities a Si of 0.92 for the appliance efficiency, 0.006 

for electricity consumed by the fans, 0.0005 for electricity consumed by the pumps, and 0.004 

for electricity consumed by the auxiliary equipment. These findings indicate that the efficiency 

of the heat-generating appliance is the main contributor to the efficiency of the overall system. 

The efficiency of the transportation equipment had a minor influence on the overall efficiency of 

the building system as a whole. 

Conducting a similar evaluation of the steady-state COP from Equation 3.6 for the data collected 

for a selected full load cooling test scenario is more difficult as the consumption of power by the 
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distribution equipment affects the energy available for cooling the suites. As a result, the thermal 

energy being addressed by the cooling appliance is considered a constant and the cooling energy 

delivered by the fan coils varies dependent on the transportation energy. This technique identifies 

an Si of 0.75 for the power consumption of the chiller, 0.36 for the power consumption of the fan 

motors in the fan coils in the suites, and 0.05 for the power consumption of the pumps. This is a 

significant finding as it indicates that the performance of the system is not only sensitive to the 

performance of the chilling appliance, but that the power consumption of the fan motors in the 

fan coils is also a substantial contributor. This is important to acknowledge, as small motors in 

fan coils are less efficient than larger motors (United States Department of Energy, 2010) and the 

efficiency is reduced considerably when the motor is not operating under full load (Rahman, 

2012). Fan coils utilized in multi-unit residential buildings are typically mass-produced and are 

selected based on a worst-case potential performance requirement, not the actual expected 

conditions. As a result, there is significant potential for improvement to the building cooling 

performance through careful fan coil selection.  

 

3.3.4 Deterministic Analysis 

While it has been shown that the performance of the system is sensitive to the performance of 

various components used in the design and construction of the system, there are also elements 

which can have an impact on the performance of the system during operation. The collected data 

shows that when potable water is used as a heating medium, occupant water use or inlet water 

conditions have only a minor impact on the performance of the system. In contrast, when potable 

water is used as a cooling medium, it is apparent that varying inlet water conditions and occupant 
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consumption can have a significant impact on the standby losses incurred by the cooling system. 

During this study, occupant water consumption increased the standby losses of the linear model 

by an average of 40% when occupant consumption was controlled. Individual tests showed a 

wide variation in standby loss increase, a phenomenon which led to the decreased regression 

fitness of the linear model to the data. Given that the occupant water consumption was set to a 

specific flow rate for the experiment, the variation in inlet conditions is the only remaining 

variable to explain the increase in standby losses. If occupant consumption had not been 

controlled, as would be the case in an occupied multi-unit residential building, an increase in the 

variation of standby losses would be expected (Chmielewask et al., 2017; Xue, 2017). 

Accordingly, this study shows that occupant behavior and inlet water conditions have the 

potential to negatively influence the energy performance of a building that uses potable water as 

a cooling medium and where the conditioning of the potable water for occupant use is not an 

intended benefit for the occupants. 

 

3.4 Conclusions 

In this study, the delivered thermal performance for a multi-unit residential system using potable 

water as the hydronic medium operating under controlled conditions and simulated occupant 

behaviors was monitored to determine the energy efficiency characteristics of the system as a 

whole, and to verify the characteristics that are often claimed by proponents to exist. From the 

observations it is clear that the linear model using steady-state efficiency (ƞ) provides a good fit 

throughout the operating loads of the system and that using potable water as a hydronic medium 

result in steady-state operating efficiencies over 90%.  
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The use of potable water as a hydronic cooling medium was not found to be as attractive as its 

use as a heating medium. While the linear model approach does fit the data, it was determined 

that the inlet water temperature had a significant impact on the idle losses for the system. As a 

result, the use of potable water as a cooling medium should be limited to areas where the ground 

water temperature is less than the target temperature for circulation. This limitation would 

prevent the installation of such systems throughout the majority of the major populated areas of 

North America, but it would still be viable for northern climates where water distribution 

temperatures are well known. 
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CHAPTER 4: TECHNIQUES for MEASURING PALITABILITY and PERCEPTION of 

WATER 

4.1 Introduction 

Occupant perception of the quality of drinking water is a major concern for many in the water 

industry (Doria, 2010; Webber et al., 2015; Kelly et al., 1997).  While palatability changes in 

cold water due to circulation and age are minimal (AWWA, 2002; Ammerican Water Works 

Association, 2005), the effects on heated service water have not been well documented.  As the 

majority of potable water used in a residential occupancy is hot service water (Xue et al., 2017; 

Chmielewska et al., 2017), and that water is primarily used in processes that bring it into close 

contact with the occupants, there is a need to know if the storage and circulation of hot service 

water will impact the occupants perception of the water. 

 

4.2 Impacts of Construction Materials on Water Quality 

There are a number of means to influence the quality of potable water by its storage and use.  

This well researched area is a major concern for the water utility industry.  The primary means of 

altering water quality include chemical leaching from materials in contact with the water, 

chemical reactions of materials in the water, and biological activity (Burlingame et al., 2007).  

Careful selection of piping and construction materials is required to minimize the potential to 

alter the water quality when working with potable water, and the materials used is this 

experiment were specifically selected for their compatibility with potable water (Heim, 2006). 
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 4.2.1 Chemical Leaching 

Often, pipes and construction materials will provide a means to introduce chemicals to potable 

water that results in a deterioration of the water quality.  This can be through materials 

chemically leaching into the water from metallic (Sorlini et al., 2014) or polymer construction 

materials (Whelton et al., 2010; Ryssel et al., 2015; Holsen et al., 1991) or through corrosion of 

the construction materials (Masters et al., 2015; Munn, 2017; Rushing et al., 2004; Lytle et al., 

2010).  The pursuit of making building more environmentally friendly has resulted in new 

construction materials being introduced to the market that introduce new chemicals to potable 

water, and the full material compatibility with potable water is not understood (Kelley et al., 

2014).  

 

 4.2.2 Chemical Reactions 

Many chemical reactions alter the quality of potable water.  Disinfectants used to counter 

biological activity can deteriorate, there can be interactions between chemicals in the water, and 

the construction materials of the system (Becker, 2002; Chung et al.; Casteloes et al., 2017).   

 

 4.2.3 Biological Activity 

Another means for the quality of water to deteriorate is through biological activity in the water.  

While the protection of most potable water systems from biological decay is through the addition 

of a disinfectant, pathogens can survive (Biyela, 2010; Inkinen, et al., 2014).  The type of 

microbiome that can establish itself is often a factor of the local utilities sanitation techniques  
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and the materials used in the construction of the system (Ji et al., 2015).  As the apparatus will be 

maintaining a water temperature at or above the water temperature recommendations to 

minimize biological activity in the hot water side of the system (Stout et al., 2004; Cooper et al., 

2004) biological activity will be investigated, but not expected to be impactful in the palatability 

tests. 

 

 4.3 Flavor Testing Techniques 

There are a number of techniques to evaluate the perceptions groups of people have to their 

potable water.  A number of different sensory evaluation methods investigated included Flavor 

Threshold Testing, Flavor Rating Scale, and Flavor Profile Analysis (Bruvold et al., 1989).  As 

the intent is to establish perceptions to the quality of water, the Flavor Profile Analysis (AWWA, 

2012; Durand, 2013; Khiari, 2004) technique was selected.  This technique utilizes a semi-

quantitative scale in conjunction with a water taste and odor wheel (Suffet et al., 1999) to 

establish a taste intensity rating.  Screened panelists needed instruction in how to perform the 

analysis and record their results (ASTM Committee E-18, 1981; Bartels et al., 1987; American 

Water Works Association, 1993).  The addition of ongoing screening to the selection procedure 

for the panelists evaluated repeatability and consistency in their responses.  While not required in 

a flavor profile analysis, repeatability testing is part of the flavor rating scale selection process. 

Ongoing screening was included to improve the confidence that the panelists were providing 

consistent data (Bruvold et al., 1989).  Screening procedures, and testing parameters are included 

in Appendix B for reference.  Working with panelists required approval form the University of 

Alberta Research Ethics Office, which has been included in Appendix C for reference. 



  48 

 

 

Figure 4.2: The taste and odor wheel (Suffet, Khiari, & Bruchet, 1999) 

4.4 Screening and Testing Procedures 

Screened panelists utilized the technique identified in Standard Method 2170 B-FPA (AWWA, 

2012).  In this technique, each potential panelist is provided with 12 blind samples of drinking 
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water that have been dosed with specific mass concentrations of flavoring to provide three 

different intensities of each of the four main flavors.  Citric acid is used for sour 

(0.05%/0.10%/0.20%), sugar is used for sweet (5%/10%/15%), salt is used for salty 

(.4%/.7%/1.0%), and caffeine is used for bitter (0.05%/0.10%/0.20%).  Participants must 

correctly identify each flavor (with no errors), and each intensity (one error is permitted) to be 

eligible to participate.  Additionally, during the analysis period, repeatability screening occurred 

by providing samples containing water from an identical source.  The panelist reporting for these 

samples needed to be within the threshold of detection or the panelist was not reliable and their 

data excluded from the analysis (Elmaci et al., 2007).  

During the analysis period, samples were collected in accordance with the flavor profiling 

analysis specifications as outlined in Standard Method 2170-B (AWWA, 2012).  All samples 

were collected the day prior to the meeting of the panelists, stored in glass containers with 

custom glass closures, and immediately refrigerated to stabilize the samples at an identical 

temperature.  The next day, the samples stabilized together in a water bath until they were all 

~25°C (77°F).  The panelists reviewed these samples. 

The analysis period was comprised of two times.  The first analysis period was from February 

2015 to April 2015, and included the input of a single panel comprising of 3-4 individuals.  The 

panel met weekly and collected data each week to generate a single data point.  The second 

analysis period was from January 2016 to April 2016, and included 3-4 panels of four individuals 

who met weekly.  Each panel generated a single data point in accordance with Standard Methods 

2170-B (AWWA, 2012) allowing 3-4 data points to be generated for each water sample tested 

that week.  Utilizing two sets of panels allowed for both the opportunity to refine the logistics of 
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coordinating the panel meetings as well as providing different data sets that can be compared 

independently.   

During each meeting, four randomized water samples was provided to each panel, apparatus 

water, cold water from the apparatus supply, hot water from a traditional system supplied by the 

same cold supply, and bottled water.  The samples randomized for each panel so discussion is 

limited to internal panel members.  Each panelist reports the intensity of the flavor of the 

sampled water as well as a flavor descriptor (the descriptor is not part of the data collection but is 

included as a means to promote internal discussion per Standard 2170-B).  During the data 

analysis, each reported flavor intensity is recorded as a difference between the apparatus water 

and the cold supply water, then the results from each panel member are averaged together to 

generate a single panel reported data point.   

 

 4.5 Data Analysis 

Traditional hot water and cold source water were reviewed to evaluate if chemical changes as a 

result of simply heating the water would affect the result and it was determined that there was no 

impact to the reported flavor intensity as a result of heating the water.  Chemical analysis of the 

water samples identified that the chloramines added to the water as a disinfectant did degrade to 

chloride and ammonia in the traditional hot water sample, but this did not result in a palatability 

impact during the flavor profile analysis.  The apparatus water exhibited a similar degradation of 

the chloramine, but since degradation was not a cause to any changes observed, as it does not 

affect the palatability. 
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The controlled variable in this study was the rate of water usage by the simulated occupants in 

the building.  As the occupants utilize more water, there is more change out of the water in the 

system.  The reported age of the water in the system is a ratio of system volume to water 

consumption rates.  For this study, this is the consumption ratio, which is a relative age of the 

water in the system, and if the volume consumed per day is used, the consumption ratio (Cr) will 

have a unit of days.   

By plotting the change in reported intensity of taste between the apparatus samples and cold 

source water against the consumption ratio, there was a clear increase in taste intensity as the 

consumption ratio (Cr) was increased. The results, as published in Chapter 5, do not show that 

the taste became objectionable to the panelists for the range of consumption ratios tested, but a 

change was noticeable and identifiable for consumption ratios of several days.  Presentation of 

the data from the 2015 analysis with the data from the 2016 analysis shows the fit of the two data 

sets is within the threshold of detection.  This would reinforce the inference that FPA can be 

conducted using small groups of panelists and still produce useful results (AWWA, 2012). 

 

 4.6 Future Work   

The chemical analysis of the apparatus water eliminated many potential pathways for the change 

in occupant perceptions.  While the chloramine used as disinfection agent had degraded to 

ammonia and chloride, a similar degradation in the non-apparatus hot water did not result in 

perception changes amongst the panelists.  Most physical properties, such as pH, Total Dissolved 

Solids, and hardness were unchanged between the samples.  Where there were significant 

changes was in the concentration of ions and dissolved metals, many increased concentration 
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quickly, stabilizing, and not exhibiting a correlation with the flavor impact due to increasing 

consumption ratios.  Five metals did have concentration trends that correlated with the flavor 

impacts: Boron, Cadmium, Lithium, Cobalt, and Zinc.  These are metals used in the manufacture 

of plumbing components, particularly brasses and bronzes.  While taste threshold data is 

incomplete when addressing mineral content, there are some established thresholds.  Cadmium 

and Boron do not influencing taste when introduced to water (Agency for Toxic Substances and 

Disease Registry (ATSDR), 1989; United States Environmental Protection Agency Office of 

Water Health Advisories, 2000).  Zinc has a taste threshold of ~4 mg/L (Health Canada, 2018), 

and Lithium as a salt has a taste threshold of ~140 mg/L (American Society for Testing and 

Materials, 1978), far above the concentrations observed during this analysis.  Individually these 

metals would not be responsible for the changes in flavor.  Cobalt currently does not have 

information available regarding flavor thresholds (Federal - Provincial - Territorial Committee 

on Drinking Water, 2009).  Due to the extensive use of these metals in domestic plumbing 

systems, it would be of value to investigate their effects on water flavor, either individually (for 

cobalt), or in combination.   

  



  53 

 

CHAPTER 5: EXPERIMENTAL STUDY into PALATABILITY IMPACTS of POTABLE 

WATER as a HYDRONIC MEDIUM
2
 

5.1 Introduction 

It is common for multi-unit residential buildings to be constructed utilizing a central heating 

plant to provide for the servicing requirements of the building. Buildings that utilize a central 

system will typically employ multiple systems and distributions due to the different servicing 

needs for the suites, which can include heating water, potable hot service water, potable cold 

service water, and chilled water. It is not unusual for these systems to be installed using 

completely separated piping systems, even though similar materials are being transported. This 

will result in the installation of multiple piping systems which convey similar materials intended 

for differing purposes, specifically hot water for building heating and hot service water for 

occupant consumption. Piping can be combined into a single distribution system able to fulfill 

the requirements of both uses, provided that all local codes and safety standards for heating using 

potable water have been met.  

The technique of using potable water as a hydronic medium in multi-unit residential buildings 

involves the utilization of heated service water as the thermal transport medium for conditioning 

the building environment under heating conditions. In what is often referred to as an “integrated 

piping system” (Butcher, 2007) or a “combination system” (ASHRAE, 2011), hot service water 

is delivered to the heated zones using the potable water distribution system that has been 

installed within the building. A portion of the water is used by the occupants as part of 

consumption for daily activities, while the remaining portion is recirculated back to a central 

                                                           
2
 The manuscript appearing as Chapter 5 of this thesis was published in the February 2018 edition of Water (MDPI), 

at the time of publication of this thesis. 
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plant after being utilized to condition the space. While the concept of using potable water as a 

heating medium in single-family dwellings has been investigated in a number of research studies 

(Caron et al., 1983; Subherwal, 1986) with a number of documented advancements in efficiency, 

the investigation and implementation of this technique in multi-unit residential buildings has 

been limited. Due to this lack of investigation there have been concerns raised about the 

implementation of these systems from both performance and safety standpoint (MacNevin, 2016; 

Canadian Institute of Plumbing and Heating 2008). 

One major concern explored within the present research is that the utilization of potable water 

for HVAC may alter the water, due to trace materials in the water being exposed to cycles of 

heating and cooling or due to leaching into the water from the system materials, which would 

result in tastes or odors that occupants would find objectionable (Whelton et al., 2010; Kelley et 

al., 2014; Venere, 2014; Marrow, 2017). Given that taste and odor are considered two of the 

most important criteria for potable water systems (Loganathan et al., 2006), and are often used as 

an indicator of water safety (Kelly et al., 1997) this is of interest to designers and manufacturers. 

The present research describes an experimental design constructed to simulate a full-scale, multi-

unit residential building through which water samples are generated to represent a range of 

simulated occupant behaviors. By altering the daily consumption of the simulated occupants, the 

retention duration of the water within the system was varied. This permits the generation of 

samples with retention times or consumption ratios (Cr, the ratio of system volume to daily 

occupant consumption) which are larger than those commonly encountered outside a controlled 

environment. Collected samples were presented to a group of trained panelists, who tested and 

rated the samples in accordance with the Flavor Profile Analysis (FPA) procedure provided by 

the American Water Works Association (AWWA, 2012). Flavors and intensities are tabulated 
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and compared to determine if any tastes reported in the samples are attributable to the residence 

time of the water in the HVAC system. 

 

5.2 Materials and Methods 

5.2.1 Experimental Design 

To effectively study the impacts on the palatability of potable water of implementing potable 

water heating distribution in a building, a potable water mechanical system was constructed in a 

controlled environment which would be used to generate water samples for analysis. The 

completed system was modeled after a 4-unit apartment building in a riser configuration that is 

capable of delivering heating, cooling, and service water to each unit as depicted in Figure 3.1. 

The author selected the riser configuration for this case given it is representative of many low-

rise residential buildings that are constructed with a central heating plant. Water is plumbed from 

the central plant to each suite, where it can be delivered to the unit’s plumbing fixtures or 

circulated through a potable-rated fan coil (heat exchanger) and returned to the central plant for 

re-conditioning. All components utilized in the construction of the apparatus are rated for use 

with potable water, and all piping in the apparatus constructed was configured in a manner that 

permitted circulation of all components every 24 hours in accordance with local codes (Canadian 

Standards Association, 2012) to prevent stagnation. The apparatus is controlled by a 

programmable logic controller (PLC), programmed to operate heating cycles and to simulate 

occupant activities that consume potable water. The materials utilized in the construction of the 

apparatus include PVC for cold water distribution, CPVC for hot water distribution, PEX tubing 

for terminal unit connections and fixture connections, copper inside the fan coils, and brass and 
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bronze fittings. This is significant as many of these materials have been tested for palatability 

impacts individually (Kelley et al., 2014; Heim et al., 2007; Heim et al., 2006); there has not 

been a study of a completed system using these materials in conjunction. 
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Figure 5.1: A schematic representation of the potable water HVAC apparatus constructed to 

generate samples. Apparatus includes four independently controlled 4-pipe fan coils, four suites 

distribution headers, one hot water generator, and one chilled water system. 
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5.2.2 Water Palatability Test Protocol 

The desirability of water is governed largely by taste, a subjective trait which can be difficult to 

quantify. Since the evaluation of the palatability of potable water is routine for the municipal 

water works industry, AWWA has developed a set of procedures referred to as “Standard 

Methods”, which includes Standard Method 2170 B–FPA (AWWA, 2012). Standard 2170 B 

includes the procedures for conducting a Flavor Profile Analysis (FPA) and has been used 

successfully for establishing flavor characteristics and associated intensities in water samples 

(Wiesenthal, 2007). According to the outlined standard methods, the FPA utilizes a group of 

screened panelists, 4 to 6 per panel visit in this study, to evaluate samples of water and provide a 

single description and intensity for each sample. Intensities are assigned a numerical value by 

each panelist in accordance with the FPA procedure, ranging between 0 (no taste) and 3 

(objectionable, not drinkable) in 0.25 increments (threshold of detection per FPA), providing a 

quantitative measurement for flavor. An intensity of less than 1 (but greater than 0.25) is 

considered to be noticeable, but not objectionable, and an intensity of 1 or greater is considered 

to have the potential to be objectionable. Screening and training of the panelists includes the 

testing of volunteers for the ability to distinguish taste and intensity of pre-determined flavor 

samples in accordance with Standard Method 2170 B.  

Once the panelists have been selected, additional screening is conducted throughout the 

experiment to evaluate the panel members’ consistency when evaluating tastes. This is done by 

conducting flavor profile sessions where apparatus test samples are not provided and identical 

source water samples are included in the sample set. The data collected from participants who 

report a variation beyond the threshold of detection in these samples as provided in the 

procedures for Standard Method 2170 B are excluded from the analysis. This extra level of 
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screening is above the prescribed requirements of Standard Method 2170 B, but was considered 

valuable for maintaining the consistency of the results. 

Previous investigations into water palatability have encompassed issues such as the effects of the 

water’s age on active municipal distributions (AWWA, 2002), and the use of FPA to study the 

effects of piping materials on the palatability of potable water (Heim et al., 2006). In each study, 

the effects on palatability of the reviewed variable have been found to be minimal under the 

operating conditions adopted in the present study, when the age of circulated cold water as well 

as certain piping materials in the cold water system are not considered among the uncontrolled 

variables. Accordingly, this study focuses on the potable hot water used in the system. 

A total of four samples is provided in random order for each evaluation meeting to prevent any 

bias by the participants and to provide a variety of samples:  

1. Apparatus water  

2. Potable cold supply water from the municipal supply feeding the apparatus 

3. Potable hot water from an adjacent, traditional source  

4. Commercial bottled water (Nestle Pure Life purified water) 

While the apparatus water and the cold supply water are the samples of interest, control samples 

from other sources are provided to allow for additional comparisons to identify possible causes 

for flavor variations. Each sample is collected at the same time from the service water discharge 

of the apparatus and thermally stabilized in accordance with Standard Method 2170 B to 25°C. 

The four samples are evaluated by the panel and the results are compared to determine if there 

are any effects which could be attributed to the use of potable water for heating purposes.  



  60 

 

In addition to the samples collected for the FPA, additional samples of Apparatus Water, Potable 

Cold Supply Water, and Potable Hot Supply Water are collected for laboratory analysis to 

identify potential chemical alterations which would be correlated to any reported FPA results. 

While this does not provide definitive proof of cause of the flavor alterations, it allows for 

certain variations to be eliminated as probable contributors.  

To evaluate the repeatability of the tests, the panel tests are repeated again after one year with the 

same apparatus and different panelists. While participants are allowed to volunteer for both sets 

of evaluations, the screening and recruitment process was completely repeated in full to 

encourage different individuals to participate in the panel study. The first panel test includes a 

single panel of volunteers which meets on a weekly basis for approximately three months. The 

second panel test expands the volunteer group to include three to four panels of four volunteers 

each which meet weekly for approximately three months.  

 

5.2.3 Apparatus Samples 

Throughout the FPA, the dependent variable is the descriptor intensity provided by the panel, 

between the water samples generated by the experimental apparatus and the water samples 

derived from the feed water supplying the experimental apparatus. The independent variable is 

the consumption ratio (Cr) of the experimental apparatus: 

Cr = Sv / Oc  [5.1] 

Where: 

Cr = Consumption ratio (days) 
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Sv = System volume (gallons) 

Oc = Occupant daily consumption (gallons/day) 

 

In this equation, the consumption ratio (Cr) refers to the representation of the variable being 

investigated; the system volume (Sv) refers to the volume of the distribution system including all 

vessels, pipes, and fittings; and the occupant consumption (Oc) refers to the volume of water 

consumed by the simulated occupants each day. 

All samples were collected one day prior to the panel meeting. The samples are then temperature 

stabilized and held in the same location in order to eliminate any variations in temperature or 

environmental impacts that may generate undocumented variations between the samples.  

In existing multi-unit residential potable water heating distributions, it should be noted that 

consumption ratios of less than one, where the daily consumption by occupants (Oc) is greater 

than the volume of the distribution system (Sv), are typical, with the authors being aware of no 

reported palatability concerns. Samples with consumption ratios greater than 1 are thus 

considered in this study. Elevated consumption ratios (Cr) are possible in practice due to the 

large system volumes present in multi-unit residential buildings and low consumption, either due 

to water-efficient design or low occupancy. To generate the samples, the experimental apparatus 

is allowed to operate automatically for time periods of no less than one week per unit of 

consumption ratio (Cr) to simulate long-term operation. Due to the time required, samples are 

limited to consumption ratios ranging from 1 to 7. 
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5.3 Results and Discussion 

5.3.1 Palatability Results 

While the intent is to compare the reported flavor of the apparatus water to the source supply in 

order to investigate alterations, other observations are identified during the FPA studies that 

provide insight into understanding the causes of the flavor alteration. First, any flavor variations 

between the cold supply water and the bottled water control samples (sample item 2 and sample 

item 4) are reported by the panels to be below the threshold level. This is consistent with prior 

research into tap water and bottled water flavor comparisons (Teillet et al., 2010). Second, any 

flavor variations between the cold supply water and the potable hot water samples (sample item 

2 and sample item 3) are also reported by the panels to be below the threshold level. This is 

significant, as any chemical variations between sample 2 and sample 3 can be eliminated as sole 

contributors to variations in sample flavor. 

In regards to the comparisons between the apparatus water and the cold supply water samples 

(sample item 1 and sample item 2), the most commonly reported descriptors among the panel 

groups are found to be chlorinous, chalky, and bitter. Given that the variable being measured is 

the change in intensity of flavors between the apparatus water and the supply water, the 

numerical representation of the intensity of any flavor reported for the supply water is removed 

from the intensity of any reported flavor of the apparatus sample; the resulting intensities for 

each panel group are compiled and shown in Figure 5.2. From the resulting intensities, 

consumption ratios in excess of 1 indicate changes in the perceived flavor of the water beyond 

the accepted threshold of detection. While reviewed consumption ratios as high as 7 are found to 

result in noticeable changes to the intensity of reported flavors, under none of the consumption 
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ratios tested does the panel report that the change in flavor is in the objectionable range. 

Additionally, both panel tests produce results which are similar in outcome, which implies that a 

similar mechanism is affecting the palatability of the water independent of the time elapsing 

between tests. 

 

 

Figure 5.2: Changes in panel recorded taste intensities between apparatus samples and source 

water samples 

 

5.3.2 Chemical Analysis Results 

Samples are collected for chemical analysis to review potential changes in the chemistry of the 

water that could hypothetically contribute to the panelist perception of the water.  
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Chloramines/Chlorine. Chlorine is not found in any of the analyzed apparatus water tests. There 

is a consistent measured increase in chloride and ammonia for all collected samples, which 

suggests that the total chlorines have reduced to simpler components as shown in Table 5.1. This 

is not unexpected, as it has been previously indicated that heated storage with recirculation will 

reduce the chlorine content and promote the formation of disinfection by-products (Liu et al. 

2015). The potential contribution to the palatability is minor since the reduction in chlorine 

presence was found to be absolute for all CRs rather than correlated with reported intensities. 

pH, conductivity, Alkalinity, TDS, Hardness, Nitrate/Nitrite. All samples report minimal changes 

between the cold source and apparatus samples for the above-identified parameters as depicted in 

Table 5.1. The significance of these changes is questionable as the variation in measured 

readings among the cold source samples varies more significantly through the test period than 

the difference between the cold supply samples and the apparatus samples for any individual test. 

 

Table 5.1: Chemical results which did not exhibit material chemical changes due to the apparatus 

or expected changes which were shown to not impact the palatability results 

 

Detectable 

Limit 
Units 

 

Source Water 

Average 

Chemistry 

min max 
 

Apparatus 

Water 

Average 

Chemistry 

min max 

           
Chloramines 

          

Chlorine, Free 0.1 mg/L 
 

0.468 0.1 0.74 
 

0 0 0 

Chlorine, Total 0.1 mg/L 
 

1.116 0.13 1.84 
 

0 0 0 
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Major Ions and Dissolved Metals. While the mass spectrometry tests are testing for the 

presence of over 40 elemental metals in the water, only a small number indicate a material 

change in concentrations. Many of the metals, including copper, lead, manganese, and silver, 

Total Chlorine minus 

Free Chlorine 
0.2 mg/L 

 
0.805 0.38 1.54 

 
0 0 0 

           
Ammonia, Total (as 

N) 
0.05 mg/L 

 
0.3296 0.308 0.349 

 
0.4362 0.416 0.453 

           
Chloride (Cl) 0.5 mg/L 

 
5.066 4.78 5.58 

 
5.888 5.59 6.26 

Fluoride (F) 0.02 mg/L 
 

0.6712 0.655 0.693 
 

0.759 0.743 0.796 

           
Ion Balance 

 
% 

 
98.28 96.3 99.2 

 
98.22 96.4 99.7 

TDS (Calculated) 
 

mg/L 
 

212.8 205 220 
 

208 200 220 

Hardness (as 

CaCO3) 
 

mg/L 
 

168 162 172 
 

162.6 157 173 

           
Nitrate (as N) 0.02 mg/L 

 
0.0498 0.022 0.074 

 
0.0572 0.03 0.079 

Nitrate and Nitrite 

(as N) 
0.022 mg/L 

 
0.05675 0.045 0.074 

 
0.0572 0.03 0.079 

Nitrite (as N) 0.01 mg/L 
 

0 0 0 
 

0 0 0 

           
Sulfate (SO4) 0.3 mg/L 

 
68.32 64.3 72.1 

 
66.76 64.8 68.9 

           
pH 0.1 pH 

 
8.134 8.01 8.2 

 
8.112 8.08 8.16 

Conductivity (EC) 0.2 uS/cm 
 

396.2 384 410 
 

389.2 375 405 

Bicarbonate (HCO3) 5 mg/L 
 

140 131 147 
 

135 128 145 

Carbonate (CO3) 5 mg/L 
 

0 0 0 
 

0 0 0 

Hydroxide (OH) 5 mg/L 
 

0 0 0 
 

0 0 0 

Alkalinity, Total (as 

CaCO3) 
2 mg/L 

 
115 108 121 

 
110.6 105 119 
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identified a flat increase (where the measured concentration increased relative to the source 

sample, but the increase was constant for all test and did not vary with consumption ratio) in 

concentration for all CR tested, which suggests a lack of independent influence on the 

palatability of the water. This is significant as the study of thermal variation causing 

thermogalvanic corrosion in copper pipes has been well documented, but it does not appear to be 

a contributor to alterations in palatability of the potable water (Edwards, 2004). Five elements 

that were included in the analysis exhibit a measurable increase, which correlates to the CR of 

sampling; boron, cadmium, cobalt, lithium, and zinc are shown in Figure 5.3 These metals are 

recognized as present in commonly used plumbing components and the majority of the materials 

are measured well below acceptable levels, with the potential exception of cobalt. While cobalt is 

accepted in drinking water without standards in place in most jurisdictions, three U.S. states 

(Arizona, Minnesota and Wisconsin) have guidelines in place for levels of cobalt in drinking 

water (FSTRAC, 1995; FSTRAC, 1999). Although they are guidelines and not standards, it 

should be noted that for longer duration CR values in the present study, these guidelines are 

found to be approached or exceeded. The measured concentrations are not high by any means 

(World Health Organization, 2006), just approaching or exceeding the few existing guidelines 

that are available. The source of the cobalt in this study could be difficult to isolate, although it 

should be noted that cobalt oxide is used as a binding agent for the glass lining of glass lined 

storage tanks and water heaters. 
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Figure 5.3: Dissolved metal increases relative to consumption ratio 

 

 

 



  68 

 

5.4 Conclusion 

In a system where potable water was continuously circulated as a hydronic heating medium and 

not allowed to become stagnant, the perception of the potable water used was not affected to a 

magnitude to cause individuals to consistently report an unsatisfactory alteration in taste for the 

range of consumption rations tested. A consumption ratio (Cr) in excess of two was required for 

consistent reporting of any perceivable change in the taste intensity present in the water samples. 

Based on these results, it would be recommended to maintain a consumption ration of one or less 

for systems utilizing potable water as a hydronic heating medium, regardless of the circulation 

procedures utilized by the system as a whole. Chemical testing was able to identify metallic 

leaching of specified elements into the system water which did correlate with changes in flavor 

intensity in the water, and while the concentrations are low, likely contributed individually or in 

combination to the flavor of the water. Under no consumption ratios did any of the metallic 

concentrations indicate an unsafe accumulation.  
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CHAPTER 6: DEVELOPMENT of SENSITIVITY BASED LIFE CYCLE ANALSYIS  

6.1 Introduction 

Conducting a Life Cycle Cost Analysis is considered a useful means in determining the costs of a 

building system or component and can assist in making decisions about which systems and 

components to utilize in a building. In order to perform a Life Cycle Analysis on a yet to be 

constructed building or a building system, a substantial amount of information can be required.  

Construction costs, energy use, energy cost, maintenance, and disposal must all be estimated and 

available prior to starting the analysis.  While some of this information can be readily available, 

such as the current utility rates and average climatic information, and estimates for some, such as 

the expected construction cost, it is not possible to know all of the required information and the 

analysis must use some prediction, such as for future costs.  As estimations and predictions can 

comprise a majority of the information, there can be questions about the value of the information 

derived from a Life Cycle Analysis.  As the intent is to use the outcome of the analysis to assist 

in making a decision about which mechanical systems would be best suited to a building, and 

specifically in this case, to evaluate how the cost of Open Loop HVAC systems compare to 

traditional systems over their life, a realistic output is essential. Previously Monte Carlo 

simulation has been used to evaluate sensitivity of Life Cycle Analysis, it is proposed that the 

Monte Carlo simulation can be the Life Cycle Analysis, factoring in the sensitivity to inputs to 

determine which system not only would be most cost effective over the life of the building, but 

also which system would be least susceptible to market and climatic conditions.  
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 6.2 Required Information 

Conducting a Life Cycle Analysis on a system requires a significant amount of information as 

well as a review of the quality of the data used (Iternational Standards Organization, 2006).  This 

can involve a number of steps (Kaklauskas, 2016; Farr, 2011): 

1. Establish what units are measured.  This can be a number of items, including, but not 

limited to, cost and/or emissions.   

2. Any embedded units need to be assessed.  This can represent cost to install, or could be 

CO2 generated through manufacturing and transportation (Hammond et al., 2008; 

Hammond G. C., 2006).   

3. Tabulate units affected by the operation of the system throughout the estimated life cycle.  

If analyzing costs, this could include fuel and maintenance.  Alternatively, if analyzing 

emissions, then this could be the CO2 emitted though the consumption of fuel and CO2 

embedded in parts used for maintenance. 

4. Determine salvage and/or disposal costs.  At the end of the life cycle, there will be a unit 

value associated with the end of life cycle conditions of the system.  If the system has 

value, this could be a net benefit or a cost if the disposal expense exceeds and retained 

value. 

Breaking down each of these steps results in an activity based costing system (Emblemsvag, 

2003; Farr, 2011).  In this system, one must independently review each activity in each step, 

independently tabulating the unit cost associated with that step.  In theory, this would be an easy 

accomplishment with object based simulation software as these packages specifically simulate a 

task or process as a series of steps. 
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 6.3 Life Cycle Cost Analysis 

The fundamental equation for determining the life cycle cost of a system is illustrated in 

Equation 6.1. 

    𝐿𝐶𝐶 = 𝐵𝐶 + 𝛴(𝑀𝐶 + 𝑂𝐶) + 𝑆𝐶    [6.1] 

 

where: 

LCC = Life cycle cost ($) 

BC = Building cost of system construction cost ($) 

MC = Maintenance cost ($) 

OC = Operating cost ($) 

SC = Salvage cost ($) 

 

BC and SC are values that can be estimated using current costs.  With regards to maintenance 

and operations, each individual component is further broken down into individual costs 

associated with individual time increments that represent the life of the system. 

 

𝑀𝐶 =  ∑ 𝑀𝐶𝑖
𝑛
𝑖=1      [6.2] 

 

𝑂𝐶 =  ∑ 𝑂𝐶𝑖
𝑛
𝑖=1      [6.3] 
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where: 

n = number of years of operational life (years) 

MCi = Maintenance costs in an individual year ($) 

OCi = Operational costs in an individual year ($) 

These components can be further broken down into monthly time periods. 

 

𝑀𝐶𝑖 =  ∑ 𝑀𝐶𝑗
𝐷𝑒𝑐
𝑗=𝐽𝑎𝑛      [6.4] 

𝑂𝐶𝑖 =  ∑ 𝑂𝐶𝑗
𝐷𝑒𝑐
𝑗=𝐽𝑎𝑛      [6.5] 

where: 

MCj = Maintenance cost in an individual month ($) 

OCj = Operational cost in an individual month ($) 

 

The monthly maintenance cost is dominated by the costs of labor to maintain the system 

components and equipment.  Operation costs represent the energy and utilities required to fuel 

the system.  This is primarily covered by the use of gas and electricity, although other fuels could 

be used depending on the system.  For our example later in the chapter we will limit the fuels to 

gas and electricity.  Equipment life will also be simulated at 30 years for each system; this could 

be programmed to be different but as each system has similar expected life spans (ASHRAE, 

2015) they are kept the same in this simulation. 



  73 

 

Operating costs are determined by using the Heating Degree Days and Cooling Degree Days for 

each month, and working out the amount of gas and electricity that the system would consume 

for each heating and cooling degree day.  The fuel consumed per unit of conditioning is a 

property of the individual system and is not location dependent.  The fuel consumed per unit of 

conditioning can be estimated using one of the energy modeling systems that are currently 

available on the market. Once the quantity of each fuel consumed in each month is known, then 

this can be factored in with the cost of the fuel to determine the operating cost for the month. 

𝑂𝐶𝑗 = 𝐻𝐷𝐷𝑗 ∗ (𝐻𝑔𝐻𝐷𝐷 ∗ 𝐻𝑔$ + 𝐻𝑒𝐻𝐷𝐷 ∗ 𝐻𝑒$) + 𝐶𝐷𝐷𝑗 ∗ (𝐻𝑔𝐶𝐷𝐷 ∗ 𝐻𝑔$ + 𝐻𝑒𝐶𝐷𝐷 ∗ 𝐻𝑒$)  [6.6] 

where: 

HDDj = Heating degree days in month j 

CDDj = Cooling degree days in month j 

HgHDD = Quantity of natural gas consumed per HDD (Gj) 

Hg$ = Cost of natural gas ($/Gj) 

HeHDD = Quantity of electricity consumed per HDD (kWh) 

He$ = Cost of electricity ($/kWh) 

HgCDD = Quantity of natural gas consumed per CDD (Gj) 

HecDD = Quantity of electricity consumed per CDD (kWh) 
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Current simulation software used to evaluate energy models and costs typically use a 5-year 

rolling average to estimate these variables. (Carrier, 2018) 

 

 6.4 Problems and Sensitivity 

While known information is part of the input used for a life cycle analysis, using prediction and 

estimation though recent data produces a majority of the information.  While there have been a 

number of techniques proposed to refine the quality of the predicted information (Kaklauskas, 

2016), the analysis still relies on potentially unreliable information to produce an output. 

Sensitivity has become a major consideration for research into Life Cycle Analysis, specifically 

how to measure it or limit the effects (Liang et al., 2016; Yu et al., 2013; Silva et al., 2014; Yan, 

et al., 2015; Ross et al., 2002; Saltelli et al., 2000).  Unfortunately, the value on conducting Life 

Cycle Analysis has become questionable as the effects of sensitivity and unknown outcomes 

become better understood (Buys et al., 2011).  Even after many decades of study, many 

industries have limited understanding or implementation of Life Cycle Analysis (Elnaeim et al., 

2017).  One item that is being addressed is the sensitivity of Life Cycle Analysis to discount 

factors.  As the analysis can be overly sensitive to the discount factor applied (Copiella et al, 

2017), it was not included.  The simulation could apply a discount factor to the simulation, 

applying a predetermined rate to each time cycle, but concerns raised by Copiella identify that 

the discount factor could artificially reduce the impact of cost volatility.  For this analysis, 

discount factors will not be considered, but it is an area for future investigation. 

 

 



  75 

 

 

  

Figu
re 6

.1: D
evelo

p
m

en
t p

ro
ce

ss fo
r th

e M
o

n
te C

arlo
 LC

A
 sim

u
latio

n
 



  76 

 

 6.5 Monte Carlo Simulation 

Life Cycle Analysis on a building system that is yet to be constructed must be a simulation and 

Monte Carlo is a means of conducting a simulation (Farr, 2011).  Life Cycle Analysis techniques 

have implemented Monte Carlo Simulation, but it has been limited to evaluating sensitivity of 

individual inputs, not as the full simulation method (Emblemsvag, 2003; Saltelli et al., 2000).    

Through the collection of sufficient information, it should be possible to conduct a full Monte 

Carlo simulation of the cost of a Life Cycle for a specific type of system.  As the intent of 

conducting a Life Cycle Analysis is to assist with making a decision (Cook, 1993), the 

simulation should compare different systems and identify which one had a lower Life Cycle 

Cost.  During the design process, it is a requirement to select a building system, desirably 

selecting the system that meets the specification requirements and has the lowest Life Cycle 

Cost. The actual final Life Cycle Cost is only informative, as it is required to select a system to 

design a building.  

 

 6.5.1 Required Information 

The following pieces of information are required to conduct a Life Cycle Analysis of the cost of 

a building HVAC system: 

 Initial construction cost 

 Amount of each type of energy required to operate the system during a unit of time. 

 The cost of each type of energy. 

 The maintenance cost during that unit of time. 

 End of life cost or recovery. 
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As mentioned previously, some of these items can be easy to estimate, the initial construction 

cost and the present day cost of energy is known or easy to estimate.  If the design of the 

building envelope and specification of the usage is completed, then it is possible to estimate the 

amount of energy required to maintain the internal environment at set conditions as a function of 

Heating Degree Day (HDD) and Cooling Degree Day (CDD) through the use of energy 

modeling software.  The energy required based on HDD or CDD is a function of the building, 

and is not dependent on the climate or location.   

The amounts of energy that will be required each month are presentable as a distribution based 

on the historical weather conditions of each month.  Historical weather conditions are readily 

available for most areas and the historical HDD and CDD of a specific location are presentable 

as a distribution.  As the energy required per HDD and CDD are known and constant, the 

weather distribution is translatable into an energy consumption distribution.   Reported monthly, 

there is no relation between the weather experienced in subsequent months, so each month has an 

independent distribution for energy consumption.  By utilizing the historical distributions as 

opposed to an average, the potential for extremes is implemented and the potential for a sequence 

of extremes can be included in the output. 

The distribution for the cost of the energy consumed is different from the weather.  While there 

is historical information on the cost of various forms of energy, a number of factors prevent the 

translation of historical cost information into a distribution.    

 The distribution of historical cost is not random from one month to the next.  The cost of 

energy in one month to the cost in the previous month is related.  The cost will change, 

but it is not randomly distributed.  
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 Inflation and currency value changes have affected the cost of energy and a simple 

distribution of historical costs does not reflect this. 

By developing a distribution of the derivative of the costs of energy as opposed to a distribution 

of the cost itself will address these limitations.  Extracting the monthly change in cost from the 

historical cost data provides the monthly cost derivative.  Knowing the historical inflation during 

these same times and deducting the influence of inflation from the monthly cost derivative 

produces the actual derivative of the cost for that time period, as shown for natural gas in 

equation 7.7.  When the derivatives are collected as a whole, it produces a distribution of the 

derivative of the cost of energy. With a known current cost, this establishes a potential future 

cost during any future time, independent of inflation while still allowing trends in costs to occur.   

𝑑𝐻𝑔$

𝑑𝑡
=  

𝐻𝑔$𝑗−𝐻𝑔$j−1 

𝐻𝑔$j−1
 − 𝐼𝑁𝐹𝑗     [6.7] 

where: 

𝑑𝐻𝑔$

𝑑𝑡
 = Derivative in price of natural gas between months (%) 

𝐻𝑔$j−1 = Price of natural gas in previous month ($) 

INFj = Inflation rate for the specific month investigated (%) 

 

Electricity and maintenance costs are modeled the same way. Modelling maintenance costs using 

the same principal produces a means to set future maintenance costs.  As a substantial 

component of maintenance is labor, modelling the cost of maintenance using the current cost of 

labor rates, and adjusting them the same way the model adjusts energy costs.   
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As the model does not consider inflation, the end of life salvage/disposal costs are equivalent to 

the present day costs. 

 

 6.5.2 The Simulation 

Once the collection of the required information is complete and the historical data converted into 

a set of distributions, the simulation is executed.  The simulation uses object based simulation 

software where the object is the total cost of the mechanical system.  The building that the 

system is to be considered for is modelled using a readily available energy modelling package to 

estimate the energy required (in our example: natural gas and electricity) to maintain internal 

conditions for each HDD and CDD.  The object is assigned an initial construction cost at the 

beginning of the simulation, along with initial costs of energy and labor, and then progresses 

through a series of activity steps representing discreet periods of time (months).   

During a step, two activities occur:  modifying costs based on the cost differential distribution 

and predicting weather conditions, then the operating cost is calculated and added to the present 

day life cycle cost of the system.  As we are comparing two systems, and assigning an object to 

each, each object moves through the simulation in parallel so each experiences the exact same 

weather and economic changes during each run of the simulation.  The objects progress through 

the simulation for a set number of time periods (30 years in the example), after which it is 

considered to be at the end of life and the salvage/disposal cost is applied to the present day life 

cycle cost of the system.  At this point, the comparison if completed of the total present life cycle 

cost of each system.  As a Monte Carlo simulation, repeating the simulation generates a different 
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set of results, and in the example, conducting the simulation through 100,000 repetitions to 

generate the distribution of results. 

 

 6.6 The Example 

Chapter 7 executes a couple of examples on how the simulation would be used to assist in 

deciding which system would have the lowest present value life cycle cost for a building.   The 

building is an existing 39-unit apartment building located in Edmonton, Alberta.  The design 

specification was readily available for this building, making it well suited to use in an example. 

The historical inflation, utility, labor, and weather data are also readily available.   

 

 6.6.1 Volatility of Costs  

The novelty of this method is that cost volatility is a consideration for the output.  Figure 6.1 

depicts the historical cost of natural gas. Figure 6.2 illustrates the distribution of the differential 

of the cost of natural gas, developed from the post inflation costing data. 
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Figure 6.2: The historical cost of natural gas in CAN$ per GJ 

 

Figure 6.3: The monthly volatility in the price of natural gas discounting inflation. 

Comparing the volatility of natural gas to the volatility of electricity, shown in Figure 6.3, 

identifies that the price of natural gas is more volatile than the price of electricity.  It would be 
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inappropriate to conduct a life cycle cost analysis using a set price for natural gas when the price 

routinely fluctuates by 25% or more on a monthly basis.  Including this volatility as part of the 

analysis produces a more realistic output.  Producing a similar distribution for the cost of labor 

provides the price fluctuation in the cost of maintenance. 

 

 

Figure 6.4: Volatility in the price of electricity discounting inflation 

 6.6.2 Output 

Programming the distributions into the simulation and operating a substantial number of 

simulations produces the curves outlined in Chapter 7.  The first comparison was between a 

high-temperature fan coil system using a modern non-condensing boiler and a heat pump system 

utilizing a condensing boiler.  Both systems used equipment performances found on modern 

appliances, with the non-condensing boiler performing with 85% steady state efficiency and the 

condensing boiler performing with 98% steady state efficiency.   Concerning the source of 
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thermal energy, heat pumps use a blend of electricity and natural gas as the source, while the 

thermal energy for the fan coils is functionally exclusively natural gas sourced.   

The output curve for the first comparison depicted that there was a slight benefit to the overall 

life cycle cost by utilizing fan coils.  However, when the heat pump system exhibited a lower life 

cycle cost it did so with a much greater difference in price.  Hypothesizing that this is a result of 

the volatility of natural gas causing a detrimental effect on the operating cost of an exclusively 

natural gas sourced system. Utilizing a decision tree, even though the fan coil had a slightly 

higher probability of a lower life cycle cost, the higher difference in price when it didn’t caused 

the heat pump system to be more desirable.  If the volatility of natural gas were not considered, 

then the fan coil system would have been identified as the desirable system. 

The second comparison was between heat pump system equipment with a condensing boiler and 

a fan coil system also supplied with a condensing boiler.  One of the characteristics of an open 

loop HVAC system is that hot service water is limited to a lower delivery temperature so 

condensing appliances are more practical than non-condensing.  The resulting output curve 

identified a measurable reduction in the life cycle operating cost of the fan coil system, enough 

to offset the volatility of the cost of natural gas when compared to a heat pump system using a 

decision tree analysis.   

 

 6.7 Conclusion 

Criticism towards the value of life cycle cost analysis focusses on the difficulty to collect all the 

required information and uncertainty about the validity of the output.  Using object based Monte 

Carlo simulation, the variability of weather, the properties of the building envelope, and the 
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differential of the historical costs of operations, it is feasible to model a building system that 

accounts for pricing volatility.  Factoring the volatility of costs into the model can result in 

identifying a different option as desirable when comparing multiple systems.  This approach 

could avoid future scenarios where economic volatility has negatively affected past building 

system decisions (Rees, 2016).    
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CHAPTER 7: OBJECT-BASED LIFE CYCLE SIMULATION as a DECISION TOOL for 

the SELECTION of BUILDING MECHANICAL SYSTEMS 
3
 

 

7.1 Introduction 

Selecting mechanical systems in buildings can be a difficult task for designers and developers, as 

there are many different factors and competing objectives to consider. Using the techniques 

detailed by ASTM for conducting a life cycle analysis on a building system, it is possible to 

identify the life cycle costs of a building system and use this information to make decisions as to 

which system would be preferable for implementation in a given building project (ASTM 

International, 2013). However, the standard techniques for conducting a life cycle analysis 

necessitate manually setting values for escalation rates of utilities and energy consumption. 

ASTM does recognize that Monte Carlo simulations are a valid technique for estimating the 

sensitivity of the final results to variations in the set variables (ASTM International, 2015), but 

the standard practice is still to conduct the models using fixed values. Given that a building is 

subject to varied weather conditions, price fluctuations in fuels, and changes in maintenance 

costs, it can be difficult to attach an exact life cycle cost to any system. While an exact value can 

be difficult to predict, life cycle cost can be expressed as a range or a distribution of potential 

costs. Many regions have historical data that can be compiled and used to predict future events; a 

data fitting algorithm can then be run to determine what the distribution of the costs would be 

(Emblemsvag, 2003). Previous studies have used Monte Carlo simulations as a means of 

evaluating the uncertainty of life cycle analysis (Pomponi et al., 2017; Hung, 2009), or attempted 

to introduce uncertain future parameters (Burhenne et al., 2013; Copiella et al., 2017; 

                                                           
3
 The manuscript appearing as Chapter 7 of this thesis is intended to be submitted to the Journal of Construction 

Engineering and Management (ASCE), at the time of publication of this thesis. 
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Figure 7.1: Through the compilation of currently available data, an object-based model can be 

used to compare multiple building systems’ life cycle costs to allow designers to determine 

which system is preferable 

Ewertowska et al., 2017). The proposed framework uses the generated distribution as a decision 

making tool rather than a means of evaluating uncertainty. As depicted in Figure 7.1, the result is 

a distribution of the outcome based on numerous variables. If multiple building systems are run 

in parallel, subjecting each system to the same weather and market fluctuations during each run 

of the simulation, then a direct comparison can be made between the systems and a cumulative 

distribution function of the ratio of advantage can be established based on the attribute under 

investigation. This allows decision makers to visualize the cost comparisons of each system and 

to establish the risks of choosing one system over another. Additionally, each system compared 
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can be reviewed for the distribution of the output, allowing the estimation of volatility of costs 

for each system in the market and each location being analyzed. 

 

7.2 Methodology  

7.2.1 Simulation Design 

The Simphony simulation environment was used as a basis for this model (although it should be 

noted that the model is independent of the software used to develop it) (AbouRizk et al., 2016). 

The internal tools provided in this simulation environment proved beneficial when producing 

distribution models for the economic and climatic variables considered in the simulation. The life 

cycle cost of a building is expressed as: 

LCC = BC + Σ(MC+OC) +SC [7.1] 

where 

LCC = Life Cycle Cost ($) 

BC = Building Cost ($) 

MC = Maintenance Cost ($) 

OC = Operating Costs ($) 

SC = Salvage Costs ($) 

 

The same criteria can be applied to individual systems within the building. Here the building cost 

becomes the cost of the individual building system, and operating and maintenance components 

become the maintenance and energy consumption of the individual building system being 

analyzed. As defined by Copiella et al. (2017), life cycle cost analysis is very sensitive to 
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discount rates, which can substantially depress the value of future costs.  While discount rates 

could be easily included in this simulation, they will not be included for the current analysis. 

 

7.2.2 Energy Use:  

The first task in analyzing any building system is to develop a model to simulate the energy use 

of the building based on the external climate and type of occupancy. A heating/cooling degree 

day method was used for the simulation described in the present study, given that the historical 

weather information is readily available, so the energy requirements to maintain the internal 

environment of the building was calculated on a per degree day basis. Other methods could be 

utilized to evaluate the energy uses of a building based on the local weather data that would be 

equally valid (White et al., 1996). Once rates of energy consumption for the building are 

identified, different systems can be evaluated based on the energy source fuel used, as well as the 

energy required for delivery per unit of energy. The energy source fuel can be expressed in terms 

of any energy form: gas, electricity, oil, etc. The quantity required per degree day for different 

types of energy can be evaluated using readily available energy modeling software. With the 

local costs per unit of energy easily obtainable, these values can be inputted in order to determine 

the starting cost. 

 

7.2.3 Climatic Variation: 

Most jurisdictions have historical weather data that can be used to produce a degree day 

distribution for both heating and cooling for a given month (Briggs, 1996), expressed as Heating 
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Degree Days (HDD) and Cooling Degree Days (CDD). These distributions can be used in the 

Monte Carlo simulation to determine the heating and cooling loads for a given building; because 

the systems under investigation are being run through the simulation in parallel, each system will 

be subject to the same weather variations. Since the heating and cooling distributions are 

asymmetrical, typically resulting in a Gamma or similar distribution, it should be noted that the 

average value is not necessarily representative of the conditions that will be seen in reality. 

 

7.2.4 Cost Analysis: 

Similar to climatic data, most regions will have historical economic data capturing local 

inflation, utility rates, labor costs, and other local economic information. Local governments in 

Canada have recorded this information and make it available for analysis (Government of 

Canada, 2016b), and other jurisdictions may make this information available as well. If this 

information is available and compiled and the monthly data compared (having been corrected for 

inflation), then a distribution of the derivatives of the economic factors can be generated. This 

can be applied not only to utility costs, but for labor costs in order to capture month-to-month 

maintenance cost fluctuations. Maintenance cost, it should be noted, has two components, the 

first being labor by staff, and the second being the salvage and replacement cost when 

components reach their end of life. Because the two are evaluated separately, labor cost can be 

tracked as the standard for routine maintenance, while the salvage and replacement cost can be 

used to represent the milestone events each system will undergo during its lifespan. 
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7.2.5 Tracking and Tabulating Results: 

The simulation data is divided into two values: entity properties and global properties. The 

simulation is programmed as a set of progressive events through which data proceeds as depicted 

in Figure 7.2. Each system moves through the simulation as an entity and each entity also 

contains the “to date” cost and system properties with which it has been associated during its 

progression though the simulation. Here the global properties, it should be noted, are the current 

costs of fuel and labor. Each entity begins its trip though the simulation with the assigning of 

initial values to the entity properties. This includes estimates of the initial installation costs and 

the quantity of each fuel source required to service each degree day of heating or cooling. The 

initial costs can be fixed values (Hammond, 2006), or themselves can be distributions reflecting 

the uncertainty of working with predicted data (Acquaye, 2011) and the uncertainty in the 

availability of data. 

While the efficiency of a system can decrease under partial load, it has been shown that a system 

can be modeled using a linear model to obtain the energy input required to deliver a specific unit 

of output energy (Butcher, 2011). This is achieved by assigning set standby fuel consumptions 

for each time period, then a fuel consumption per unit of required output for each system. The 

current value of salvage and replacement can also be assigned at this time if salvage and 

replacement of components is expected to occur during the simulated time period. As the entities 

move through the time periods of the simulation, which represent individual months in the 

annual cycle, the climatic loads for the specific time period are determined, and changes in costs 

are applied to the current global costs. If desired, inflation can be applied to all the global 

properties and expected future costs of each system, and discount rates can be applied as 

required. Once the climatic loads and costs for the specific month are set, the costs for that 
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month can be applied to the total for each entity. The time period is tracked, such that any 

milestones, such as major component replacement, can be applied to each system as well. 

 

 

Figure 7.2: Graphical representation of object-based model in Simphony for illustration. 

The simulation is set to operate for a number of annual cycles, with each month in the annual 

cycle representing an individual time period. With each iteration of the simulation, the total cost 

and emissions are determined for each system being considered, and, since the systems operate 

in parallel, all the conditions to which each system is subject during the run are identical. Using a 

Monte Carlo simulation, the distributions of possible life cycle costs for the various systems 

under investigation during the analyzed time period can be compared. The differences in each 

run can also be compared and tabulated, providing a direct comparison distribution. It is possible 

that there will be distribution overlap, with one system provided a superior final cost in only a 
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certain portion of occurrences. It is possible that neither system would have a universal life cycle 

cost that is lower than the system it is being compared to, which appears to be a common 

misconception (ASTM International, 2017). 

7.3Analysis  

In order to analyze the functionality of the simulation, a pair of systems in a single location were 

compared for total cost. A rudimentary design for a specific building is established for each of 

the systems considered and a material list is generated. Given that the envelope and ventilation 

requirements are dependent on the building and not on the mechanical system installed, an 

efficiency analysis can be generated using the linear modeling technique mentioned earlier, 

which assigns a standby load and HDD load for each fuel type that the building uses. From this 

analysis, the quantity for each fuel is assigned on a per HDD/CDD basis. 

As part of the analysis of the modeling technique, a 40-unit apartment in Edmonton, Alberta, 

Canada is used as the case building. Two systems are compared: a four-pipe fan coil system and 

a heat pump system.  

The first step in the analysis is to tabulate the weather data for the location in question. Recorded 

weather data is available from the Government of Canada’s “Environment and Natural 

Resources” service (Government of Canada. 2016b) in a spreadsheet format that can be analyzed 

to generate HDD and CDD distributions for each month. The majority of the weather data 

distributions result in a Gamma Distribution being selected for the individual months’ HDD18 

distributions, although a LogNormal distribution is found to be a better fit for a minority of the 

months. As the simulation model allows the distribution to be assigned for each month, the best 

fit is selected and inputted based on the suitability of the distribution and no specific distribution 
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is favored. Selected distributions for the HDD18 (heating degree days below 18°C) are illustrated 

in Figure 7.3. Similar distributions are generated for CDD. 

The next step is to determine the fluctuation in cost for fuel type and maintenance. The historical 

cost of fuel is available from the local Canadian government, as are the cost of labor and the 

local rate of inflation. Other jurisdictions would have to investigate if this information is 

available. If the rate of change in cost for each component is tabulated as a percent change over 

the time period being investigated and the rate of inflation is extrapolated accordingly, then a 

representative distribution for historical cost fluctuation can be generated. This is important as it 

characterizes the cost trends from month to month, and is more representative of actual costs 

than is a straight cost distribution. 

 

 

Figure 7.3: April and October HDD18 fit results. April data was best fit using a Logistic 

distribution, while October was best fit using a Beta distribution. Similar distributions are fit for 

each month for both HDD and CDD. 
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 Figure 7.4: Monthly percent change in local natural gas and electricity prices excluding 

inflation. 

The data sets can be converted to a distribution of rates of change for each of the cost inputs. The 

generated distributions for this analysis are included in Figure 7.4. During implementation of the 

analysis, the rate of inflation can be included in the monthly fluctuations to provide a total dollar 

cost for the simulation, or the inflation can be excluded in order to obtain a present value dollar 

cost. Different energy sources, it should be noted, have varying degrees of volatility based on the 

monthly change in price. While the local price of electricity in the case study was found to be 

relatively stable, the local price of natural gas historically had the potential to change rapidly, 

even on a monthly time scale. Such fluctuations have the potential to influence the comparisons, 

as different systems use different energy sources. Working with distributions of the rate of 

change as opposed to the historical costs, alternatively, results in a model cost that relates the 

costs of future months to the previous month, which is more realistic than using a cost 
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distribution that does not reflect these trends. This also allows large confidence intervals to be 

represented in the price of fuel in order to capture future trends (Burhenne et al., 2013). 

 

 

Figure 7.5: Monthly percent change in the price of local labor for maintenance activities 

excluding inflation. 

The cost of maintenance is largely representative of labor costs, as both incidental and large-

scale replacement of components are relatively infrequent compared to routine maintenance 

operations, which primarily involve labor costs. Estimates of the quantity of labor required for 

the installation or servicing of a component or system are available through a number of 

estimating databases, such as RSMeans, while the man-hour costs of labor can be extracted from 

local statistics. From this data, the monthly change in labor costs excluding inflation can be fit 

and inputted into the simulation. The local rate of change distribution from this case study is 
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provided Figure 7.5. This is derived from data available through Statistics Canada (Government 

of Canada, 2016a). 

 The third step is to tabulate the parts lists for each of the designs and input the initial cost as the 

starting value for each system. The current market costs for fuel and maintenance are also 

inputted into the global properties as initial costs. 

 

7.3.1 Test Case #1 

Using the previously listed criteria, a 100,000 iteration sample run was conducted in order to 

compare two systems: System 1—a four-pipe fan coil with a standard-efficiency boiler (85% 

efficiency) and chiller system, and System 2—a heat pump with condensing boilers (95% 

efficiency) and a cooling tower. These systems were selected as they represent common heating 

and cooling systems, which are often compared for cost and efficiency.  The output generated 

using this scenario is the Cumulative Distribution Function (CDF), shown in Figure 7.6. From 

the CDF, it can be determined that, for the conditions identified, there is a 55.3% probability that 

the four-pipe fan coil system will have a lower present value life cycle cost than will the heat 

pump system. It is important to note that, as they proceeded through the simulation in parallel, 

each system was subject to the exact same conditions and fluctuations during each iteration. 

Further analysis of this test case identifies that the mean of the cost differences is $148,900 in 

favor of the heat pumps. Such a finding would provide the designer with valuable evidence that, 

while there is a greater probability that the fan coil system will have a lower life cycle cost over 

the heat pumps, there is also a risk that, if the fan coil were to become more expensive, it would 

be substantially more expensive. As a result, the decision tree analysis of the benefit as shown in 

Figure 7.7 would suggest that the heat pump design is preferable (Moore et al., 2001). 
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Figure 7.6: CDF of life cycle cost in Canadian Dollars of a four-pipe fan coil system with 85% 

efficiency boiler minus life cycle cost of a heat pump system with 95% efficiency boiler 

 

 

Figure 7.7: Decision tree analysis of the cost benefit in Canadian Dollars of a four-pipe fan coil 

system with 85% efficiency boiler minus life cycle cost of a heat pump system with 95% 

efficiency boiler 
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7.3.2 Test Case #2 

To evaluate whether or not it is possible to improve the fan coil system, another test case was 

run. This test case compared the same heat pump system used previously to a high-efficiency fan 

coil system. The fan coil systems compared were fundamentally the same, each furnished with a 

four-pipe fan coil with boilers and a chiller, only now a lower heating water temperature was 

used to permit the installation of condensing, high-efficiency boilers, similar to the equipment 

considered for the heat pump system. A 100,000-iteration sample run was conducted, with the 

results depicted in Figure 7.8. 

 

Figure 7.8: CDF of life cycle cost in Canadian Dollars of a four-pipe fan coil system with 95% 

efficiency boiler minus life cycle cost of a heat pump system with 95% efficiency boiler 

This scenario identified that there was an 83.8% probability that the high-efficiency fan coil 

system would have a lower life cycle cost to the heat pump system. Additionally, the mean of the 

cost difference was found to be $86,400 in favor of the fan coil. From the analysis, both the 
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probability and decision tree analysis shown in Figure 7.9 would favor the installation of a high-

efficiency fan coil system in the case region’s current economic environment when compared to 

a central heat pump.  

 

Figure 7.9: Decision tree analysis of the cost benefit in Canadian Dollars of a four-pipe fan coil 

system with 95% efficiency boiler minus life cycle cost of a heat pump system with 95% 

efficiency boiler 

7.4 Conclusions  

Through the use of an object-based simulation system, it is possible to compare the life cycle 

costs of different building mechanical systems prior to the final design and construction of the 

building, while factoring in volatility of operating costs. Through the use of a Monte Carlo 

simulation, historical changes in utility and maintenance costs, and local climatic data, multiple 

systems can be compared in terms of life cycle costs. This technique provides a direct 

comparison of each system using identical conditions with each iteration, and uses a more 

accurate differential of costs with each time period analysis than would a simple distribution of 

historical costs. Furthermore, due to the ease of use of the object-based simulation package, a 

large number of variables can be included in the simulation. Based on the capacity of the 
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computational tools currently available in the market, reasonable simulation completion times 

can be expected, thereby allowing for simulations containing large numbers of iterations to be 

performed to offset the variation that can be generated by including a large number of variables. 

It is imperative that the output of the Monte Carlo CDF generated in the simulation be carefully 

analyzed. While the probability ty may indicate that one system would be preferable over 

another, the range of results could produce a decision tree analysis that is contrary to the 

probability analysis. This scenario was observed in Test Case 1, where the standard-efficiency 

fan coil was found to have a better probability to have a superior life cycle cost over the heat 

pump system, while the volatility in the price of certain utilities resulted in a decision tree 

analysis in which the lower probability heat pump system was deemed to be preferable.  
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CHAPTER 8: CONCLUSIONS 

8.1 Research Summary 

The promotion and use of potable water as a hydronic medium in multi-unit residential buildings 

has been a topic of interest for many years. Originally intended as a construction cost- and 

energy-saving technique for use in single-family dwellings, the concept underlying this strategy 

has been adapted for use in larger buildings. While building systems that utilize potable water as 

a hydronic medium have been in use for many years, a substantial investigation into the 

performance of these systems or the impacts they have on the occupants of the building has yet 

to be conducted. Additionally, the claims of construction and operational cost savings due to the 

use of potable water as a hydronic medium when compared to conventional hydronic systems 

had not been substantiated. This research thus aims to address these shortfalls through direct 

investigation of system performance, occupant perceptions, and the development of a novel life 

cycle analysis technique to explore costs.  

First, the performance of systems that utilize potable water as a hydronic medium is addressed as 

compared to conventional systems, which keep service water and hydronic water separate. This 

comparison establishes that in terms of heating, systems which utilize potable water as a 

hydronic medium perform substantially similarly to systems where service water and hydronic 

water are piped separately. Heating performances fit well to a linear model which expresses 

building efficiency as steady state efficiency with a standby loss. This comparison, however, is 

not consistent when cooling is compared. Under cooling conditions the performance of systems 

which utilize potable water as a hydronic medium is inconsistent and does not fit well to the 

proposed modeling techniques applied to the heating performance. 
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Investigating the effects of utilizing potable water as a hydronic medium on the occupant 

perceptions of the water identifies that under normal operating procedures, concerns that the 

building occupants would have a reduced perception of their service water quality are minimal. 

If the occupants of the building are consuming the same volume of service water as the volume 

of the system, then any changes to the palatability of the water in the system will be below the 

perception level of the occupants. The volume of the system would need to be two or more times 

the volume of water consumed by the occupants each day for there to be a noticeable effect on 

how the occupants perceive the water when compared to metered utility water that has not been 

used for HVAC purposes. As most buildings have system volumes that are quite low when 

compared to the volume the occupants are consuming each day, a substantial improvement in 

water-use efficiency would be required before there would be any concern that using the potable 

service water for hydronic purposes would have a negative impact on occupant perceptions. 

Investigation of the costs of using potable water as a hydronic medium when compared to other 

systems identifies serious flaws with the method by which life cycle analysis is conducted. The 

current procedure for life cycle analysis involves the use of set costs for utility rates, and the 

average climatic data to estimate the operational costs of a system over time. The problem with 

this procedure is that it fails to fully account for the volatility of commodity prices and labour 

rates. Additionally, it does not factor in the variation in weather that can be experienced in any 

individual month. In previous studies, iterative and Monte Carlo style simulations were used to 

evaluate the sensitivity of the final result to an individual input. However, the present research 

proposes that the iterative simulation process not be used to evaluate sensitivity, but to provide a 

CDF as the final result. Given that the decision is a matter of System A versus System B, the 

CDF provides the probability of preferability for either system and the average value in the case 
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of the lower-cost system. From this, a decision tree analysis is conducted to determine which 

system is more desirable.  

 

8.2 Research Contribution 

The contributions of the research are as follows: 

1. It has been shown that the energy use as a result of utilizing potable water as a hydronic 

medium can be illustrated utilizing a linear model with a steady state efficiency and a 

standby loss for the complete building system. 

2. The performance of systems that utilize potable water as a hydronic heating medium is 

similar to the performance of systems which operate as a closed system for heating.  

3. Cooling systems which utilize potable water as a hydronic medium must be aware that 

inlet service water temperatures that are above the desired cooling water temperatures 

will result in inefficiencies if cooling the cold service water for occupant use is not 

intended. 

4. This research confirms that utilizing potable water as a hydronic medium in systems 

which have a system volume that is less that the occupant daily consumption will cause 

no change in occupant perceptions of the service water they are receiving. 

5. This research identifies a relationship between the daily consumption rate of water by the 

system occupants, the volume of the hydronic system, and changes in occupant 

perception of the quality of the service water. This is useful for evaluating the impact of 

high-efficiency water fixtures, and the potential effects of implementing this distribution 

strategy in low-water-use buildings, such as commercial buildings. 
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6. Using life cycle analysis, a new framework for deciding between various building 

systems is proposed that accounts for volatility in market costs and weather as opposed to 

only measuring for sensitivity of the final result to these characteristics. This framework 

has the potential to result in different decisions compared to conventional techniques, 

which use set values. 

 

8.3 Future Research 

Future research into utilizing potable water as a hydronic medium include investigating possible 

techniques for integrating with high-efficiency systems and investigating the limitation of 

building materials. Some of these avenues of research are as follows:  

1. Investigate the effects of integrating the use of potable water as a hydronic medium for 

systems that utilize alternate high-efficiency energy sources such as air source systems 

for large buildings. 

2. Develop hybrid distributions that integrate potable water hydronic distributions with 

other systems, such as variable refrigerant flow systems, as a means of addressing large 

systems where occupant consumption may be low. 

3. Investigate piping materials and longevity of systems that utilize potable water as a 

hydronic medium. While potable water systems do not require chemical treatment for 

operation, materials and components which are compatible with potable water are 

limited. 

4. Investigate further how discount factors can impact the influence of cost volatility with 

regards to making system decisions based on Life Cycle Analysis.    
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APPENDIX A: Test Apparatus and Equipment Cut Sheets 

 

Included in this appendix are the cut sheets for the major components of the system, including 

hot water tank, pumps, fan coils, heat exchanger, and chiller. 
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APPENDIX B: Standard Methods FPA Documents and Summary Sheets 

The documentation contained within this appendix was tabulated by Olisaemaka Osolu 

(Jeremiah Osolu) under direction from Robert Prybysh with the intent of summarizing the 

requirements for completing a Flavour Profile Analysis.  
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 172 

 

APPENDIX D: ALS Laboratory Reference Information and Sample QC Data 
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APPENDIX E: Distributions used in Life Cycle Costing Simulation 

 

 

 

 

Figure E.1: January HDD Distribution 

Figure E.2: February HDD Distribution 
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Figure E.3: March HDD Distribution 

Figure E.4: April HDD Distribution 
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Figure E.5: April CDD Distribution 

Figure E.6: May HDD Distribution 
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Figure E.7: May CDD Distribution 

Figure E.8: June HDD Distribution 
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Figure E.9: June CDD Distribution 

Figure E.10: July HDD Distribution 
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Figure E.11: July CDD Distribution 

Figure E.12: August HDD Distribution 
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Figure E.13: August CDD Distribution 

Figure E.14: September HDD Distribution 
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Figure E.15: September CDD Distribution 

Figure E.16: October HDD Distribution 
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Figure E.17: October CDD Distribution 

Figure E.18: November HDD Distribution 
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Figure E.19: December HDD Distribution 

Figure E.20: Monthly change in the price of electricity distribution 
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Figure E.21: Monthly change in the price of labor distribution 

Figure E.22: Monthly change in the price of natural gas distribution 


