
INFORMATION TO USERS

This manuscript has been reproduced from the microfilm master. UMI films 

the text directly from the original or copy submitted. Thus, some thesis and 

dissertation copies are in typewriter face, while others may be from any type of 

computer printer.

The quality of this reproduction is dependent upon the quality of the 

copy submitted. Broken or indistinct print, colored or poor quality illustrations 

and photographs, print bleedthrough, substandard margins, and improper 

alignment can adversely affect reproduction.

In the unlikely event that the author did not send UMI a complete manuscript 

and there are missing pages, these will be noted. Also, if unauthorized 

copyright material had to be removed, a note will indicate the deletion.

Oversize materials (e.g., maps, drawings, charts) are reproduced by 

sectioning the original, beginning at the upper left-hand comer and continuing 

from left to right in equal sections with small overlaps.

ProQuest Information and Learning 
300 North Zeeb Road, Ann Arbor, Ml 48106-1346 USA 

800-521-0600

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



U niversity of A lberta

A t t i t u d e  C o n t r o l  o f  a  D if f e r e n t ia l l y  F l a t  U n d e r a c t u a t e d

R ig id  S p a c e c r a f t

by

Cesar Octavio Aguilar

A thesis submitted to the Faculty of Graduate Studies and Research in partial 
fulfillment of the requirements for the degree of M aster of Science

in

Control Systems

Department of Electrical and Computer Engineering

Edmonton, Alberta 
Fall 2005

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



1 * 1 Library and 
Archives Canada

Published Heritage 
Branch

395 Wellington Street 
Ottawa ON K1A0N4 
Canada

Bibiiotheque et 
Archives Canada

Direction du 
Patrimoine de I'edition

395, rue Wellington 
Ottawa ON K1A 0N4 
Canada

0-494-09109-6

Your file Votre reference 
ISBN:
Our file Notre reference 
ISBN:

NOTICE:
The author has granted a non­
exclusive license allowing Library 
and Archives Canada to reproduce, 
publish, archive, preserve, conserve, 
communicate to the public by 
telecommunication or on the Internet, 
loan, distribute and sell theses 
worldwide, for commercial or non­
commercial purposes, in microform, 
paper, electronic and/or any other 
formats.

AVIS:
L'auteur a accorde une licence non exclusive 
permettant a la Bibiiotheque et Archives 
Canada de reproduire, publier, archiver, 
sauvegarder, conserver, transmettre au public 
par telecommunication ou parl'lnternet, preter, 
distribuer et vendre des theses partout dans 
le monde, a des fins commerciales ou autres, 
sur support microforme, papier, electronique 
et/ou autres formats.

The author retains copyright 
ownership and moral rights in 
this thesis. Neither the thesis 
nor substantial extracts from it 
may be printed or otherwise 
reproduced without the author's 
permission.

L'auteur conserve la propriete du droit d'auteur 
et des droits moraux qui protege cette these.
Ni la these ni des extraits substantiels de 
celle-ci ne doivent etre imprimes ou autrement 
reproduits sans son autorisation.

In compliance with the Canadian 
Privacy Act some supporting 
forms may have been removed 
from this thesis.

While these forms may be included 
in the document page count, 
their removal does not represent 
any loss of content from the 
thesis.

Conformement a la Ioi canadienne 
sur la protection de la vie privee, 
quelques fopnulaires secondaires 
ont ete enleves de cette these.

Bien que ces formulaires 
aient inclus dans la pagination, 
il n'y aura aucun contenu manquant.

B+I

Canada
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



Abstract

We consider the attitude control problem of a two-input underactuated rigid 

spacecraft. We initially assume a certain inertia property to hold and design 

flatness-based open-loop controls that steer the spacecraft from equilibrium-to- 

oquilibrium in finite time. Using the Dynamic Extension Algorithm, a dynamic 

feedback is designed that input-output linearizes the system. A singularity 

in the dynamic feedback restricts its domain away from the equilibrium set. 

Nonetheless, it is proved that the dynamic controller tracks a flat output tra­

jectory and brings the spacecraft to a neighbourhood of a desired equilibrium 

in finite time. The control law is then switched to an existing stabilizing con­

troller. A quasi-static feedback is designed as an alternative to the dynamic 

feedback. Removing the initial inertia constraint, we show that the system is 

orbitally flat and use this property to design open- and closed-loop controls 

which require a non-zero angular velocity about the uncontrolled axis.
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Chapter 1 

Introduction

1.1 Problem  Description and Background

In this thesis we consider the attitude control problem of an underactuated 

rigid spacecraft. The attitude of a spacecraft is its orientation in space, and 

hence, the attitude control problem involves directing the spacecraft to achieve 

a specified orientation. Spacecraft attitude control has many applications. For 

example, it is used to avoid solar or atmospheric damage to sensitive compo­

nents, to point directional antennas and solar panels, and to orient rockets used 

for orbit manoeuvres. In real space applications, the attitude of a spacecraft is 

commonly controlled with jet thrusters and/or reaction wheels. Theoretically, 

the number of independent inputs required to completely control the attitude 

of a spacecraft is three, corresponding to the three degrees of freedom required 

to specify the orientation of the spacecraft. However, for real spacecraft, the 

number of control inputs exceeds this number in case of actuator failure and to 

have as much control authority as possible. From a practical and theoretical 

point of view, it is of interest to consider the attitude control problem when 

some of the actuators have failed, that is, when the spacecraft is underactu­

ated. The case of one control input has received little attention because of 

reduced practical significance. Here, we are interested in the two-input case. 

Although this case has been considered by many researchers, it still remains a 

difficult problem to which no general solution has been obtained.

The attitude control problem of a two-input spacecraft has a longstand­

ing history, beginning with the work of Meyer (1971) in which modeling and

1
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control issues were first formulated. Controllability of the fully actuated and 

underactuated spacecraft were first studied by Crouch (1984). Specifically, 

Crouch proved that the underactuated spacecraft is controllable and locally 

controllable about any equilibrium1, provided it is asymmetric. Crouch ob­

tained his controllability results using geometric control theory. Other works 

on the controllability of the underactuated spacecraft are those of Krishnan 

et al. (1992) and Kerai (1995). In both works, the authors showed that the 

two-input spacecraft is locally controllable about any equilibrium. Their re­

sults were obtained by applying Sussmann’s well-known local controllability 

result (Sussmann, 1987).

Concerning stabilizability, the first asymptotically stabilizing controller for 

the two-input spacecraft was constructed by Crouch (1984) and involved Lie 

algebraic techniques as proposed by Hermes (1980). The stabilizing control 

law proposed by Crouch is a complicated algorithm yielding a piecewise con­

stant control. An important discovery concerning the existence of stabilizing 

controllers for the underactuated spacecraft was first reported by Byrnes and 

Isidori (1991). Byrnes and Isidori proved that the two-input spacecraft can­

not be asymptotically stabilized about an equilibrium using a continuously 

differentiable (C1) time-invariant static or dynamic state feedback. Their re­

sult was obtained by applying directly Brockett’s necessary condition for de­

stabilization (Brockett, 1983). This implies that all techniques yielding smooth 

control laws such as, for instance, feedback linearization and backstepping, 

cannot be used to stabilize the two-input spacecraft. Later, from the work 

of Zabczyk (1989) in which Brockett’s condition was generalized, the result 

of Byrnes and Isidori was further strengthened: the two-input rigid spacecraft 

cannot be asymptotically stabilized to an equilibrium using a continuous time- 

invariant control. This outcome is significant because it gives an example of 

a real physical system that is locally controllable about an equilibrium but 

cannot be asymptotically stabilized using a continuous state feedback (com­

pare this result with the linear case in which controllability implies smooth 

stabilizability). As a consequence, any control asymptotically stabilizing the

1In general, controllability does not imply local controllability.

2
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underactuated spacecraft about a desired orientation must be either discontin­

uous or time-varying. In the case of time-varying feedbacks, it was proved in 

the major work of Coron (1995) that a locally controllable system with state 

dimension greater than or equal to four can be asymptotically stabilized by 

a continuous time-varying feedback. It remained, however, to construct such 

feedbacks for the underactuated spacecraft.

The first attempt to use time-varying feedback to stabilize the two-input 

spacecraft was reported by Morin (1992). However, no stability proof is given 

and only simulations are provided. Next came the works of Walsh et al. (1994) 

and Morin et al. (1995) in which smooth time-varying feedbacks were con­

structed yielding asymptotic stability. However, due to the smoothness of the 

control laws, the rate of convergence to the origin is slow. To improve the rate 

of convergence to the origin, Coron and Kerai (1996) and Morin and Samson 

(1997) derived continuous time-varying feedbacks yielding exponential stabil­

ity. The controller of Coron and Kerai (1996) involves switching periodically 

between two control laws, while the controller of Morin and Samson (1997) 

involves one simple expression.

The literature on the more general trajectory tracking problem for an un­

deractuated spacecraft is scarce compared to that of the stabilizability prob­

lem. In particular, there has been no work reported on the asymptotic trajec­

tory tracking problem for the full dynamics of an underactuated spacecraft. 

Some special cases, however, have been considered in which it is assumed 

that the spacecraft has an axis of symmetry. Tsiotras and Luo (1997, 2000) 

derived asymptotic tracking control laws for an axis-symmetric spacecraft as­

suming that the angular velocity about the axis of symmetry is null. Tsiotras 

(1999) proposed a method that approximates the original spacecraft system 

with a differentially flat system so that feasible trajectories can be generated 

and then used in the trajectory tracking problem. However, the asymptotic 

trajectory tracking problem for the general asymmetric case remains unsolved.

3
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1.2 Thesis Contribution

In this thesis we consider the attitude control problem of a two-input space­

craft actuated by jet thrusters. The main contributions of the thesis are the 

following:

• Provided a certain principal moments of inertia condition is satisfied, 

we show that the two-input spacecraft is flat. We then design an open- 

loop control steering the spacecraft from one equilibrium to another. A 

closed-loop trajectory tracking dynamic feedback controller is designed 

using the Dynamic Extension Algorithm (DEA). The dynamic feedback 

steers the spacecraft to an arbitrary small neighbourhood of a desired 

equilibrium in finite time. The dynamic controller is composed with the 

control law of Morin and Samson (1997) that yields a desired equilibrium 

asymptotically stable. The two-phase controller yields an asymptotic 

trajectory tracking controller.

• We construct a quasi-static feedback control as an alternative control 

law to the dynamic controller.

• A time-scaling function is constructed such that the system is orbitally 

flat for general values of the principal moments of inertia (excluding the 

symmetric case). Open-loop controls based on an orbital flatness design 

are constructed and simulated. Closed-loop controls are also designed 

using the DEA on the time-scaled system.

The thesis work is motivated by the result of Rouchon (1992) which showed 

that the underactuated spacecraft satisfying the special inertia property is 

differentially fiat. Although Rouchon’s result has been known for some time 

now, there has not been a lot of work reported in the literature concerning 

this special case. We should, however, mention the technical report by Adam 

(2004) in which similar results to the open-loop design reported here were 

obtained.

4
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1.3 Thesis Overview

The thesis is organized as follows:

C hap ter 2: In this chapter we present the necessary background from nonlin­

ear control theory. In particular, we review some well-known results concern­

ing stabilizability and controllability, followed by feedback linearization. Next, 

differentially flat systems and the available techniques for controlling such sys­

tems are introduced. We end the chapter with an application of flatness-based 

control to a simplified model of a vertical take-off and landing aircraft. 

C hap ter 3: In this chapter we derive the mathematical model describing the 

attitude dynamics of a rigid spacecraft. We give a thorough discussion of how 

the attitude can be described using different kinematic parameterizations. We 

then analyze the fundamental properties of stabilizability and controllability 

for the two-input spacecraft model.

C hap ter 4: In this chapter we show that under a certain condition on the 

principal moments of inertia of the underactuated spacecraft, the system is dif­

ferentially flat. We then solve the open-loop motion planning problem for the 

fiat underactuated spacecraft and present simulations in which the spacecraft 

is steered from one equilibrium configuration to another.

C hap ter 5: In this chapter we design a dynamic feedback controller that can 

track a given reference trajectory such that the system is steered to an arbi­

trary small neighbourhood of a desired equilibrium in finite time. We then 

combine the dynamic controller with an existing asymptotically stabilizing 

controller to obtain an asymptotic trajectory tracking control law. Simula­

tions are presented that show the state trajectory converging to the desired 

trajectory.

C hap ter 6 : In this chapter we consider the more general idea of orbital 

flatness with the purpose of extending the results of Chapters 4 and 5. We 

construct a time-scaling function such that the system in the new time-scale is 

flat for more general inertia values. We design a closed-loop dynamic controller 

based on the orbital flatness approach. The dynamic control law is obtained 

by applying the DEA to the time-scaled system.

5
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Chapter 7: In this chapter we summarize the contributions of the thesis and 

discuss possible extensions and improvements.

6
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Chapter 2 

Theoretical Background

In this chapter we review some well-known results from nonlinear control the­

ory. The subjects covered are stabilizability, controllability for affine systems, 

feedback linearization, differential flatness, and motion planning and trajectory 

tracking for flat systems. In particular, the link between flatness and dynamic 

feedback linearization is discussed. We end the chapter with an application 

of differential flatness to the control of a planar vertical take-off and land­

ing aircraft (PVTOL). A detailed presentation of the material in this chapter 

can be found in Nijmeijer and van der Shaft (1990), Isidori (1995), Bullo and 

Lewis (2004), and Martin et al. (2003). The reader is encouraged to refer to 

Appendix A for standard notation and definitions from differential geometry.

2.1 Stabilizability

Consider the nonlinear control system having the form

x = f ( x ,u ) : (2.1)

with equilibrium point x0 and corresponding constant control u0, that is, 

f(xo,uo) =  0. We assume without loss of generality that (x0,u0) = (0,0). 

We also assume that the state x  evolves on an open subset M of R", that 

u € Mm, and that /  is smooth map. The stabilizability problem for (2.1) is 

concerned with the existence of a state feedback u = a(x), with ct(xo) = uq, 

such that the closed-loop system

x = f ( x , 0'(x))

7
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has xq as a locally asymptotically stable equilibrium. It is desirable to obtain 

conditions on /  that can be used to determine if a stabilizing feedback exists. 

A simple method to obtain such conditions is to analyze the linearization of 

(2.1) at (xo, uq). To this end, let

x =  Ax +  Bu

denote the linearization of (2.1) about (xo,u0). If the pair (A ,B ) is control­

lable, then there exists a matrix K  such that all the eigenvalues of (A +  BK)  

lie in C_. Applying the feedback u =  a(x) =  K x  to the original system (2.1) 

guarantees that the origin of the closed-loop system x = f(x ,  Kx)  is locally 

asymptotically stable according to Lyapunov’s indirect method (Lyapunov, 

1892). Indeed, the linearization of x = f(x ,  Kx)  is x =  (A -f B K )x , which, by 

the choice of K, is asymptotically stable. Therefore, in the case that (A, B) 

is controllable there exists a smooth (even linear) state feedback asymptoti­

cally stabilizing the equilibrium (xo,uo) of (2.1). If (A, B) is not controllable 

and at least one uncontrollable eigenvalue lies in C+ then there does not ex­

ist a smooth feedback stabilizing (2.1). For if (A, B) is not controllable and 

there exists an uncontrollable eigenvalue A £ C+ then the linearization of 

x =  /(x , a(x)), for any smooth feedback u — a(x), will contain the unstable 

eigenvalue A and thus, according to Lyapunov’s indirect method, xo is not an 

asymptotically stable equilibrium for the system x =  /(x ,a(x )). Therefore, 

a necessary condition for there to exist a smooth asymptotically stabilizing 

feedback for (2.1) is that the linearized system should have no uncontrollable 

eigenvalues in C+.

An interesting situation occurs when the linearization contains a purely 

imaginary uncontrollable eigenvalue. In this case one cannot use the lineariza­

tion to deduce the existence of a smooth stabilizing feedback since Lyapunov’s 

indirect method gives no information when the linearization contains a purely 

imaginary eigenvalue. This situation is often referred to as the critical case for 

determining the existence of a smooth stabilizing controller. As an example, 

consider the system

x = u3.

8
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Its linearization about xq = 0 is clearly uncontrollable and has the uncontrol­

lable eigenvalue A =  0. Thus, from the linearization we cannot deduce whether 

a smooth stabilizing feedback exists. However, the feedback u = a(x) =  —x  

makes xq =  0 a globally asymptotically stable equilibrium.

We now state a well known necessary condition that, when applicable, 

provides an alternative method to determining if (2.1) is asymptotically sta- 

bilizable when the linearization fails to give any information.

Theorem  2.1.1 (B rockett’s N ecessary Condition). If there exists a con­

tinuously differentiable (C1) state feedback locally asymptotically stabilizing the 

system (2.1) at (x0. 0) then the map f  is surjective onto a neighbourhood of 

the origin.

In other words, if the equation y = f(x ,  u) cannot be solved for (x, u) for y 

sufficiently close to the origin then the system cannot be locally asymptotically 

stabilized by a C1-feedback. Theorem 2.1.1 is due to Brockett (1983), and as 

shown by Zabczyk (1989), it remains valid if all objects are assumed to be only 

continuous, even if the assumption of uniqueness of solutions is dropped (Orsi 

et al., 2003). Below we apply the theorem to the well known nonholonomic 

integrator.

Exam ple 2 .1.1  (B rockett’s Exam ple). Consider the system x = f(x ,  u) 

where f{x ,u)  =  (ui,u2,x iu2 — xouf). It is clear that the linearization of the 

system at the origin is uncontrollable and has an uncontrollable eigenvalue 

A =  0. Thus, we cannot conclude from the linearization that the system is 

smoothly stabilizable about the origin. However, since no point of the form 

y =  (0, 0, e) is in the range of /  where e 6  I ,  the origin cannot be made 

an asymptotically stable equilibrium with a continuous control by Brockett’s 

necessary condition. □

2.2 Controllability

The problem of deciding when a general control system is “controllable” is 

one of the very basic questions in systems theory. Loosely speaking, it is con-

9
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cerned with determining the set of states that a control system can reach. The 

problem was first rigorously studied for linear control systems during the early 

1960’s ((Kalman, 1960), (Kalman et al., 1963), (Kalman, 1963)) and resulted 

in sufficient and necessary conditions for linear controllability. There even ex­

ists an explicit expression for the set of reachable states. For nonlinear systems 

the theory of controllability is less complete, and is further complicated by the 

fact that different non-equivalent notions of controllability exist. In spite of 

this, nonlinear controllability continues to draw much attention because of 

its importance in control design and analysis. In the present section, we will 

briefly summarize some basic notions of nonlinear controllability and present 

some well known results for control-affine systems that are of interest to us.

Before stating the basic notions of controllability we first review some stan­

dard notation and terminology. A control-affine system is governed by the 

differential equation
TO

x(t) = fo(z(t)) +  / “(*(*))“«(*)’ (2-2)
a=l

where x(f) belongs to an open subset M of Rn, /o, / i , . . . ,  f m are smooth vectors 

fields on M, and u = ( iq ,. . .  ,um) 6  Mm. For compactness we usually write 

a control-affine system as a triple E =  (M ,^  =  { /0, / i , . . . ,  / m},Rm). A 

controlled trajectory for (2.2) is a pair (c,u), both defined on some interval 

[0,T], such that c(t) is a solution curve of (2.2) when the control u(t) is 

applied. We denote Ctraj(E, T) as the set of controlled trajectories for E on 

the interval [0, T\. For xo £ M, a neighbourhood V  of x q , and T  > 0 we denote

3£v (xo,T) =  {x G M | (c, u) € Ctraj(E,T), c(t) € V.

c(0) =  x0 and c(T) =  rr},

KV(.x0, < T ) =  |J  Rv (x0,t).
te[o,r]

In words, lkv (xo, T) is the set of states reachable from x 0 in exactly time T  by 

trajectories remaining in V, and fRv (x0, < T) is the set of states reachable from 

Xo in time at most T  by trajectories remaining in V. With these preliminary 

definitions, we are now ready to introduce some basic notions of controllability.

10
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Xv (x0,< T ) Xv(x0, < T )

Figure. 2.1: Illustration of a system accessible from xq (left) and STLC from 
x 0 (right).

Definition 2.2.1. Let E =  (M .^  =  { /o ,/i ,- -- ,/m } ,^ m) be a control-affine 

system, and let x0 e  M.

(i) The system E is locally accessible from xo if there exists a T  > 0 such 

that int(lRy (a;o, < t)) 0 for all neighbourhoods V  of x0 and for all 

t e ( 0 ,T j .

(ii) The system E is controllable from x0 if, for each x E M. there exists a 

T  >  0 and (c, u) € Ctraj(E, T) such that c(0) =  x0 and c(T) = x.

(iii) The system E is small-time locally controllable (STLC) from x0 if there 

exists T  > 0 such that xq 6  int(lRv_(xo, < t)) for all neighbourhoods V  

of Xo and for all t  G (0,T].

Thus by definition, if a system is STLC from Xo then it is possible to steer 

the system in any direction from Xo in an arbitrary small time. Controllabil­

ity, on the other hand, is obviously a weaker property since the time required 

to steer the system to its final configuration may be large. Figure 2.1 illus­

trates the concepts of accessibility and STLC. For linear systems, all of the 

controllability definitions given in Definition 2.2.1 are equivalent and can be 

checked using the Kalman controllability test. Below, we give an example to 

gain insight into the differences between these notions of controllability.

Example 2.2.1 (Bullo and Lewis (2004)). Consider the single-input system

x = y2 

y — u

11
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defined on M =  R2 with a  6  I .  Given any initial condition (xo,yo), V can 

be steered to any desired final position y(T) with a control u(t) satisfying 

y(T) =  yo + Jq u{r)dT. By inspection, u(t) =  ^(—y0 + y{T)) is one such 

control. However, x  cannot be steered to the “left” because its velocity is 

non-negative. Therefore the set of states reachable from (x0, yo) in at most 

time T  will contain a non-empty interior but will not contain a neighbourhood 

of (xo,yo). Thus the system is accessible from any (x0, y0) but not STLC from 

(£o, yo)■ Since no point to the left of x0 can be reached, the system is also not 

controllable. □

The previous example demonstrates that accessibility does not imply either 

STLC or controllability. On a moment’s thought one can also conclude that 

controllability does not imply either STLC or accessibility. However, STLC 

implies accessibility and controllability in a local sense.

To state the controllability results that we are interested in, we must further 

introduce some notions and notation. Let 3f(M) denote the vector space of 

smooth vector fields on M, and let X ,Y  6  3f(M). The Lie bracket of the 

vector fields X  and Y , denoted [X, F], is the new vector field

The vector space 3£(M) endowed with the Lie bracket is a Lie algebra (Ap­

pendix A). For a control-affine system S =  (M, Y? =  {/o, / i ,  • - •, /m}, K-m), 

define the accessibility algebra 0 as the smallest subalgebra of ffi(M) that con­

tains the family of vector fields and the accessibility distribution C  as the 

distribution generated by the accessibility algebra 0 , that is,

C(x) =  span{X(x) \X  6  0}.

Since we will be explicitly computing C for the underactuated spacecraft in 

§3.4, we state the following lemma that gives a method for determining the 

generators of C.

Lemma 2.2.1 (Nijmeijer and van der Shaft (1990)). Every element o fC  is a 

R -linear combination of repeated Lie brackets of the form

[Xfc,[Xfc_1, [ - - - , [X 2,X 1]]---],

12
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where Xi G ^  =  {fo, /i , • • •, /m} /or i =  0, 1, . . . ,  fc and k > 0 .

We are now ready to state a well-known result concerning accessibility at 

a point xo E M.

Theorem  2.2.1 (Nijmeijer and van der Shaft (1990)). A control-affine system

5  =  (M, ̂  =  {/o, f i , . . . ,  f m}, Rm) is accessible from xq £ M if dim C(xq) =  n. 

I fH is  accessible then dim C/a;) =  n for x  in an open and dense subset of M.

Theorem 2.2.1 thus gives a characterization of accessible systems via the Lie 

algebra generated by the system’s vector fields fo, fi , ■ ■ ■, f m- In general, how­

ever, the number of Lie bracket operations required to apply Theorem 2.2.1 is 

not known in advance. Nonetheless, the condition of the theorem is attractive 

because it involves algebraic operations than can be carried out with the help 

of symbolic mathematics software. The condition dimC'(x0) =  n is known as 

the Lie algebra rank condition (LARC).

Exam ple 2.2.2 (Example 2.2.1 continued). Using Theorem 2.2.1 we can eas­

ily show that the system considered in Example 2.2.1 is accessible from any 

point in M =  R2. We compute \g,[f,g}] =  (—2,0). Thus, the vector fields 

{<?> b> [/>#]]} £ C globally span R2, and therefore, dimC(x) =  2 for all x  € M. 

Hence, by Theorem 2.2.1 the system is accessible from any point in M. □

We finish the section with a sufficient condition for STLC given by Suss- 

mann (1987). To state Sussmann’s result we need some notation. A bracket 

of the accessibility algebra C is an element that cannot be written as a sum 

of other elements. For instance [/o,/i] and fo axe brackets but [/o,/i] +  fo is 

not. Let Br(C) denote the set of brackets in the accessibility algebra C, and 

denote B  a typical element in Br(C). Let \B\a denote the number of times 

the vector field f a appears in the bracket B  for a =  0 ,1 , . . . ,  m. For instance, 

![/i, [/cb/ijli =  2. A bracket B  is bad if |B|o is odd and \B\a is even for all 

a G {1 ,... ,m}. A bracket is good if it is not bad. For example, [/0, fi] and 

[/o, [/i, fo}} are good brackets but fo and [/i,[/i,/o]j are bad brackets. For

6 € [1, + 00) U {+00}, the 9-degree of a bracket B  is defined by

deg,(S) =  { ^ l»)BP = > |B |“’ e € [) ’+00)’
lEa=l I I®’ 6 =  +°°-
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Let Sm denote the the group of permutations on m elements. For a bracket B  

and a € Sm, define cr(B) to be the bracket obtained by leaving the position 

of /o unchanged and switching the position of f a with f ^ a) for a =  1, . . . ,  m. 

Now define

m  =  *(&)■
o £ .S m

Exam ple 2.2.3. Consider the permutation {1,2} {2,1} and the bracket

B  =  [/o, [fi, [/o, A]]]- Then, ax{B) = [/0, [/2, [/o, A]]], and

0(B) =  £  a(B) = [/„, [/„ [/0, / 2]]] +  [/o, [A, [/o./i]]].

We are now ready to state the sufficient condition for STLC obtained by 

Sussmann (1987).

Theorem  2 .2.2  (Sussmann (1987)). Consider the smooth control-affine sys­

tem E =  (M, ^  =  { f0, f i , . . . ,  / m},Mm) and suppose that /o(x0) =  0. Assume 

that E satisfies the LARC at xq. Assume that there is a 0 G [1, +oo) U 

{+00} such that, whenever B  € Br(Q) is a bad bracket then there are brackets 

Ci, . . . ,C k in Br(Q) such that

(i) fi{B){x0) € span{Cj(x0) | j  € {1,. - ., k}}, and

(ii) deg6{Cj) < dege(B) for j  E {1 , . . . ,  k}.

Then E is STLC from xq.

Theorem 2.2.2 says that if E is accessible at xq and if every bad bracket 

B  evaluated at xo (or more exactly (3(B)(xq)) can be written as a linear com­

bination of lower order brackets evaluated at xo, then the system is STLC 

from xq. It is important to mention that Theorem 2.2.2 has been generalized 

by Bianchini and Stefani (1993), however, Sussmann’s result suffices for our 

purposes.

Exam ple 2.2.4. The equations of motion of the inverted pendulum on a cart 

can be written as
( X2 \  /  0 \

0 
£4

\sin(x3) /

x = +
1 
0

\ - c o s  (x3)J

u =  f(x)  -I- g{x)u, (2.3)
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where xi denotes the cart’s position with respect to some reference frame, xo 

the velocity of the cart, x3 the angle the pendulum makes with the vertical, 

and x4 the angular velocity of the pendulum. Let x  = (xi, xo,x3, x4) denote 

the state vector. The origin, xo =  0, corresponds to the unstable equilib­

rium. To prove that system (2.3) is STLC from x0 we must first prove that 

it is accessible from xo. Straightforward calculations show that the set of 

vector fields {g, [f , g ], [/, [f,g]], [/, [/, [f,g]]]} C C span R4 at x0. Therefore, 

dimC'(xo) =  4, and consequently by Theorem 2.2.1 the system is accessible 

from xo- Now we apply Theorem 2.2.2 to show that the system is STLC from 

xo- Setting 6 = 1 implies that every bad bracket has an odd 0-degree. The 

first bad bracket is the drift vector field, but since / (x 0) =  0, it can be triv­

ially written as a linear combination of other brackets at x0. The next bad 

bracket is [g, [/, 5]] =  (0, 0, 0 , — sin(2xs)), which vanishes at the equilibrium x0 

and thus can be written as a linear combination of lower order brackets. Since 

span{<7, [f,g], [/, [f,g]\, [/, [/, [/,fl']]]}(^o) =  K4, any bad bracket of order five 

or greater can be written as a linear combination of lower order brackets at 

xq. This proves that (2.3) is STLC from x0. □

2.3 Feedback Linearization

The problem of transforming a general nonlinear control system into a linear 

controllable system with a state feedback and coordinate change is known as 

the feedback linearization problem (FBLP). To be more precise, consider the 

nonlinear system

x  =  / ( x ,  u), x  G M C Rn, u G Rm, (2.4)

where M is an open set. Let xo G M. The FBLP about x0 is concerned with 

finding: (1) a dynamic state feedback having the form

i  = Z,v) , N
(2.5)

u = b (x ,£ ,v) ,

where £ G R9 is the compensator state, v  G Rm is the new control input, and 

a and b are smooth functions locally defined on an open neighbourhood of
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l n x R? x Rm containing (xo,£o> *>()), and (2) a coordinate change z =  $*(£, 0  

locally defined on an open neighbourhood of Rn x R9 containing (x0,^o)5 such 

that the closed-loop system

x  = f(x,b(x,£,v))  

f  = a(x,£: v),

is equivalent to a hnear controllable system under the transformation <&, that is, 

i  =  F z+ G v , where the pair ( i\  G) is controllable. If one can find a coordinate 

change and a dynamic feedback transforming (2.4) to a linear controllable 

system then we say that (2.4) is dynamically feedback linearizable (DFBL) at 

xq. The control law (2.4) is called a static state feedback if q =  0, that is, if 

there are no compensator states. If (2.4) is linearizable with a static feedback 

then we say that it is static feedback linearizable (SFBL) at x 0.

2.3.1 Static Feedback Linearization (SFBL)

The FBLP was first posed and solved by Brockett (1978) for single-input 

control-affine systems and the restricted class of static feedbacks u = a(x)+v.  

Later, Jakubczyk and Respondek (1980) obtained necessary and sufficient con­

ditions for control-affine multi-input systems and the more general static feed­

backs u = a(x) +  (3(x)v, where j3[x) is locally invertible matrix (see also Hunt 

et al. (1983) where a slightly different formulation is used). To be consistent 

with the literature on feedback linearization we will denote a control-affine sys­

tem by E =  (M, ̂  =  { / ,g1, . . .  .gm} ,Rm), that is, fo is replaced by /  and fi by 

gt for i = 1 , . . . ,  m. Let x0 =  0 be an uncontrolled equilibrium point of E, that 

is, f ( x o) =  0. To state the necessary and sufficient conditions of Jacubczyk 

and Respondek, we first need to define the nested set of distributions

50 =  span{^: , . . . ,  gm}

5 1  = =  s p a n { < ? i ,  • • • ,  gmi • • • ? a d / # m }

Si =  span{ad fyj \ 0 < k < i , l < j < m }
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for i =  0 ,1 , . . . ,  n — 1, where ad/5  =  [/> g\ is the Lie bracket of /  and g and 

ad kf g =  [/,ad /_15].

Theorem  2.3.1 (Jakubczyk and Respondek (1980)).

Let E =  (M, ^ 1 =  { / ,5i , . . .  , 5m},Rm) be a control-affine with f{xo) =  0 and 

suppose that span{g\(xo) <?m(xo)} =  rn. Then E can be transformed to 

a linear controllable system via a static state feedback and coordinate change 

about xo if and only if

(i) for each 0 < i < n — 1, the distribution Si is involutive and has constant 

dimension near xq;

(ii) the distribution Sn-i has dimension n.

Theorem 2.3.1 is an attractive result because it gives computable conditions 

for checking if a control-affine system is SFBL at Xo. Condition (ii) of the 

theorem is equivalent to checking that the system’s Jacobian linearization 

about Xo is controllable, and therefore, a necessary condition for SFBL is that 

the Jacobian linearization be controllable. Although Theorem 2.3.1 completely 

answers the question of whether a given control-affine system is SFBL, it 

does not directly give a procedure for constructing the static feedback and 

coordinate change. Fortunately, a procedure does indeed exist and involves 

constructing a “fictitious” m-dimensional smooth output map

y = h(x) = {hi(x), h2{x) . . . . .  hm(x)) (2.6)

satisfying certain conditions. To introduce the procedure, we first give the 

following definition, where we denote LfS as the Lie derivative of the smooth 

function s : R” —»• R along the vector field / .

Definition. 2.3.1. A control-affine system E =  (M, ̂  =  {/, 51. . . . ,  5m}-Rm) 

with output (2.6) has vector relative degree {r i , . . . ,  rm} at a point x0 € M 

if Lg.Lkjhi(x) =  0 for all j  =  1, . . . ,  m and all A; =  0 ,1 ,. . . .  n  — 2, for all 

i =  1, . . . ,  m, and for all x  in a neighbourhood of r 0, and the m x m  matrix

' £ s i i / - 1fc i t o  • "  i ( x ) ‘

A{x) — . . .

L9lL/m-1hm(x) ••• LgmLrfm~1hrn{x)_
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is nonsingular at Xo. The matrix A(x) is called the decoupling matrix of the 

system.

We now state the following lemma relating relative degree and SFBL.

Lemma 2.3.1 (Isidori (1995)). Consider the control-affine system E =  (M, ̂  =  

{f, 9i, ■ • ■, 9m}, ̂ m) with f{ x o) =  0 and suppose that span{gx(xo) - • • 5m(^o)} =  

m. Then, the system £  is SFBL at xq if  and only if  there exists a neighbour­

hood U of xo and a smooth map h : U —> Mm, such that the system has vector 

relative degree {7*1 , . . . ,  rm} at x q ,  with

rx +  r2 H hrm =  7i.

Sketch of proof. We sketch the proof for sufficiency since it explicitly gives the 

coordinate change and static feedback. Thus, suppose that there exists an 

output y = h(x) =  (hi(x),. . . ,  hm(x)) with vector relative degree {rx, . . . ,  rm} 

at xq satisfying YYiL\ri — n • Then, the condition that LgjL}hi{x) =  0 for all 

j  =  1, . . . ,  m  and all k = 0, 1, . . . ,  rx — 2, for all i =  1, . . . ,  m, and for all x 

in a neighbourhood of xq, implies that the input u = {ux, . . . ,  um) does not 

explicitly appear in the derivatives of yx until the r r th  derivative. Calculating 

the 7-j-th derivative of yx and writing the result in matrix form gives

r (ri)ny\ !(ro)
92 ___

' L j h i x ) '
L Jh2{x)

+

' L ^ L ^ h i x )  
LSiLJ--lh2( x)

••• LgmL’f ~ 1h i(x ) '

■■■ h,(x)

JJmm). Lrf7nhm(x)_ _LgiLTf - 1hm(x) ■■■ LgnLr/~ -1hm(x)_
■ ^ -

b(x)

=  b{x) +  A(x)u.

Since A(x) is locally invertible about xo, we can define the static state feedback

u{x) = —A~1{x)b(x)+A~1ix)v. (2.7)
a(x) 0(x)

A consequence of the condition YY?=\ ri = n 'l$ that the map

z =  $(x) =  (h1(x ),L /h i(x ),... ,L J ~ lhi{x) , . . . ,

hm(x), Ljhmi x f  .. -, Lj hjji(x))
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is a coordinate change defined locally about x0. Applying the control law (2.7) 

to the original system and then writing the closed-loop system in 2-coordinates 

yields a system in Brunovsky controller canonical form with controllability 

indices {r1?. . . ,  rm}, that is, for each i — 1, . . . ,  m,

Thus, in 2 coordinates the system is controllable. ■

The “fictitious” output considered in Lemma 2.3.1 is not generally a real 

physical system output and only serves as a tool to design the static feedback 

and coordinate change. To avoid confusing with a real system output, one 

usually calls it a linearizing output. If, however, yr =  hr(x) is a real system 

output and the relative degree { r i , . . . .  rm} of S with respect to yr is well- 

defined, then one can apply the feedback (2.7) to obtain a input-output linear 

system. One can then design v to solve the output tracking problem provided 

that the internal dynamics are BIBS stable (Isidori, 1995).

If S is SFBL at Xq then a smooth asymptotically stabilizing feedback de­

fined about xo can be constructed as follows. Since the system in 2 coordinates, 

2 =  Fz  +  Gv. is controllable, there exists a matrix K  6  K.mxn such that the 

control v =  K z  makes 20 =  0 an asymptotically stable equilibrium. Now, since 

the trajectories of x(t) and z(t) are the same up to a coordinate change, as­

ymptotic stability of z0 implies asymptotic stability of Xq. The asymptotically 

stabilizing controller in original coordinates is

u{x) =  — A~1(x)b(x) + A~1(x)K^(x).

2.3.2 D ynam ic Feedback Linearization (D FBL)

The result of Jakubczyk and Respondek (1980) is important because it iden­

tifies a class of control-affine systems that are equivalent under static state
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feedback and coordinate change to a linear controllable system. However, the 

conditions of Theorem 2.3.1 are, not surprisingly, not generally satisfied. This 

shortcoming lead researchers to consider the more general dynamic feedbacks 

(2.5). At the present moment, there do not exist sufficient and necessary con­

ditions for a control-affine system to be DFBL at an equilibrium. There has 

been, however, some progress in determining necessary or sufficient conditions 

for DFBL, see for instance the work of Charlet et al. (1989), Charlet et al. 

(1991), Sluis (1993). In particular, it is shown by Charlet et al. (1989) that 

dynamic feedback linearization is a multi-input phenomenon: a single-input 

control-affine system is SFBL if and only if it is DFBL. Another condition 

obtained by the same authors, and easily verified, is given by the following 

theorem.

Theorem  2.3.2 (Charlet et al. (1991)). I f  a control-affine system is dynamic 

feedback linearizable at Xo then its linear approximation at xq is controllable.

The above necessary condition can be directly applied to driftless systems. 

Indeed, since a driftless system (excluding the case m > n ) has an uncontrol­

lable linearization at any equilibrium then it is not DFBL at xo■

2.4 Differential Flatness

Differentially flat systems were first introduced by Fliess, Levine, Martin, and 

Rouchon (1992a,b). Initially, flat systems were defined in a differential alge­

braic setting. Subsequently, flatness was defined in an infinite dimensional dif­

ferential geometric setting where Lie-Backlund transformations were the main 

tool (see Fliess et al. (1993, 1994, 1999)). Application of flatness to real life 

control problems has increased since the introduction of the theory. Flatness 

has been applied to a planar vertical take-off and landing aircraft (PVTOL) 

(Martin et al., 1996), a car with n-trailers (Fliess et al., 1993), a towed cable 

system (Murray, 1996), gantry cranes (Levine et al., 1997), magnetic bear­

ings (Levine et al., 1996), chemical reactor models (Rothfufi et al., 1996), and 

mobile wheeled robots (Oriolo et al., 2002) (see (Martin et al., 2003) for a 

catalogue of flat systems). Below we give the practical definition of flatness.
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D efinition 2.4.1. The control system

x  =  f(x ,  u). x  E M", u E (2 .8 )

is said to be differentially flat or just flat if there exists smooth maps h, A , 

and 23, with A  and 23 locally surjective, defined on open neighbourhoods of 

Mn x (MTO)P+1, (Rm)r+1, and (Rm)r+2, respectively, such that

where p and r  are positive integers, and the components of y are not related 

by a differential relation of the form

In other words, a system with m  inputs is fiat if there exists m  output 

functions y i , - . - ,y m that parameterize the state x  and input u. This prop­

erty is quite remarkable because it says that the state and input can be ex­

plicitly determined without integrating any differential equation. Therefore, 

given a feasible trajectory y(t) for the flat output, the corresponding tra­

jectories for the state and control are x(t) = A(y(t). y(t) , . . . .  y ^ i t ) ) ,  and 

u(t) =  23(?/(f),y(f),. . .  ,y^(f),y (r+1)(t)), respectively. The condition that y 

and its derivatives are not differentially related ensures that the components 

of y can be independently designed to parameterize the state and input.

Unfortunately, determining whether a system is flat is a difficult task, and 

presently the characterization of flat systems is still an open problem. There 

are, however, special cases where flatness has been completely characterized. 

We list these cases below:

1. Single-input control-affine systems: In this case, flatness is equivalent to 

static feedback linearization and the conditions of Theorem 2.3.1 can be

(2.9a)

(2.9b)

(2.9c)

applied.
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2. Control-affine systems with m = n — 1: In this case the system is flat if 

and only if it is controllable (Charlet et al., 1989).

3. Control-affine systems with n = 4 and m  =  2: Necessary and sufficient 

conditions were given by Pomet (1995).

4. Driftless systems with m  = 2: Necessary and sufficient conditions were 

given by Martin and Rouchon (1994).

5. Driftless systems with m  =  n — 2: In this case the system is flat if and 

only if it is strongly accessible for almost every x  (Martin and Rouchon, 

1995).

We also mention the result of Rouchon (1994) giving a necessary condition, 

referred to as the “ruled manifold criterion”, for flatness. In the next section 

we discuss the strong relationship that exists between differential flatness and 

dynamic feedback linearization.

2.4.1 Link B etw een F latness and D ynam ic Feedback Lin­
earization

We begin the discussion relating flatness and dynamic feedback linearization 

by first considering what implications one can make when a system is DFBL. 

To this end, suppose that the control system x  =  f ( x : u) is DFBL at Xq. Then 

there exists a dynamic feedback having the form (2.5) and a coordinate change 

z =  $(a:, £) such that the closed-loop system can be transformed under <5 to 

a linear controllable system z =  Fz  +  Gv. We can assume without loss of 

generality that the linear system is in Brunovsky controller canonical form, 

with controllability indices {r1}. . . ,  rm}, that is, the coordinate change is such 

that z =  (zx,. . . ,  z f 1-1), . . . ,  zm, . . . ,  z£m-1)) and

(r i )z) =  Vi

~ ( r m )  —m ~  um-
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By the invertibility of $  we can write

*1 =  Q-'fz)
£1 (2-10)

u = &($_1(z),n).

Define the output y — (zi,z2, . . . , z m). Since Vi =  z f ^  for i = 1, 

then from (2.10), x  and u can be expressed as smooth functions of y and its 

derivatives, that is,

x = A ( y , y , . . . , y {T~1)) 

u = ‘B ( y ,y , . . . , y {r)).

This shows that a DFBL system is fiat and that the flat outputs are given 

by the “head” components of the coordinate change. Now we consider the 

converse implication, that is, whether a flat system is DFBL. The answer is 

affirmative but in a generic sense, as will be explained below, and the dy­

namic feedback linearizing a flat system is a special type of feedback called an 

endogenous dynamic feedback.

D efinition 2.4.2. The dynamic feedback

£ = a{x,t,v)  

u =  b(x,^,v),

is called endogenous if £ can be expressed as a smooth function of x, u, ii, . . . ,  

u(p\  where p is a non-negative integer.

Therefore, an endogenous feedback does not introduce any new external 

variables since the compensator state £ can be written in terms of the original 

variables, hence the name endogenous. The link between flatness and endoge­

nous dynamic feedbacks is summarized in the following theorem. (Recall that 

a subset A  C B  is dense in B  if cl(/4.) =  B.)

T heorem  2.4.1 (Martin (1992); Fliess et al. (1999)). Every differentially fiat 

system can be dynamic feedback linearized in a dense open set with an endoge­

nous dynamic feedback.
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Thus, flatness and dynamic feedback linearization are equivalent in a dense 

open set, that is, there will be singular points where a flat system is not DFBL. 

The dense open set may contain singular points where the coordinate change 

is undefined. It may so happen that such singular points are points of interest, 

in particular equilibrium points. One may argue then that knowing that a 

system is flat, from the point of view of closed-loop control, is useless if one 

is interested in controlling the system about a singular point. For instance, 

suppose that the driftless system x = Y^i=\9i{x )ui (m < n) is flat- Then 
the endogenous feedback given by Theorem 2.4.1 will not be defined in a 

neighbourhood of any equilibrium x0 because the linearization at x0 is not 

controllable (see Theorem 2.3.2). However, if one is interested in controlling 

the system near a singular point then the flatness property can allow one to 

steer the system to an arbitrary small neighbourhood of the singularity. Then, 

one can switch to a control law that is well-defined in a neighbourhood of the 

singularity. This is exactly what will be done for the underactuated spacecraft.

2.4.2 O pen-loop M otion  P lanning

The motion planning problem can be stated as follows. Given X\, x 2 6 M, find 

a control u, defined on some interval [ti, io]; so that the controlled trajectory 

(c, u) with c(ti) =  Xi has the property that c(t2) = x2. Fortunately, the motion 

planning problem for a flat system is relatively simply. Indeed, to transfer the 

state of a flat system from xi to x2. the flat output trajectory y(t) can be 

designed so that it satisfies

The conditions (2.11) impose constraints on y(t),y(t) , . . . ,  y^r\ t )  at the end­

points t  = ti and t = t2. To simplify the problem of designing a flat output 

trajectory satisfying the above constraints, we can write the components of the 

flat output in terms of basis functions 4>j (t) (for example polynomials, splines, 

etc.),

x \ =  -A(y(£i),y(£i),---)y(r)(i i)) 

*2 = -A(y(*2), y(t2) , . . ■, y{r)(t2)) .
(2.11)

N
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and then solve for the coefficients for j  =  1 , . . . ,  N  so that (2.11) is satisfied 

for all i = 1 , . . . ,  m. This gives rise to a linear system of equations for each 

i =  1, . . . ,  m, having the form

y i ( t  l) =  ^ ' CLijCPj ( t \ )  y i ( t 2 ) =  ^ ' CL-ij(pj (to)

y t i  i) =  ai^ j( t j ) = H
(2 .12)

yf ] A )  =  f a )  Vir)( * a )  =  X ]  ai$ V  t e ) ’

or what is the same

0i (ii) 02 (ii)

W/

0jv(i i )

0AT)(*l)

01 (*2) 02 fo) 0JvA)

&zl

a i 2

0-z3

2/AO
yi(*i)

</Jr)(*i)
yt(t2) 
Vi(h)

y{i \ t 2) .

(2.13)

L0 Sr)(i2) 0^ 2) ••• 0 ff(t2)J
The only conditions on the basis functions is that for each i =  1 , . . . ,  m, the 

coefficient matrix in (2.13) must have full rank for there to exist a solution 

for the coefficients. In practice it may be convenient to make (2.13) a square 

linear system of equations, in which case we must set N  =  2(r +  1). If we 

wish to include state configurations between the motion from xi to Xo then the 

above procedure can be easily extended. As a matter of fact, suppose we wish 

to steer the system from an initial state xi at time fi to a final state xm  at 

time tM while passing through the intermediate states xo, ■■■ ,%m -  1 at times 

t2, .. •, tm—1: respectively. We can mimic the above procedure and design the 

flat output trajectory satisfying

x k =  A(y(tk),y(tk) , . . . ,  y(r)(ifc)), for k = 1,. - ., M.

The corresponding system of equations for each flat output component will 

contain M (r + 1) unknowns. In addition to state constraints, one can map
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input constraints to the fiat output space via the map u =  23 (y, y ,. . . ,  y(r+1̂ ). 

One can also consider optimization problems as done, for example, by van 

Nieuwstadt and Murray (1998) and v. Loewis (2002).

A common choice for basis functions are the polynomials <f>i(t) =  1, f 2(t) =  

t, . . . ,  e>iv(i) = tN_1. If (2.13) is a square linear system of equations, that is, 

N  =  2(r+ l)  , then the coefficient matrix for the unknowns for j  = 1, . . . ,  N, 

can be shown to have the form

■ 1 tl * 1 if • • tl + r + lH © + 1  '

0 HI) I ! ® * 1 • • ■ K K 1 • • •

0 0 2 ! ® 2 * 0 * 1  • • • 2  i Q t r 2 2 ! ® t  l)A~l • • • 2 ! ® © ) t f _ 1

0 0 0 0
• o r ! ( r f ) t  i  • • • H © © ) © 1

1 * 2 * 2  ’ •
tl tr2+l + 2 r " + lz2

0 »(lh- v - m  • • ■ 1 1 (^ 1  • • • 1 ! © © ) ^

0 0
2 ! © 2 ! © * 2  - • 2 ! Q t r 2 2 ! ( r + 1 ) t r 1  • • • 2 ! © © ) © " 1

0 0 0 0 •  r ! Q r l f f lh  - r ! © © ) ^ 1

Let II denote the above coefficient matrix, and notice that each block of II has 

dimension (r +  1) x (r +  1). A tedious calculation shows that

det(n)= ((l!2!---r!)(i2 —t , ) ^ ) 2,

and therefore, II is invertible if and only if t\ ^  t2. We can state the following.

P roposition  2.4.1. LetN  =  2(r+ l) in (2.13), and suppose that t\ ^  to- Then 

there exist unique coefficients aij, j  =  1 , . . . ,  N. solving (2.13) for arbitrary 

Vi(t), y*(t), • • •, ylr\ t )  at t = ti, t2, for i = 1, . . . ,  m.

Proof. Since t2 ^  h  the matrix II is invertible and thus we can uniquely solve 

for the coefficients a^. j  = 1 . . . . ,  N. ■
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In principle then, the flatness property converts the difficult problem of 

motion planning and trajectory generation to a linear algebra problem. This 

allows the creation of efficient algorithms using computer algebra software. A 

Maple program was created that takes as input the arguments f j , . . .  , tMl and 

the conditions y (ti) ,. . . ,  y ^ i h ) , . . . ,  y{tM)-,- ■ •, y(r)(fM)> and returns a poly­

nomial fiat output trajectory steering the system to the desired states (see 

Appendix C).

2.4.3 C losed-loop Trajectory Tracking

An important problem in control theory is the state and input trajectory 

tracking problem which can be stated as follows. Given a state and input 

reference trajectory Xd{t) and Ud(t). respectively, design a controller u(t) such 

that ||rc(t) — Xd{t)\\, ||u(t) — u<f(i)|| —> 0 as t —> oc. Tracking a state and input 

trajectory for flat systems, away from singularities, is straightforward. Indeed, 

suppose that the system x  = f(x ,  u) is flat and that y = h(x, u .u . . . . .  ) is

a flat output. Let yd{t) be a flat output reference trajectory parameterizing 

the trajectories xd(t) and ud(t). Then, to track Xd{t) and ud(t), it is enough 

to track the flat output reference trajectory yd(t). Now, to track we can 

use an endogenous feedback guaranteed to exist by Theorem 2.4.1 to impose 

the linear input-output dynamics y ^  = Vi for % =  1 , . . . ,  m. Let e* =  yi — yd,i 

and e* =  (e,,. . . ,  ) for i =  1, . . . ,  m  and set e =  (el t . . . .  em) € R ^ <ri.

Now assign

v : = y {? + K e ,  (2.14)

where K  G JRmxS . r* is a block matrix with each block K\ G R lxr* chosen so 

that the linear controllable differential equation

e-r,) =  Kiei
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is asymptotically stable. Now set e =  (e i,. . . ,  em). Since the system is flat 

there exists a smooth map A  such that x  =  A (y , . . . ,  Therefore,

x = A { y ,y , . . .  , y [r~l))

= A (yd + e,yd +  e ,. . .  ,y {J~ 1] +  e(r_1))

=  A (yd, yd, . . . ,  yd ~1]) + R{yd, e)

= xd +  R(yd, e),

where R(yd,e) is a higher order term such that R  —»• 0 as e —*■ 0 (Taylor’s 

Theorem). Thus as e —► 0 we have that ||a: — —> 0, that is the state

trajectory is tracked. A similar analysis can be done for u using the relation 

u =  S(y, y , . . . ,  y ^ ) .  Thus, for flat systems, tracking a reference trajectory 

(xd(t),ud(t)) is straightforward away from singular points of the maps A  and 

3.
It is important to emphasize that for a general system not necessarily 

flat, tracking an output trajectory will not guarantee that a state and input 

trajectory axe tracked as well. It is the flatness property that allows one to 

reduce the state tracking problem to the lower dimensional output tracking 

problem.

2.4.4 T he PV TO L Exam ple

In this section we illustrate how flatness can be used to solve the open-loop 

motion planning and closed-loop trajectory tracking problems. The sample 

system that we consider is a simplified model of a planar vertical take-off and 

landing (PVTOL) aircraft ((Hauser et al., 1992), (Martin et al., 1996), (Olfati- 

Saber, 2002)). The PVTOL example is motivated by aircrafts that are able 

to take-off vertically such as helicopters and special military airplanes. An 

illustration of the PVTOL is shown in Figure 2.2. Let { i , j }  be a fixed inertial 

frame and {ibiJb} be a body fixed frame with origin at the aircraft’s center 

of mass (CM). The forces acting on the PVTOL are the two thrust forces, 

jFx and F 2, and gravity mg, where m is the aircraft’s mass. These forces are
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X

Figure. 2.2: Schematic of PVTOL aircraft

given by

jFi =  ( -  sinaib +  cosaj'JF i 

Fo =  (sin aib +  cos a j b)F2 

mg  =  - m G j ,

where a  is a constant angle and G denotes the acceleration due to gravity. 

The moment arms for the thrust forces F \  and Fo are

n  =  - l i b -  h j b, r2 = lib -  h jb,

respectively, where I and h denote the horizontal and vertical distances from 

the CM to where the thrust forces are applied. The equations of motion, 

obtained from Newton’s second law, are

m ac =  jFi +  F 2 +  mg  (2-15)

Jdjb = r i  x jFi +  r 2 x F 2, (2-16)

where o c is the acceleration of the CM, J  is the moment of inertia about the 

CM along the fc-axis, and 6 is the angular acceleration of the aircraft about

the i  x j  axis. Projecting equations (2.15) and (2.16) onto the fixed frame

using the transformation

ib =  cos Qi + sin 9j 

j b = — sin 9i +  cos 6j ,
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yield the equations

m i =  sin a  cos 9 (Fo — Fi )  — cos a sin 9 (F\ +  Fo)

mz  =  sin a  sin 9 (Fo — Fi) +  cos a cos 9 (Fi + Fo) — rnG

J9 =  (Fo — Fi) (Z cos a  +  hsina).

We make the following change of coordinates in the input space

cos a ,

(2.17a)

(2.17b)

(2.17c)

Ui = ;CFx +Fo_)m
I cos a +  h sin a , _ _ .

u 2 = --------- ;-------- (Fo -  F J ,
J

and define the constant

e =
J  sin a

m(l cosa + h s in a ) '

The control inputs u\ and uo represent normalized vertical thrust and angular 

rolling torque, respectively. With these definitions, we obtain the following 

simplified equations of motion for the PVTOL

x  = — sin 9 u\ + e cos 9 U2

z =  cos0ui +  esin0u2 — G (2-18)

9 = u2.

Writing the system in state space form with X  =  (x, z, x. z, 9,9) and u = 

(ux,u2), we obtain

(2.19)

x 
z

- sin 9ui +  e cos 9uo 
cos 9u\ +  esin 9uo — G 

9
u2

When u = (ui, u2) =  (0,0), the system does not have any equilibrium points, 

as expected by physical reasoning. By inspection, an equilibrium point (X, u) 

must satisfy x  =  z =  9 =  0, and Uo — 0, which implies that F\ =  F2 =: F. 

Since u2 =  0 at an equilibrium then u\ y1 0- We are then lead to the equations

Ui sin 9 = 0 

tii cos 9 — G =  0.
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These axe satisfied for 8 =  8n =  mr and iq =  -fa-, where n  € Z. Prom (2.17b)COS Ofi '
this implies that

which is just a balance of vertical forces. For example, when n is even, which 

corresponds to the aircraft being horizontal, each thrust force must be F = 

This will keep the aircraft at an equilibrium.

A control objective for the PVTOL is to transfer the aircraft position from 

an initial configuration X\ = (xi, zi, 0, 0, 0\, 0) at time t\ to a final configura­

tion X 2 =  (x2, z2, 0,0 ,80, 0) at time t2. We assume that the aircraft starts and 

stops at leveled flight, that is, 8\ =  d2 = 0. Without loss of generality we set 

ti =  0 and t2 — 10 seconds. To accomplish the control objective we will use 

the flatness property of the system. For the PVTOL, a flat output is (Martin 

et al., 1996)
'yi x — e sin 8
y%. z + e cos 0

To see this we start differentiating y:

2F  cos a cos 9n =  mG,

yi = x  — e8 cos 9 

y2 = z — e8sm9,
(2 .21)

yi = —Ui sin 0 +  e02 sin 9 

y2 = ui cos 9 — G — e92 cos 9.
(2 .22)

From (2.22), it is not hard to see that

j/i cos 8 + (2/2 +  G) sin 0 = 0. (2.23)

and consequently
(2.24)

We can thus solve for 9, the solution being

From (2.24) we obtain the relationships

(2.25)

sin 9 =
V  (3fe +  G)2 +  jq (2.26)

COS 9 =  —p==l-= : -
y/(y2 + G)2 +  jji2

V2 + G
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To obtain 9 in terms of y and its derivatives, we differentiate expression (2.25):

(2/2 +  G)2 j  - y f ] (j/2 + G )+ yiy[p  \e =
{yo + G f + y 2 \  (fc + G)* 

~ y ^ \ y 2 + G) +  j/12/2,(3)
Jo (2.27)

(j?2 +  G)2 + i/j2

From (2.20), (2.21), and (2.26), we obtain the remaining states in terms of y 

and its derivatives,

2/i£ =  2/1 +  e sin 9 =  2/1 — e

2 =  2/2 — e cos 0 = yo — e

x = yi + e9 cos 0 =  2/1 +  e 

2 =  2/2 + sin 9 =  2/2 — e

\/(V2 +  G)2 4- y 2

V2 + G 
V (y2 +  G)2 + 2/12

(2/2 +  G)[—2/i3)(y2 +  G) +  2/i2/o3)]
l(y2 + G)2 + y 2}3/2

i i d - y ?  (ih + G) +  yiy43)]

(2.28a)

(2.28b)

(2.28c)

(2.28d)
1(2/2 +  G)2 +  2/!2]3/2

To express «i in terms of the flat output and its derivatives we first solve for 

Ui from the z equation in (2.18) and then use (2.28d):

z -P G — eu2 sin 9
«i = cos 9

i/2 +  e(cos 992 + 9 sin 9) + G — e9 sin 9

cos 9

cos 9

— \J  (2/2 +  G)2 +  2d2 +  e y {? { y 2 +  G) -  2/12/2 
(2/2 +  G)2 +  y\

Finally, to obtain u2 in terms of y and its derivatives we differentiate (2.27)

yielding

u2 = [ r f - y j 4)f e  +  G)][2/2 +  G)2 +  2/!]
[(j/2 +  G)2 +  2/2]2

, [(2/2  +  G ) 2/23) +  2 2 / i2 / f ) ][2/22/23) -  2/ i 3 ) ( j /2  +  G ]
—  2 -

[(2/2 +  G)2 +  y2]2
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This shows that the PVTOL with output (2.20) is flat.

Since the system is flat, the motion planning constraints on the state X(t)  

can now be imposed on the flat output. To transfer the system from X i  to 

X 2, the flat output reference trajectory must satisfy

Vd,i (i 1) =  xi  -  e sin 0i yd,2 (fy) =  zi +  e cos 6X

Vd, 1 (h) = x 2 -  e sin 02 yd,2(h) = z2 + e cos 60.

For a smooth aircraft departure and landing, that is, to avoid a jerked initial 

and final motion, we will design yd(t) to satisfy the constraints

(2.29)

V d \t  i) =  0, y ^ ( t 2) =  0, fo rj =  1, 2,3. (2.30)

Equations (2.29)-(2.30) impose eight conditions on each flat output compo­

nent. We choose a polynomial reference trajectory for each fiat output com­

ponent having the form
N - 1

2/d,i( )̂ =  ^  '•
fc=0

To obtain a square linear system of equations for the coefficients a,*, we set 

N  =  8, resulting in the system

^10
an
0x2

1̂3
Oi4
&15
016
017

' 1 0 0 0 0 0 0 0 '
0 1! 0 0 0 0 0 0
0 0 2 ! 0 0 0 0 0
0 0 0 3! 0 0 0 0
1 to tl % 4 t°2 *2 to

0 1! 1!Q 3 1

0 0 2 ! 2!®<* 2! 0 * 2 2! (2)^2 2! (2) *2 21(1)4

.  0 0 0 3! 3! (3)^2 3!®  *2 3!© ti H i n .
X\ — e sin $x 

0 
0 
0

x 2 — e sin 02 

0 
0 
0
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for i = 1 and fi =  10 seconds. From Proposition 2.4.1, there exists unique 

coefficients solving the above linear equation. They are explicitly given by

ciio = Xi — e sin Q\

On =  Clio =  CXi3 = 0
—Xi +  X2 — e sin (02) +  e sin (0j)

CZ14 — 35 ■

Qi5 — —84

di6 — 70 •

to4
—x\  + 2:2 — 6 sin (6b) +  e sin (0i) 

t o ^
Xi + x2 — e sin (do) + e sin (0i)

di7 — —20

t26

—Xi + Xo — e sin (02) +  6 sin (0i)
to_‘

The coefficients for the second flat output are identical to those above except x  

is replaced by z. To obtain a closed-loop controller that asymptotically tracks 

the flat output reference trajectory and thus transfers the system from X \  to 

Xo, we input-output linearize the PVTOL dynamics using a dynamic feedback 

linearizing controller. To this end, let

£1 =  u i  -  e02 

& = £i-

Then a straightforward calculation shows that

= £2 sin 8 +  2£o9 cos 6 + E,\Uo cos 0 — £\82 sin 8 

=  £2 cos 8 — 2Eo9 sin 9 — £,ruo sin 9 — £1 02 cos 9.
Setting

(2.31)

(4)Vi — vi
(4)y2 =  v2,

where v =  (ui, v2) is the new control input, and solving for u2 and £2 from 

(2.31), yields the following dynamic controller

£1 =  £2

£2 =  Vi sin 9 + Vo cos 9 +  02£1
*2 (2.32)Ui =  £1 +  60

u2 =  ^-(vi cos 0 — v2 sin 0 — 20^)• 
si
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(2 .20 )

(2.33 )(2 .32)

P V TO L
(2 .18)

Figure. 2.3: Simulink model for the PVTOL 

The auxiliary inputs are set to

Vj = y f j  +  b̂ e<f ]' for 3 =  !>2, (2-33)
fc=0

where ej =  yj — ydj- This results in the linear tracking error dynamics

e f  -  bj,3 e f  -  bjo e f  -  bjA e f  -  b^e, = 0, for j  =  1,2, (2.34)

which can be made asymptotically stable provided the coefficients bjt*. are 

chosen appropriately.

A simulation of the PVTOL with the dynamic controller (2.32) and (2.33) 

was performed in Simulink. The simulation file is setup as shown in Fig­

ure 2.3. It is assumed that the system starts at the configuration X \ — 

(100.50,0,0,0,0), and that desired final configuration is the origin. To show 

the robustness properties of the controller in the presence of initial condition 

errors, the actual initial configuration is set to X i = (120,40,0,0,0,0). The 

result of the simulation is shown in Figure 2.4. The tracking error poles for 

both reference trajectories were set to {—1, —2, —3, —4}. The simulation shows 

that the flatness-based controller tracks the desired state and input trajecto­

ries, and steers the system to the desired configuration.
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Figure. 2.4: Trajectory tracking for the PVTOL. The reference trajectories 
(dashed) and the closed-loop trajectories (solid) for x, z, 9 and ux.
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Chapter 3 

M odeling and A nalysis

The attitude dynamics of a spacecraft can be described using a rigid body 

model undergoing pure rotation about a fixed point. By modeling the space­

craft as a rigid body we neglect any relative motion between any two points 

of the spacecraft, hence neglecting the effects of flexible components. Even in 

the presence of flexible components, a rigid body model is still needed in the 

full model of the attitude dynamics. Two equations are needed to describe 

the attitude dynamics of a rigid body. One equation describes the motion of 

the body without considering the effect of the forces acting on the body. The 

second equation describes the effects of forces on the motion of the body. The 

former equation is called the kinematic equation and the latter is the dynamic 

equation. We derive these equations in the present chapter. We then proceed 

to analyze the fundamental properties of controllability and stabilizability for 

the underactuated spacecraft. We show that the underactuated spacecraft is 

locally controllable about any equilibrium, but that no equilibrium can be 

made asymptotically stable using a continuous time-invariant feedback con­

trol. For a more complete discussion of rigid body mechanics and spacecraft 

attitude control see the texts by Goldstein (2002), Murray et al. (2000), and 

Wertz (1978).
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Si

Figure. 3.1: Determination of the orientation of a rigid body by a spatial 
and body frame.

3.1 M echanics of a Rigid B ody

3.1.1 K inem atic m odel

The orientation of a rigid body fixed in space and free to rotate can be de­

scribed by relating a set of fixed body axes to an inertial reference frame. Let 

S  = {S1.S2.S3} be an inertial reference frame and let B = {61. 62- £>3} be a 

frame fixed in the body and that rotates with the body. If the orientation 

of B  relative to S  is known then the orientation of the body relative to S  

will be known. Henceforth, we call the frame S  the spatial frame and B  the 

body frame. Both frames are assumed to be right-handed and orthonormal. 

The setup is schematically shown in Figure 3.1. Note that since we are only 

concerned with the attitude of the rigid body and not in its translation, we 

can place the origin of the frame S  to coincide with the origin of the body 

frame B. The orientation of the body frame B  relative to the spatial frame S  

is obtained by expressing the body basis vectors in terms of the spatial bases 

vectors, that is, for j  = 1, 2,3, we write

bj =  (Si • bj)si +  (s2 • bj)s2 +  (s3 • bj)s3,

where • denotes the standard inner product on R”. Define the matrix

R "== (Rjj) =  ■ bji
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that is, R  is the matrix whose j th column contains the components of bj in the 

frame S. By construction, the matrix R  describes the orientation of the rigid 

body with respect to the spatial frame. The columns of R  form an orthonormal 

set of vectors, and since S  and B  were assumed to be right-handed frames (or 

more generally, have the same orientation), R  belongs to the special orthogonal 

group of R 3 defined as

SO(3) =  {R € R3x3 [ R R r  =  I3x3, det(R) =  + l} .

The set SO (3) is also commonly referred to as the group of rotations in R 3, 

and the matrix R  is called a rotation matrix. As the body rotates, the rotation 

matrix R  changes with time. This motion defines a map R(t) from an interval 

/  c  R  to SO(3).

For a given vector x  € R 3, we have the relationship

R =  X S:

where Xq and xg  denote the coordinates of x  in the body and spatial frame, re­

spectively. Thus R  can be interpreted as the linear map taking S-coordinates 

into S-coordinates. For instance, the coordinate vector xb  = (1,0,0) is 

mapped to (&i)s- Now let x  be an arbitrary vector fixed, in the body and 

suppose that the body is rotating. Then xq is constant but x$ changes with 

time. We can write this as

R(t)£C.B =  x s {t). (3.1)

Differentiating (3.1) with respect to time yields

~ = m * B ,  (3.2)

which can be re-written, using the identity Xb =  R T(t)xs(t), as

^  = R ( t)R T(t)xs (t). (3.3)

The matrix R R r  has an important property, namely, that it is skew-symmetric. 

Indeed, differentiating the expression R R r  =  I3X3 yields R R T -I- R R T =  0,
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which implies that R R r  = —(RRT)T. Let so(3) C R 3x3 denote the set of 

skew-symmetric matrices of dimension three (Lee, 2003). It is not hard to 

show that so (3) is a vector space of dimension three and that a basis is

0 - 1 o'

1
0 0 1' '0 0

10

1 0 0 > 0 0 0 , 0 0 - 1
0 0 0 - 1 0 0 0 1 0 _

Therefore, so (3) can be identified with R 3 via the invertible linear map

S  : R 3

U) =  >->■ S(us) = (3.4)

so(3)
0 —W3 U3o

ujz 0 —u>i
—U>2 0

A straightforward calculation shows that the cross product of any two vectors 

Lo and x  can be written a s u x i  =  S(u>)x. Thus, as the body rotates there 

exists a unique vector u>s(t) := 5 - 1(R(t)RT(t)) such that 
dxs
dt =  S(us(t))xs (t) = u s (t) x x s (t). (3.5)

The unique vector uj(t) is called the instantaneous angular velocity of the body. 

It corresponds to the instantaneous angular velocity of the body with respect 

to the spatial frame. Now, equating (3.2) with (3.5) yields the equation

S (u s)x s =  Rxcb-

Using the identity S(uis )xs  =  RS(u;b)ccb (a rotation matrix preserves orien­

tation), we can write

R  S(ujb)x b  =  R x b - (3.6)

Since x  was arbitrary, (3.6) must hold for all points on the body. We thus 

obtain the fundamental relation

R  =  R S (w b)- (3.7)

Equation (3.7) is the kinematic equation of the attitude of a rigid body. It 

gives the rate of change of the orientation of the body frame B  with respect to 

the spatial frame S  in terms of the current body frame orientation, R, and the

relative angular velocity between the frames, u.  Henceforth, we will denote

the angular velocity of the body in the B-frame simply as u,  thus dropping 

the B  subscript.
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3.1.2 D ynam ic M odel

The fundamental equation governing the rotational dynamics of a rigid body 

in an inertial coordinate system is

where the subscript S  denotes differentiation in an inertial reference frame S, 

L denotes the angular momentum of the rigid body about the center of mass, 

and t  is the total external moment acting on the system. Equation (3.8) is the 

angular dynamics analogue of Newton’s second law “ F  =  p ” , where p  =  mv 

is the linear momentum vector. The angular momentum vector satisfies the 

equation

where I : R3 —*■ R3 is the inertia tensor of the body about the center of mass 

and u: is the body angular velocity. The inertia tensor is a symmetric and 

positive-semidefinite linear map with respect to the standard inner-product 

on R3. A consequence of the symmetry of I is that there exists a basis of 

orthonormal eigenvectors for I, and the eigenvalues of I are all real. The 

eigenvalues of the inertia tensor L denoted I 1. I2. I3 E R, are called the "princi­

pal moments of inertia of the rigid body, and the eigenvectors corresponding 

to the principal inertias are called the principal axes of the rigid body. In 

Cartesian coordinates, the principal moments of inertia of a rigid body, with 

mass density p(x,y,z), about its center of mass are given by the formulas 

(Tenenbaum, 2004)

where V  C R3 is a compact set representing the volume occupied by the rigid 

body.

Let B  =  {61, &2, £*3} be the principal axes of the body with origin at the 

body’s center of mass and fixed to rotate with the body. By definition, the

(3.8)

(3.9)

(3.10)
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matrix representation of the inertia tensor in the body frame takes the form

( h  0 0 \
1 = 0  h  o .

\ 0  0 h )

If u) =  uJibi +U/2&2 +  W363 is the body angular velocity in the body frame, then 

from (3.9) the angular momentum vector can be written in the body frame as

L =  huJibx +  72^ 2^2 4- 73<̂'3£>3.

Since B  is a rotating frame, the time rate of change of L as seen from the 

spatial frame is

(3-u )

Note that since L is not fixed in the body ( ^ ) B is generally non-zero. There­

fore, combining (3.8) and (3.11), the dynamical equation of the attitude of a 

rigid body in the body frame is

( i f )  + U } x I u } = t - (3-12)

Equation (3.12) can be written in component form as

hUl +  OJ0UJ3 (73 — I2) — Tl

I 2OJ2 +u;ia;3(7i — 73) =  72 (3.13)

73^3 +  u)\ui2{l2 ~  I\) =  73-

Equations (3.13) are known as Euler’s equations. They represent the effect of

the external torques acting on the body. Integrating these equations will give

the curve u)(t) = (oJi(t),uj2(t),uz(t)) representing the body’s angular velocity 

in the body frame. One can then substitute oj into (3.7) and integrate to 

obtain the orientation of the rigid body with respect to the spatial frame.

3.1 .3  Equations o f M otion  for an U nderactuated  Space­
craft

In this thesis, we are interested in studying the control problem for the case of 

an underactuated spacecraft with two independent control torques. Without
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loss of generality we can set r3 =  0 in (3.13). Applying the feedback

ri =  (-̂ 3 — 12)^2^  +

Vo =  {I 1 — Iz)U\UJz + l2u2i

where u\ and uo are the new control inputs, (3.13) can be written as

chi =  Wi

UI2 =  U2 (3-14)

ch3 “  COjJ\UJ2i
where

a  =  — — -. (3.1o)
H

Note that if a =  0 then b3 is an axis of symmetry, that is, slicing the rigid 

body through a plane intersecting the center of mass and parallel to i>3 will 

result in two identical mass distributed bodies. Using the formulas (3.10) of 

the principal moments of inertia, we can determine a bound on the magnitude 

of a. Indeed, using (3.10) and the short-hand notation p =  p(x,y,z)  we have 

that
h ~ ha  =

h

_  \Iv(y2 - x 2)pdV\
f v (y2 + x2)pdV

Jv \y2 — x2\pdV  
~  Jv {y2 + x2)pdv

< 1.

Thus a  <  1. The parameter a  plays a crucial role in the flatness analysis of 

the underactuated spacecraft (see §4.1).

Collecting (3.7) and (3.14), the attitude dynamics of an underactuated 

spacecraft with torque inputs applied along the principal axes &i and bo are
U i  =  U \

1I12 =  U2
(3.16)

U>3 — C&J1UJ2

R = RS(u).
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Figure. 3.2: Smooth manifold SO(3) with parameterization <p 1.

The state space of system (3.16) is the six dimensional smooth manifold M = 

R3 x SO (3). Working with the full state space M to derive control laws for 

system (3.16) is the ideal situation since then one could obtain global results. 

However, obtaining R  from the kinematic equation requires the integration 

of nine scalar equations. If, however, it is possible to represent R  with fewer 

than nine parameters, then the kinematic equation will be equivalent to a 

system with fewer than nine parameters. It is then of interest to find useful 

parameterizations for the manifold SO(3).

3.2 Param eterization of SO (3)

The group of rotations SO (3) is a real smooth manifold of dimension three 

(Lee, 2003). This means that locally, SO(3) is homeomorphic to R3. To be 

more precise, about each point R  € SO (3) there exists an open neighbourhood 

U of R  and a homeomorphism p : U —► R3 (a homeomorphism is a continuous 

bijection whose inverse is also continuous). The pair (U,<p) is called a coor­

dinate chart about R, and the inverse map p~l : p(U) —> U is called a local 

parameterization about R. Figure 3.2 illustrates these ideas.

The minimum number of parameters to locally parameterize SO (3) is three. 

However, Stuelpnagel (1964) showed that it is topologically impossible for a 

three-dimensional parameterization of SO (3) to be both global and nonsingu­

lar. Consequently, any three-dimensional parameterization will have orienta­

tions where the transformed differential equation becomes singular or there
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will exist rotations that cannot be represented by the parameters. It is inter­

esting to point out that Hopf (1940) showed that five is the minimum number 

of parameters to globally parameterize SO(3) in a 1-1 manner.

Popular parameterizations of SO(3) are Euler angles, quaternions, and Ro­

drigues parameters, just to name a few. There is no rule to choosing a para­

meterization, but certain factors should be taken into account. Depending on 

the application, factors to consider are: (1) the number of parameters needed, 

(2) the form of the transformed differential equation, and (3) the numerical 

accuracy in the integration of the new equations. In the following sections we 

will describe three parameterizations that are of interest to us, namely, Euler 

angles, quaternions, and Rodrigues parameters.

3.2.1 Euler Angles

The Euler angles parameterization is perhaps the most popular local parame­

terization of SO (3). It is physically intuitive and straight forward to derive. 

The idea is to bring the spatial frame S  to the body frame B  by making three 

successive rotations about a combination of the successive coordinates axes. 

More precisely, start with a frame So aligned with the spatial frame 5. Rotate 

the frame So about the z-axis of So by an angle ip and denote the new frame by 

Si and R^, the corresponding rotation matrix. Next, rotate the frame Si about 

the y-axis of Si by an angle 6 and denote the new frame by S2 and Re the 

corresponding rotation matrix. Lastly, rotate the frame So about the x-axis of 

So by an angle (p and denote R^ the corresponding rotation matrix. The angles 

ip,9,(p, known as Euler angles, are chosen so that the final frame So coincides 

with the body frame B. The Euler angles parameterization just described is 

more indicatively known as a 3-2-1 (or ZYX) Euler angles parameterization 

and is given the name of Fick angles. The 3-2-1 parameterization is frequently 

used in aerospace applications as it corresponds to the roll-pitch-raw angles of 

an aircraft.
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The rotation matrix R  in terms of the Euler angles 0, and <j> is

C0CO SijtCfj) “ t“  Cip$Q$(f) “ f "  C ^ S qC ^

R^j00 =  =  $ij)CQ c^c^) “l- Si{;$$$(fi Otps<$> “I- s -^s q c ^

~§Q C@$fi OqC(̂

where the shorthand notation sx =  sin x  and cx =  cos x  has been used and

R« =

cos ip — sin ip 0 
sin ip cos ip 0

0 0
cos 9 0 sin 9

0 1 0
— sin 9 0 cos 9
1 0  0 
0 cos <fr — sin 0 
0 sin p cos (p

If ip, <p e  (—7r ,7r) and 9 6  f) then the map (ip,9,<p) h-> R ^  has an 

inverse and is given by

R (atan2(R 2i, R n ), atan2(—R 31, y^R-ii ~b Rli)? atan2(R32, R 33)),

where atan2(y, x) is the “smart” arctangent function which uses the sign of 

both x  and y to determine the quadrant in which the resulting angle lies. The 

atan2 function is explicitly given by

atan2 (y.x) =

arctan ( |)  , for x  > 0 and y > 0.
7r +  arctan(^), for x  <  0 and y > 0,
—7r +  arctan(^), for x  <  0 and y < 0,

for x  =  0 and y > 0, 
for x  =  0 and y < 0.

(3.17)
2L
2 ’

2 ’

Therefore, the map (ip,9,<p) 1—► R ^  defined for ip, <p € (—7r ,7r) and 9 G 

f )  is a local parameterization of SO(3) about the identity rotation l 3X3-

The kinematic equation R  =  R S (uj) in terms of the Euler angles can be

written as
c p  =  +  (w2 sin cp +  W3 cos <p) tan 9

9 =  U J2  cos <p — u j z  sin <p (3.18)

i p  —  ( l o o  sin <p + w3 cos <p) sec 9
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Equation (3.18) can be obtained by solving for from the equation

=  R F r o m  (3.18) we observe that a singularity in the kine­

matic equation occurs when 6 =  . As mentioned previously, the singularity

is a consequence of the topological fact that SO (3) cannot be globally para­

meterized with three parameters.

3.2.2 Quaternions

Quaternions can be used to represent rotations in R3 in a similar manner as 

complex numbers on the unit circle can be used to represent rotations on the 

plane. Let Q =  C x C (considered a real vector space) and define on Q the 

bilinear product

(a, b) • (c, d) =  (ac — db, da +  be). a ,b.c,d € C,

where a denotes the complex conjugate of a. With these definitions, the space 

(Q, •) is a four-dimensional algebra over R called the algebra of quaternions. 

A basis for Q is given by

1 =  (1,0), i =  M ) ,  j =  (0,1), k = (0 ,i ) .

Straightforward calculations show that this basis satisfies

1 • q =  q • 1 =  q, for all q € Q,

i • j  =  - j  • i =  k, 

j • k  =  - k  • j =  i, 

k - i  =  - i - k = j  

i - i  =  j . j  =  k - k  =  - l .

We usually write a quaternion q =  501 +  91 i +  ?2j +  93k as simply q =  

(qo, 91, 92, 93) and say that 90 is the scalar component and q = (91, 92, 93) the 

vector component of q. The product of two quaternions q and p satisfies

q- p = (9o,g)-(po,p)

=  {qopo -  q ■ p, qop + poq + q x p )-
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We define the inner product of q and p as (q, p) =  qoPo+Q-p, and the norm of 

q is ||q|| =  y j (q, q) =  q̂  +  qf +  q\ +  q\. Before describing how quaternions are 

used to describe rotations, we first need to state the following classic theorem 

due to Euler.

Theorem  3.2.1 (Euler). Any orientation R  G 50(3) is equivalent to a rota­

tion about a fixed axis a e l 3 through an angle $  G [—7r, tr).

The vector a  is called the Euler axis and the angle T the Euler angle. 

Given an Euler axis and Euler angle pair, a  and T, we would like to write 

the corresponding rotation matrix in terms of a  and T. It turns out that 

the corresponding rotation matrix for an Euler axis and angle pair is given 

by ea<b, where we have used the standard notation S(a) = a, where S(a ) is 

given by (3.4) and eA is the matrix exponential of a matrix A. To verify that 

e°® is indeed a rotation matrix, we must show that (ea^)_1 = (eaq/)T and 

that detea^ =  +1. Since a  and aT commute, that is, aaT = dTa, and that

Therefore, (ea*) 1 =  (ea^)T, and thus dete°^ =  ±1. Now, since the de-

it follows that detea^ =  +1. Therefore, eai' G SO (3) and thus eaq> is the 

rotation matrix corresponding to a  and T.

There exists an elegant formula for e°^. To derive this formula, we first 

state the following lemma, which can be proved by induction, concerning the 

powers of a skew-symmetric matrix.

Lem m a 3.2.1. Given a  G so(3) then

Assuming ||a|| =  1 and applying Lemma 3.2.1 to the series expansion of 

e°® yields

eaT =  (ea)r , it follows that

ed(e“)T =  e“e“T =  ed+dT =  e° =  I., a (  „ a \ T

terminant and the exponential map axe continuous functions and det e° =  I,

d2fc+1 =  ( - l ) fc||a ||2fcd, for k = 0 ,1 ,2 ,...

VJ/2 x|/4 \J/6

=  I  +  d s in ^  +  d2(l — cos^). (3.19)
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If ||a|| 1, then performing a similar calculation yields

,  u, . . c' 2
e =  I +  J L  sin $  +  - ^ ( 1  -  cos $). 

b  a

Given an Euler axis and Euler angle pair, a and 'h, with ||o|| =  1, we define 

the associated unit quaternion as

q =  (cos(W/2),asin(^r/2)).

Conversely, given a unit quaternion q =  (q0, q), the corresponding Euler axis 

and Euler angle pair are calculated to be

r — i f ^ ^ O ,^  =  2 cos qo and a = sin(tf/2)' (3.20)
0 otherwise.

Equations (3.19) and (3.20) can be used to derive the expression for the rota­

tion matrix R  in terms of a quaternion. Indeed, writing and a in terms of 

q  via equation (3.20), substituting the result into (3.19) and then simplifying 

yields
2<?o +  2g2 — 1 2 qiq2 — 2qzqz 2QiQ3 +  2go?2

2gi?2 +  2g093 2ql +  2g | -  1 2qzqz -  2g03i

_2gi?3 — 2go?2 2g2?3 +  <Mi 2#; +  2gf — 1_

The kinematic equation R  =  RS(w) in terms of a quaternion can be written 

as

Rq =

q = 2

' 0 - U i —tOo - U Z

Wi 0 UZ —Û 2

U)Z —UJZ 0 Ul

UJZ to2 -U>1 0

q- (3.21)

The above ODE can be derived using the relationship Rq =  Rq S(u).

An advantage of using quaternions to represent rotations is that if qi rep­

resents a rotation between frames A  and B, and q2 a rotation between frames 

B  and C, then the rotation between frames A  and C is

q3 =  qiq2-

In other words, quaternions can be multiplied to yield composite rotations just 

like rotation matrices can. This is similar to the situation in which complex
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numbers on the unit circle, e19, axe used to represent rotations on the plane. 

Indeed, if 9\ and 62 correspond to distinct rotations on the plane, then the 

composite rotation obtained by rotating through an angle 6\ + 62 is given by

gi(01+02) __ gi#l gi#2

Another advantage of using quaternions to represent rotations is that they 

globally parameterize SO(3), albeit in a two-to-one manner since q and —q 

correspond to the same rotation matrix. However, a disadvantage of using 

quaternions is that four parameters axe used instead of the minimum three.

3.2.3 R odrigues Param eters

Given a unit quaternion q =  (q0. qi.qo, Qz) € §3, where §3 denotes the unit 

sphere in R4, we define on the hemisphere qo > 0 the Rodrigues vector

X  = (x i,x2, x 3) = ^ •
\ Q o  Qo Q o )

The components of the Rodrigues vector are the Rodrigues parameters. The 

map q t—>■ X  is a diffeomorphism with inverse given by

{X1'X2'X3) ~  ( y i  +  M l2’ y i  +  H 2 ’  v / i + F F ’ V i  +  M 2 )  ’ ( 3 ’ 2 )  

where || • || denotes the standard Euclidean norm in R”. The rotation matrix 

in terms of the Rodrigues parameters is given by
l + X “ — X o — X ^ 2x?x2-2x3 2 x 2 x § + 2 x o

i+l!*ll2 l+ll^ll2 1+llxii2
2x?x2+2x3 l+x?— x2— x2 2x?x^— 2xi

1+IIXP 1+imi2 1+IIXII2
2x2x2— 2x2 2x?x§+2xi 1+x^— x f— x%

. 1+imi2 1+IWI2 l+ll*ll2 .

and the kinematic equation R  =  R 5 (u )  is

iq  =  -  (pj  1 +  U 3X 2 — 0J2XZ +  { o j \ X \  +  012X 2 +  0J3X 3)  aq)

X o  =  “ (u>2 —  OO3X1 +  OJ1X3 +  ( p J \ X \  +  OJ2X2 +  OJ3X3) X 2 )

^3 =  \  ( v 3 +  U 2 X 1  -  0J1X 2 +  (uqoq +  uj2x 2 +  ^ 30:3) x3).
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P a r a m e t e r i z a t i o n N o ta t io n A d v a n ta g e s D  is a d  v a n ta g e s

R o ta tio n  m a trix R  =  R y
No singu larities 
No trigonom etric  functions

Six red u n d an t 
p aram e te rs

E u le r  angles \p,9,4> No red u n d an t p a ram eters  
Physica l in te rp re ta tio n

T rigonom etric  functions 
S ingularities

Q u ate rn io n s 90.91, <72 >93
No singu larities 
No tr igonom etric  functions

O ne red u n d an t p aram e te r  
No physical in te rp re ta tio n

R odrigues param eters Xi , X2, X3 No red u n d an t p a ram eters  
No trigonom etric  functions Infin ite  for ISO0 ro ta tio n

Table. 3.1: Comparison of SO(3) parameterizations

Table 3.1 compares the three parameterizations considered in this section. As 

mentioned previously, which parameterization one chooses may depend on the 

application and the available analysis techniques. In this thesis, the majority 

of the control design will be done using the Euler angles parameterization.

3.3 Stabilizability Analysis

In this section we investigate the stabilizability properties of the underactuated 

spacecraft. Henceforth, we will use the kinematic equations from the Euler 

angles parameterization developed in §3.2.1. The resulting system is

(ill = Ui (3.23a)

UJ2 = U2 (3.23b)

073 — CtUJi&2 (3.23c)

4> = u>i + (o>2 sin 4> + uiz cos <f>) tan 9 (3.23d)

9 = uj2 cos <j> — to3 sin <f> (3.23e)

ip = (ui2 sin 0  +  0:3 cos 0) sec 9. (3.23f)

We assume that a  /  0 since otherwise is unaffected by the control and 

thus the system is not stabilizable or controllable. Let x  =  (071,072, 073, 0 ,0 ,0) 

denote the state variable of (3.23) defined on the open set

M =  {a; G K6 | o;i, 072, G R, ip, 0 G (—tt, 7t), 9 G (—tt/2, tt/2) }. (3.24)

From (3.23e) and (3.23f) we observe that the system is at an equilibrium if 

and only if o72 =  0J3 =  0. From (3.23d) this implies that ui =  0. Therefore, 

the set of equilibrium points of the underactuated spacecraft are

{(wi,w2,^3,<M,V0 G M : lji = lo2 =  073 = 0}.
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In words, all possible orientations are equilibrium points when the system is 

uncontrolled and has zero velocity. If gravity were present this would not 

be the case as a non-zero control would be required to counter the affect of 

gravity. We start the stabilizability analysis by studying the system’s linear 

approximation about an equilibrium point. Let x e = (0 ,0 ,0 ,0e, de,'tpe) be an 

equilibrium point of (3.23), and let A x — x — x t . The linear approximation of 

(3.23) about xe is

'0 0 0 0 0 O' rl O'

0 0 0 0 0 0 0 1

0 0 0 0 0 0
Arc -f-

0 0

1 sin (<pe) tan(0e) cos (<j>e) tan(0e) 0 0 0 0 0

0 COS(fpe) -  sin(0e) 0 0 0 0 0

0 sin(d>e) sec(0e) cos(d>e) sec (de) 0 0 0_ 0 0_
(3.25)

By inspection, the only eigenvalue of the linearization is A =  0 with algebraic 

multiplicity m\ =  6. The controllability matrix of the linear approximation is 

' 1 0 0  0 0 0 0 0 0 0 0 0 '

0 1 0  0 0 0 0 0 0 0 0 0

0 0 0  0 0 0 0 0 0 0 0 0

0 0 1 tan (de) sin (4>e) 0 0 0 0 0 0 0 0

0 0 0 cos (4>e) 0 0 0 0 0 0 0 0

0 0 0 sm(4>e) sec (6e) 0 0 0 0 0 0 0 0 _

Clearly, the linearization of the spacecraft about any equilibrium is uncon­

trollable and the uncontrollable eigenvalue is at the origin. Therefore, the 

two-input spacecraft cannot be asymptotically stabilized to an equilibrium us­

ing linear feedback. We are thus in the critical case (see §2.1) of determining 

whether the system can be asymptotically stabilized using C1-feedback.

Using Brockett’s necessary condition (Theorem 2.1.1), it was shown by 

Byrnes and Isidori (1991) that the two-input spacecraft cannot be asymptot­

ically stabilized about any equilibrium using continuous time-invariant static 

or dynamic state feedback. Due to its importance, we state and prove this
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F(x) =

result.

Theorem  3.3.1 (Byrnes and Isidori (1991)). The two-input spacecraft (3.23) 

cannot be asymptotically stabilized to any equilibrium using continuous time- 

invariant static or dynamic state feedback control.

Proof. The proof is by contradiction. Suppose that the two-input spacecraft 

can be asymptotically stabilized to the equilibrium xe by a continuous time- 

invariant control. Let u =  {u1{x),uo{x)) be such a control. Then, by Brockett’s 

condition, the closed-loop vector field

tii (a;) 
u2(x) 
auiUo

uii +■ sin <t> + u>3 cos p ) tan 9 
uio cos (j> — u 3 sin cp 

(u>2 sin <p + luz cos p )  sec 9

must be onto a neighbourhood of the origin. However, no point of the form 

(0,0,6,0,0,0), for 5 arbitrarily small, is in the range of F, which is a contradic­

tion. Hence there does not exist a continuous static time-invariant feedback 

asymptotically stabilizing (3.23). In the case of dynamic feedback, suppose 

that q is the dimension of the compensator state. Then no point of the 

form (0, 0, 5,0, 0, 0, . . . ,  0) € R6+9 is in the image of the closed-loop vector 

field, which is a contradiction. Thus, (3.23) cannot be asymptotically stabi­

lized using dynamic state time-invariant feedback either. This completes the 

proof. ■

The above result demonstrates that any controller that locally asymp­

totically stabilizes the two-input spacecraft must necessarily be time-varying 

and/or discontinuous in the state. This does not, however, rule out the pos­

sibility that there exists a control that brings the spacecraft to an arbitrarily 

small neighbourhood of an equilibrium.

3.4 Controllability Analysis

We begin the controllability analysis by studying the accessibility of (3.23) 

from any point in M. For this, let /  denote the drift vector field, and g\ and
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<72 the control vector fields of (3.23), that is,

0 T 'O'
0 0 1

aui\UJ2 0 0
oji + (u>2 sin 4> + lu3 c o s  <f>) tan 9 > 9i = 0 : 92 ~ 0

ojo cos 4> — ujz sin 0 0 0
(lvo sin 4> + u)3 cos <p) sec 9 0 0

Proposition 3.4.1. The underactuated spacecraft (3.23) is accessible for every 

x  € M if and only i / a ^ O .

Proof. We must show that that accessibility algebra of the system has full 

dimension at any x  € M provided a ^  0. Using Lemma 2.2.1 the elements of 

the accessibility algebra will be linear combinations of elements of the form

where X* € ^  = { / ,9i, go} for i =  1,. . . ,fc for k > 0. The relevant Lie 

brackets are

■Xi =  [/, sa] =  (0,0, -o w 2, -1 ,0 ,0 )

X2 =  [/, <?i] =  (0,0, — au}i, — tan 9 sin 0, — cos d>, — sin <fi sec 9)

Xz — [[/> 5i] j 92} =  (0,0, a, 0,0,0)

■̂ 4 =  [/’ =  (0,0,0, — a tan 9 cos (f>, asm<j), — a cos (f> sec 6).

Arranging the vector fields / ,  51, go, and the Xi, for i =  1 ,... ,4, as columns 

of a matrix and then taking the determinant yields — Therefore, if a ^  0 

then the accessibility algebra will always span a six dimensional space and 

thus (3.23) is accessible at any x  6 M . If a =  0 then u>z will be constant for 

all time and thus the set of states reachable from any x  € M will contain an 

empty interior. This completes the proof. ■

Hence by definition, the set of points that can be reached from any point 

in M will contain a non-empty interior provided the uncontrolled axis is not 

an axis of symmetry. To determine if an equilibrium will be in the interior of 

the reachable set we directly apply Sussmann’s sufficient condition, Theorem 

2 .2 .2 .
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P roposition  3.4.2. The underactuated spacecraft (3.23) is small-time locally 

controllable at any equilibrium if a,nd only if a ^  0.

Proof. If a  =  0 then the system cannot be small-time locally controllable 

since it is not accessible. Now suppose a  ^  0 and choose 6 = 1. We 

must show that every bad bracket can be written as a linear combination 

of lower-order brackets at an equilibrium. Since 6 = 1, every bad bracket 

must have an odd degree. The first bad bracket is the drift vector field, 

but since it vanishes at any equilibrium it can be trivially written as a lin­

ear combination of any bracket. The only third order brackets that are bad 

are [[f,gi],gi] and [[/,52]-52]: and these can be shown to be identically zero. 

Since span{f, gi, g2, X \,  X 2, A^A^Kx) =  R6 for all x E M then bad brackets 

of order five or greater can be written as a linear combination of lower-order 

brackets. This completes the proof. ■

The controllability analysis above demonstrates that when the underactu­

ated spacecraft is at an equilibrium it will be possible to steer it in any direc­

tion we wish. However, even though the underactuated spacecraft possess this 

strong controllability property at an equilibrium, it cannot be asymptotically 

stabilized to an equilibrium using continuous state feedback control as shown 

in Theorem 3.3.1. This result is radically different to the situation for linear 

systems. As a matter of fact, if a linear system is controllable then there exists 

a smooth (even linear) control that will asymptotically stabilize the system. 

Nonlinear systems do not enjoy this useful property. Examples of nonlinear 

systems that are locally controllable about an equilibrium but fail to be stabi- 

lizable have been known for some time ((Sussmann, 1979), (Brockett, 1972), 

(Aeyels, 1985)). As another example, it can be easily shown that Brockett’s 

system (Example 2.1.1) is small-time locally controllable about any equilib­

rium, and yet it is not possible to asymptotically stabilize it using continuous 

state feedback control. The non-existence of locally stabilizing continuous con­

trols for locally controllable system has lead to the investigation of broadening 

the class of controls used for stabilization, in particular, time-varying and/or 

discontinuous controllers. Coron (1995) showed that if a general system hav-

55

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



ing the form x = f(x , u) (with the state dimension greater than or equal to 

four) satisfies a controllability and accessibility property at the origin then 

the system is locally smoothly stabilizable to the origin in small time using 

a periodic time-varying feedback law. Similarly, Clarke et al. (1997) showed 

that if a system having the form x  =  f (x ,  u) is “asymptotically controllable” 

to the origin then it can be globally stabilized by a discontinuous control.
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Chapter 4 

Flatness and Open-loop M otion  
Planning

We begin the chapter by proving via direct calculation that the underactuated 

spacecraft with principal inertias satisfying

is flat. A similar calculation first appeared in Rouchon (1992) for the different 

case a = 1 using a 3-1-2 Euler angles parameterization. Although both cases 

a  =  ±1 are similar, it has not been explicitly shown that flatness can be 

deduced for both cases of a using a single Euler angles parameterization. 

However, the dependence of flatness on a clearly demonstrates that flatness 

is a geometric property of the underactuated spacecraft and hence should not 

depend on the kinematic parameterization used.

The expressions obtained for the state and input in terms of the flat output 

and its derivatives contain a singularity. Nonetheless, we are able to design a 

flat output reference trajectory such that the spacecraft is steered from a given 

initial equilibrium to a final desired equilibrium while avoiding the singularity. 

In general, the presence of singularities in the expressions for the state and 

input is a common phenomenon for flat systems. In fact, Luca and Benedetto 

(1993) show that the presence of singularities for nonholonomic flat systems is 

structural. For “simple” singularities, as in Luca and Oriolo (2002) and Oriolo 

et al. (2002), one may be able to develop criteria on the reference trajectory 

that guarantees that the system will not reach the singularity. In special cases,
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one can also take advantage of the geometry of the system to “blow up” the 

singularity, see for instance Fliess et al. (1993) and Rouchon et al. (1993).

4.1 Flatness of the Underactuated Spacecraft

In this section we show by calculation that the underactuated spacecraft is 

flat for the special case a =  —1. The flatness property will be shown using a 

3-2-1 Euler angles parameterization discussed in §3.2.1. For convenience, we 

rewrite the full dynamic and kinematic equations:

Let x  = (lji, u i 2 ,  < p ,8, i p )  denote the state vector of system (4.1). Recall that 

equations (4.1) are defined on the open set

M =  | l  6  R6 | Ul2i a?2  £  Ip i  0  £  ( —7Tj 71") j 8  £  (—7T/2, 7T/ 2)

In general, finding a flat output for a system is a difficult task. However, from 

the structure of equations (4.1) we can deduce that if a flat output exists then 

it must necessarily depend on i p .  To see this, notice that i p  does not directly 

affect the dynamic behaviour of the states u>i, u>2, ^ 3, and 0 . From this 

observation we state the following.

P roposition  4.1.1. I f y  = h(x) is aflat output of system (4.1) then it explic­

itly depends on i p .

Proof. Suppose that y = h(x) does not depend on i p .  Then the derivative 

of y of any order will not contain i p  and consequently i p  cannot be written 

as a function of y and its derivatives. Therefore, y =  h(x) cannot be a flat 

output. ■

ii?3 =  aui-[pj2

4> = cji + (u>2 sin (p + uJz cos <p) tan 8

9 = u>2 cos 0  — 0J3 sin 0

'tp =  (u;2 sin (p + uz cos cp) sec 8.

U) 1 =  Ui

UJ2 =  U2

(4.1a) 

(4.1b) 

(4.1c) 

(4-ld) 

(4-le) 

(4-If)
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Next, we state and prove the main result of this section.

P roposition  4.1.2. The two-input spacecraft (4.1) with a = — 1 is flat, and 

a flat output is y =  (6, if).

Proof. We must show that the state x  and input u can be expressed in terms 

of y and a finite number of its derivative. Denote (2/1, 272) as the components 

of the output. By definition of y we can write that 0 =  2/1 and ip =  2/2- Now, 

notice that (4.1d) can be written as

4> =  w i  +  £2 s i n  2/1,

from which we obtain that

wi =  0-2 /2  sin 2/1. (4.2)

Prom (4.1e) and (4. If) we obtain that

w2 =  ill cos 0 +  2/2 sin 0 cos 2/1 (4.3a)

o;3 =  —i/i sin (p + yo cos 0  cos 2/1. (4.3b)

Now we need to express 0  in terms of y and its derivatives. From (4.3b) we 

obtain

u>3 =  —yi sin 0 +  y2 cos <p cos 2/1 — 2/22/1 cos 0 sin 2/1 — 0 (2/1 cos 0 +  2/2 sin 0  cos 2/1) 

=  - i/i  sin 0 +  2/2 cos 0 cos Vi ~  202/1 cos 0 sin 2/1 -  0w2. (4.4)

From (4.1c), (4.2), (4.3a), and (4.4) we obtain

C*[(a -  ^ )y m syi +  2/20/J -  S*(j/1 -  Q-ylsy^f) = 0 (a  +  1 )U2, (4.5)

where we have used the short-hand notation sx =  sinx and cx =  cosx. If 

a =  — 1 then the right-hand side of (4.5) vanishes and we can thus solve for 

0, the solution being

0 =  atan2 (r2, r i ) , (4.6)

where we have defined

n  = 2/1 + y 2 sin 2/1 cos 2/1
(4.7)

r 2 =  y 2 COS 2/1 -  2012/9 s m  2/ 1,
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and atan2 is the “smart” arctangent function defined in (3.17). To finish, we 

differentiate (4.2) and (4.3a) to obtain expressions for ux and u2 in terms of y 

and its derivatives. This proves that (4.1) is flat with flat output y = (9, ip) 

when a = —1. ■

The explicit expressions for the state x  and input u in terms of y and its 

derivatives are

r2rx -  rxr2 . . , ,
wi =  — 9- — 2------ 2/2 sin yx (4.8a)rx +  r l

^  ™  +  {4 8b)
( r ;+ r j)=

(4.80
(rj +  r | ) 2

<f> = atan2 (r2, r x) (4.8d)

9 = yx (4.8e)

i> =  2/2 (4 -8f)

u i
(r2ri -  r ir2)(r2 +  r\) -  2(r1r 1 +  r2r 2)(r2ri -  rxr2)

(r? + r 22)2
-  y2 sin yx -  y2yx cos yx (4.8g)

(rxyx -  r2y2yx sinyx +  r2y2 cosyx)(r\ +  r |)
U o  =  --------------

(r2 4 -^ )2
(rxr2 -  r2rx)(rxy2 cosyx -  r2yx) 

(r2 +  r |) i
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where

n  =  V i) + V2V2 sin(2 2/a) +  y\yx cos(2yx) 

h  = (y23) ~  2y2y?) cosyi -  (3y2yx +  2y2yi) sinyi

h  = y[4) + (yf +  y2y23) -  2y\yl) sin(2 yx) +  (4yxy2y2 +  y\yi) cos(2 yx)

From the proof of the previous proposition, it is not hard to see that any 

output of the form y =  h(6, i p )  where (0. i p )  i—>• />.($, i b )  is a diffeoinorphisin is 

also a flat output of system (4.1). Indeed, if h is invertible then there exists 

a map /i-1 such that {6. U) =  h_1(y1,y2). We can then perform the same 

procedure as in Proposition 4.1 with (9,^ )  replaced by /i_1(yi,y2).

When <y. = — 1 the principal inertias satisfy I x + /3 — To =  0. Using the 

formulas for the principal moments of inertia (3.10), it is straightforward to 

show that this condition is equivalent to

Since the smooth function f  : V  R given by / ( x, y, z) = y~p(x. y, z) is 

non-negative, (4.9) implies that the set

has (Lebesgue) measure zero (Rudin, 1987). This implies that {(x,y,z) € 

V  | p(x, y, z) ^  0} has measure zero. Geometrically, this situation corresponds 

to a two-dimensional body in space, and hence can be seen as the limiting case 

of a “real” three-dimensional body occupying a volume. Nonetheless, a  =  ±1 

is still a case of interest since it may be used to better understand the more 

general case a ^  ±  1.

Let x  =  A(y, y. y, y ^ )  be the map given by the right-hand side of (4.8a)- 

(4.8f) and u =  25(y, y, y,?/3\ y ^ )  the map given by the right hand side of

h  =  (2y2yx -  4y f}yi -  5y2yx -  2y2yi3))sinyi

+  (y24) -  5y2yj -  6y2yiyi) cosyx.

(4.9)

{(*, y ^ ) e v \  /(x , y, z) #  0} =

{(x, y, z) € R3 I y ^  0} n  {(x, y, z) e  V | p(x, y, z) ^  0},
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(4.8g)-(4.8h), that is,

,I2̂ f - y 2 sinyi
r \ y \ ' 3r T o y 2  CQSt/i 

( r f + r § ) 2  

T \V 2 COS 3/1—j)i 7*2 

( r j + r | ) 2

atan2 (r2,ri)

2/i

(4.10)

®(y) =

2/2

( r o r i — f i r o V r r + r ? ) —2 ( r i r i + r 2 r 2 ) ( i 127'l —^ 1 ^ 2 )  • • • „ „ „  „
1 (rf+rl)2 -----------  “  S111 “  y C0S

( n i / 1  —r i y z y \  s i n y i  + r o y 2  C O S y i) ( r ? + r f  ) + ( n r 2  — ) ( n  j r ;  c o s y x - r z i n )

(r?+rl)2
(4.11)

where y =  (y, ?/,..., y ^ ) . The maps A and B have a singularity when r\+ r\  =  

0. A straightforward calculation using the dynamic equations (4.1) shows that

r\ +  r\ =  {u2 — U1U3)2. (4.12)

Therefore, r f+ rf  =  0 if and only if uo—W1W3 =  0. Due to the importance of the 

expression rf +  rf in subsequent analysis, we define the mapping r : E2 —*• R+ 

as

r(y) = r[yi, y2) = r\ + rl = (yi +  yf cos yx sin y i f  +  (y2 cosyi -  2yiy2sinyi)2.
(4.13)

Notice that when y =  y =  0 then r(y1: y2) =  0. This situation can occur, for 

instance, when the system is at an equilibrium.

4.2 Open-loop M otion Planning

In this section we consider the problem of designing an open-loop control 

that steers the flat underactuated spacecraft (4.1) (a =  —1) from an initial 

equilibrium x x — (0,0,0, <2>i, 9X, 0i) at time t  =  £x to a final equilibrium x2 =  

(0,0, 0, 02, @2, 02) at time t = t2, that is, we want to solve the motion planning 

problem for the particular case of rest-to-rest motion. Since the system is flat,
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to solve the motion planning problem we must design the flat output reference 

trajectory yd(t) so that it satisfies

x i = A ( y d(ti),yd(ti), yd(ti),yd] (*i)) 

yd{t2) , y f { t 2)),

where A  is given by (4.10). Once a reference trajectory is constructed satisfying 

the above constraints, the control steering the system from x\ to x 2 will be 

given by

u{t) =  3  (yd(t), yd(t),pd(t), yd ] it), y {d ] (*)) >

where 3  is given by (4.11). If the maps A  and 3  do not contain a singularity at 

the end-points, then it would be sufficient to only impose conditions on yd(t) up 

to its fourth order derivative. However, since the maps A  and 3  are undefined 

when r(yd(t)) =  0 (recall (4.13)), the flat output reference trajectory must 

also be designed so that when r(yd(t*)) =  0 for some t* € [fy, t2], the maps A  

and 3  can be prolonged into sufficiently smooth mappings at t*, for example, 

at least continuous. Furthermore, since the system will be steered from one 

equilibrium to another, for a smooth initial and final motion the control u(t) 

must be zero at the times fy and t2. More precisely, since u(t) = 0 for t  < fy 

and t > t2, we must set u(ti) = u(t2) =  0 to obtain continuous controls at fy 

and t2. We could also impose the constraints u(ti) = u(t2) = 0 for an even 

smoother motion. These extra design constraints will impose extra conditions 

on yd(t)- As will be shown, a de L’Hopital’s Rule analysis can be performed 

to yield conditions on ydit) so that all the constraints are satisfied. The idea 

of using a de L’HopitaFs Rule analysis to construct an open-loop control the 

steers the spacecraft from rest-to-rest has been previously considered in the 

work of Adam (2004) and discussed in Oriolo et al. (2002) for the open-loop 

design of wheeled mobile robots. We take a similar approach as in Adam 

(2004) but obtain lower order conditions on ydit) at the end-points.

We begin the design of the flat output reference trajectory, yd(t), by first 

considering the aforementioned conditions u(t{) =  u{t2) =  0. As mentioned 

previously, these conditions are necessary so that the system undergoes a
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smooth motion from the initial equilibrium to the final equilibrium. From 

(4.8g)-(4.8h), we observe that if ri(t*) =  r 2(f*) =  0 for some t* E [ti, 2̂], then 

the controls are undefined, specifically, the indeterminate form of the type jj 

results. If yd{U) 7̂  0 and yd{U) 7̂  0, for i = 1,2, then in general, u(ti) 7̂  0 

from (4.8g)-(4.8h). However, if

then r(yd(ti)) =  0, for i =  1,2, and consequently u(t{) will be undefined. In 

this case, we can perform a de L’Hopital’s rule analysis to design the higher 

order derivatives of yd{t) at fi and t2 so that limt_ ti u(t) exists and is equal to 

zero. To this end, let us first define

(de L’Hopital’s Rule was applied four times). Substituting the expressions for

Vd(U) = Vd{U) =  0, for i =  1,2 , (4.14)

Qi = (hri -  r i r 2)(rf +  rf) -  2(r^x +  r2r2)(r2ri -  r :r2)

92 =  (rl +  r22)2.

Assuming (4.14) holds then

lim ui(t) =  lim
t—ti t~ u

where L’HR refers to de L’Hopital's Rule for determining limits of the form [j

for i =  l ,2  and j  =  1,2,3 (see Appendix B), and with the assumption of
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(4.14), we obtain

A  cos 0 M 5)0<3) -  0( V 3)) limui(t) =  lim — ----------------- -r-
l - u  y  6  ( ( e w f  +  COS 0 ) 2J

3cos0 (^,(4)0(3) _  0(4ty(3)) (fl(3)0(4) + ^ (3 ty (4 ) ) \

6 ^(0(3))2 4- cos#)2)

From the above equation we observe that by setting y ^ \ t i )  7  ̂ 0, and y ^ \ t i )  =  

y ^ \ t i )  =  0, then the above limit exists, and is equal to zero. A similar analysis 

can be done for the control u2(t). For convenience set

?3 =  (Tx9 — r2ip9sm9 +  r 2̂ > cos 0)(r2 + rf) 4- (74 r2 — r 2ri)(ri?/;cos0 — r 20)

54 = (**?+ *2)*.

Then,

lim «2(t) =  lim ( — ] 
t—ti “ t—u \ q 4 J

■ '»(?)
1 (2)

=  -  lim , . ^ - a ■. ^ - \ (expanding g f '*)3  t —*»tj (n n + r 2 r 2 )* + (r ^ + r ? ) ( r f+ r j“f-r ir i+ r2 r2 ) \  x- o  1 4  /

( r f + r | ) 2

1 g52)(rf +  r|)5
=  v lim3 i—u {nfi  +  r2r2)2 4- (rj 4- r |) ( r f  4- r2 4- n f j  +  r2r2)

I A  __________________ £ __________________
3 11—13 (rin  4- r2r2)2 4- (rj 4- rj)(rj 4- r2 4- r ^ i  4- r 2r2)

lim(r3 4- r'o) 2

B

The last equality holds if each limit A  and B  exist (limit law for products). It 

is clear that B  exists and is equal to zero. To determine if A  exists we first set

<74 =  (q fi 4- r 2r2)2 4- (r2 4- r 2)(r2 4- r |  4- q r'i 4- r 2r2).
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Then, assuming (4.14) holds and applying de L’Hopital’s Rule twice, we obtain 

€tA = lim % -

n{4)L ’H R  %=  hm-zjrt-ti £(-)

( f i ) 3 8 ®  +  f i d ^  ( r 2 ) 2 +  c o s 8  ( ( t ^ ) 3 ( r i ) 2)

=  2 f t -------------------------------- ----------------------------------------------

9  j- ( $ ^ ) 4 +  2  ( 9 ^ ) ~  c o s  9 ) '  +  COS0)4 

£~*£< ( ( 0 ( 3) ) 2 +  ( ^ c o s 0 ) 2) 2

=  2 limt->t
^(#(3))2 +  [ip^ cos 0)“j

((0(3))2 +  (^(3)cOS0)2) '

=  9

Since A  and B  exist, and 5  =  0, then limt_ tj u o { t )  = 0. Therefore, if the flat 

output reference trajectory y d ( t ) satisfies (4.14), y f \ u )  ^  0, and y ^ i U )  = 

y f \ t i )  = 0, for % =  1,2, then the control inputs U i ( t )  and u o { t )  will tend to 

zero at t =  t i , t2. We can therefore define the input,

=  f ‘B i . y d ( t ) : y d ( t ) , y d { t ) , y f ) ( t ) , y ^ ) ( t ) ) : t  e  ( f i , f 2)

U  \o, t =  t1, t2.

By construction, the input (4.15) is continuous as t  —> t f  and as t —► - If

the reference trajectory is such that r(ya(t)) > 0 for t  G { t i . t o ) ,  that is the 

singularity is avoided, then the control (4.15) is smooth on (ii, £2)-

Now we investigate the relationship between the initial and final configu­

rations X\ =  (0.0.0,0 \ , 8\, ipi) and x2 =  (0,0,0,02, #2, B2), respectively, with 

yd{t) and its derivatives at t =  ti for i =  1,2. For compatibility with the 

initial and final configuration of the spacecraft with those of the flat output 

components we must set

Vdih) = and yd(t2) = (92,^ 2)- (4.16)
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The conditions that must be imposed on yd{t) so that it is compatible with 

the known initial value <j)\ and the desired final value (po can be determined 

using the expression relating <j> with the flat output, namely (4.8d). However, 

since we have imposed the conditions y<i(U) — tid{U) = 0, we cannot use (4.8d)

directly because we have an indeterminate form of the type [j. Therefore, we

must look at the limiting behaviour of <j> and apply de L’Hopital’s Rule. For 

now, assume that \(t>i\ < f . Then,

(  r 2lim 6 =  lim arctan —t—u t—u \ n

( t r2=  arctan lim —\ t—u n

L=R arctan ( lim P-\t-~ti r2

. ij}^ cos 9 
= arctan lim

t—u 0(3)

Hence, for compatibility with the initial value <frl and to assign the final value 

<p2, it is necessary that for i =  1,2,

* =aictan(,— w m — ) ’

or equivalently

i>(3){U) =  4 | l t a n W .COS { y [ t i } J
If f  <  \4>i\ < 7T then the same type of calculation can be performed using the 

definition of atan2 given in (3.17). The resulting expression for for all

cases of |<fo| < it is

”±  S, for 4>i — ±  |  where 5 > 0,
(3) (4 -17)

< iS (S ) tan( ^ ) ’ otherwise.

Although (4.17) is necessary for compatibility with the initial angle 4>i and 

the reference trajectory, and for assigning the final value <?i>2, we must also take
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care in choosing the sign of 9^{U) for i =  1,2. For instance, if fa = fa = 45° 

then 9 ^ ( t i )  >  0 but 9 ^  (to) < 0. The difference in the sign is because when 

the system arrives at the angle cj>2 =  45° it does so with direction pointing in 

the third-quadrant. Figure 4.1 shows the appropriate sign of 9^(ti)  for the 

different values of fa corresponding to the four quadrants in R2.

F igure. 4.1: Sign of 0®(£j) to ensure that fa is appropriately assigned, for

Finally, we must analyze the behaviour of u?i,u)o, UJ3 in terms of the reference 

trajectory. Thus far, the conditions on the derivatives of yd.it) at t =  U are

y{J \ t i )  = 0 for j  = 1,2,4,5 and y f \ t i )  ^  0, for 2 =  1.2. Now, for uii we have

eW{h)<o 0
0<3>(t2) > O  0<S)( t2)<O

0<3>(<i )< o  0<3)( i i ) > O

0<3>(i2) > O  f l^ ( t2) < 0

limtui(t) =  limt—ti t—ti
roti — Tiro

9 . *>rf + rz
-  y2 sm yx

f  cos (9 )(tp^9^  — 9 ^ fa 3')) 
=  ^ 2(9^ ) 2 + 2(fafa°-
=  0 ,
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since yP(U) =  0 and y f \ t i )  ±  0 for i =  1,2. Similarly, for u>2 we have 

limo;2(f) = l i m f r ^ + r ^ .C-̂
t-u  t—u \ (r 2 +  r?)5 J

L- R lim I T m  + riVir‘iy ‘1 cos Vl +  r2V2 cos Vl ~  yir2y2 sm Vl 
t~'ti I +  2r2r2)~s

= 2 lim t—u {hyi + n y i h m  COSyi +  r2y2 cosy1 -  yxr2y2 sin yx) 

(2 rifx +  2 r2r2)̂

=  0,

since yd(£i) = y<i(U) =  0 for i =  1,2. Finally, for ^’3 we have

Umu,3(f) =  h m f ! i ^ l f M )
t—u t—̂  ^ (rj +  r^)2 J

L=R lim I ^  cos2h +  r i^ icos 2/1 -  n i l  s'm vi -  yir 2 -  y i h ] 
t-rti |(2 rir i +  2r2r2)_5 J

(hyi  COS yi +  r ijji cos sin yx -  yxr2 -  yxr2)

(2rxri +  2r2r2)5

=  2 lim 
t—u

=  0,

since yd(U) = yd(.U) = 0 for i =  1,2. Therefore, if y^iU )  =  0 for j  =  1,2,4,5 

and y f \ t i )  7̂  0 , for i =  1,2, then the spacecraft is steered from rest-to-rest.

In summary, to steer the spacecraft from an initial equilibrium x x = 

(0,0,0,0i,0i, V ’l) to a final equilibrium x2 =  (0,0,0, <?2, 6fy fy>), a reference 

trajectory y<i{t) can be designed satisfying the following conditions:

Cl: 2/dfyi) =  and S/dfo) =  (̂ 2,^2)

C2: y^piti) =  0 for j  = 1, 2,4,5 and i =  1, 2

C3: y f \ u ) must satisfy (4.17) and the sign of (^) must satisfy the con­

ditions in Figure 4.1.

69

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



Prom C1-C3 we observe that there are a total of twelve conditions (six at 

each end-point of the motion) on each component of the flat output reference 

trajectory yd{t).

Now we design a flat output reference yd(t) = (yd,i(t),ydo(t)) = {9d{t),ipd(t)) 

satisfying the conditions C1-C3 using the procedure discussed in §2.4.2. We 

choose a polynomial reference trajectory having the form

JV-l
VdM  = Y

k= 0

for i = 1,2. To impose a square linear system of equations for the coefficients 

a\ we set N  = 12. The resulting linear system of equations for % =  1 is

'  1 *1 ••• *5 *i ••• ^  '

0 1!(D ••• 1!(!M IKS*? - l!(1i)*i°

0 0 -  5!© 5!0 * i  ••• 5!(V)i?

1 t2 to *2 ••• t i1

0 K ) . . .  V .Q 4 ••• 1!©)4°

0 0 ••• 5!© 5!© t2 ••• 5 - O i

al

aio

ni

Bi
0
0

0
0
e2
o
o

fl(3) 
V2,d
0
0

From Proposition 2.4.1, the resulting linear system of equations will have a 

unique solution for the a\ for k =  0 , . . . ,  N  — 1. Assuming ti =  0 (without loss
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of generality), the non-zero coefficients for the yd,i(t) =  9d(t) trajectory are 

a] = 9i

4  = (  92

“  3  ( ~ T  ^ +462(fe “  w  "  J

a] =  i  (3 5 9 2 2  +  1980(9, -  9,j +  22«® (|)

2  = |  ( - 3 6 9 2 2  +  3465(9, -  9,) -  y  9 ® t^  (4M >

=  if  ( x  ^ + 3080(6,1 “  W  +  T  ^

“!o =  ( -2 0  9?>? +  1386(9, -  9,) -  y  9g>((

= t? G ̂  + 252(Sl ~ e' ) +  \  ’
where 9-SJ  =  9 f \ t i )  for i  =  1,2. Replacing 0 with ip in the above expressions 

for the coefficients gives the non-zero coefficients for the ip trajectory.

4.3 Simulation: Open-loop M otion Planning

In this section, we simulate the open-loop control, designed using the algorithm 

of the previous section (§4.2), that steers the spacecraft from rest-to-rest start­

ing from the initial orientation fa = 120°, 9i =  80°, fa  =  —120° to the final 

orientation fa =  —120°, 62 =  —80°, fa =  120. Setting 9 ^ \ t i )  =  —3.5 and 

0 ^ ( i2) =  0.2 results in (via equation (4.17)) ip f \ t i )  =  34.9 and i p f \ t 2) =  2.0. 

Although there are an infinite number of choices for 9^\U )  and ip^(U), this 

choice ensures that the singularity r(yd(t)) =  0 is not reached in the interval 

(£1, £9) (see §4.4). The reference trajectory ydfa) that results from this choice of 

parameters is shown in Figure 4.2, and it satisfies r(^(£)) > 0 for £ € (£1, to), 

as shown in Figure 4.3. Using the constructed fiat output reference trajectory 

one can then use (4.8g)-(4.8h) to obtain the open-loop controls that steer the 

system from the given orientation to the final desired orientation. The result 

of an open-loop simulation is shown in Figure 4.4. As one can observe, the 

open-loop control steers the system from the initial to the final equilibrium.
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S am ple R eference Trajectory

[degs]

time [sec]

Figure. 4.2: Flat output reference trajectory for parameter values d f \ t i )  =  
-3.5, d f { t 2) = 0.2, 4 3)(ti) =  34.9 and Tpf}(U) = 2.0.

2.5 31.5
time [sec]

20 0.5 1

Figure. 4.3: Singularity r(yd(t)) for parameter values = —3.5,
d f \ t 2) = 0.2, = 34.9 and = 2.0, the trajectory yd(t) satis­
fies r{yd{t)) > 0 for t  G (h , t2).
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Figure. 4.4: Open-loop control: Initial angles are 0 i =  120°,9X =  8O°,0i = 
-120°, final angles are 02 =  -120°,02 = —80°,02 =  120°, and trajectory 
parameters are y<f(fi) = (—3.5,34.9) and 2/ ^ 2) =  (0.2,2.0).

In practice, the performance of the open-loop control will be reduced by 

external disturbances, modeling errors, and the uncertainty of the initial con­

dition. For instance, suppose the actual initial condition of the spacecraft is 

such that 0i =  125°, 8X = 85°, and 0 a = —115°, instead of the assumed initial 

conditions (pd,i = 120°, 6d,i =  80°, and ibd,i =  -120°. Then, applying the 

same open-loop control yields a final orientation 02 =  —150°, 82 =  —81°, and 

•02 =  150°, as shown in Figure 4.5. The error in the final Euler angles are 

02 — 0d,2 =  —30°,02 — 8d,2 =  1°,02 — 0d,2 =  30°. Thus, if an open-loop control 

is used, a  small initial deviation in the orientation can cause a large deviation 

from the desired orientation. However, the open-loop control design is impor­

tant because it generates a feasible state trajectory from one equilibrium to 

another and constructs the corresponding nominal control. Furthermore, the 

resulting reference trajectory can be used in a feedback trajectory tracking 

controller.
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Figure. 4.5: Open-loop control with initial state error. Error in final angles 
are <p2 -  id ,2 =  -30°,92 -  9d<2 =  -  i ’d,2 =  30°.

4.4 Avoiding the Singularity

In the open-loop design of the previous section, the reference trajectory yd(t) 

was designed so that

r(yd(*)) > 0, for t E (ti , t2). (4.19)

Condition (4.19) guarantees that the open-loop controls are smooth functions 

of time for t G (ti, t2). Condition (4.19) was satisfied by appropriately assign­

ing the values

y f ( h )  =  ( o f  ( J . w f  (f.)>

y fH h)  =

Indeed, from (4.18) we observe that once the initial and final angle of 9 are 

given, the values of y f \ t i )  and y f \ t 2) completely determine the reference 

trajectory and thus determine whether (4.19) is satisfied. Since i f \ t i )  is 

determined by via equation (4.17), condition (4.19) really only depends

on two parameters, namely, O f\ t i )  an 9 ^ \ t 2). Ideally, one would like to 

know in advance if there exists values for 9 f \ t i )  and 9 ^ \ t 2) so that (4.19) is 

satisfied. A direct approach to solving this problem would involve determining 

how 6® (U) affects the solution of the nonlinear equation

r(yd(t)) = (yd,i(t)+fd,2(t)sin(yd7l (t))cos(yd̂ (t)))2

+ (cos(ydil(t))ydi2(t) -  2yd,l (t)ydo(t) sm(yd,x( t ) ) f  = 0 (4.20)
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for t € (ti.to). Once a solution t* for (4.20) is found (if it exists at all), we can 

assign and d f \ t 2) so that t* ^ (fi,to)- and thus ensure that (4.19) is

satisfied. However, the complexity of equation (4.20) is such that a closed form 

solution cannot be found, and therefore, we are forced to consider numerical 

methods to obtain values for and 8f \ t 2). Let

2 =  (0S3)(i i)^S3)(t2),V'd3)(ti) ,^ i3)(t2))!

and e > 0 be a small positive number. The problem of avoiding the singularity 

is solved if we can find a point 2 which belongs to the set

Q =  {2 G I 4 I CeqC<0 =  0, $ (2, t) < 0 for t e  (ti, t2)},

where Ceq is the relationship between 0^(fj) and given by (4.17),

$ (2, t) = e — r(yd(t)), where yd{t) is written in terms of the coefficients (4.18). 

Finding a point 2 in Q will ensure that the singularity is not hit. To obtain a 

point 2 S fl, we employ the Matlab command fseminf which solves a semi­

infinite constrained optimization problem. To be precise, fseminf solves the 

constrained optimization problem

m in{i?(2) | Ceq(z) =  0, 4?(2,f) < 0 for t € ( ti ,t2)},

where F  is some function we wish to minimize, Ceq(2) =  0 is a constraint 

on 2, and 4? (2 , t) is a time-varying constraint on 2. In our case, the function 

F  can be chosen to be a constant since we are just concerned with finding 

a point 2 satisfying the constraints and not necessarily minimizing a certain 

cost function. We can thus set F(z)  =  1 for simplicity. Note that once a point 

2* 6 Q is found (assuming fl is non-empty), then any other point arbitrarily 

close to 2* and in Q also solves the singularity problem since Ceq(z) and $ (2 , t) 

are continuous functions of 2 . This allows some flexibility in designing the 

flat output reference trajectory while remaining away from the singularity. 

For the specific trajectory considered in §4.3, the solution to the constrained 

optimization problem returned the value

2* =  = (-3.5,0.2,34.9,2.0),
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which was the point used in the previous section.

As mentioned at the beginning of this chapter, the presence of singularities 

in the expressions for the state and input of a flat system is common. Presently, 

there is no general method to avoid the singularities in the open-loop design 

and thus one must study each case separately.
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Chapter 5 

Flatness-based Closed-loop  
Trajectory Tracking

In this chapter we design a trajectory tracking controller steering the two- 

input spacecraft asymptotically to a desired equilibrium. The first phase of 

the controller consists in designing a flat output tracking controller using the 

Dynamic Extension Algorithm (DEA) of Zhan et al. (1991). The dynamic con­

troller brings the spacecraft to an arbitrarily small neighbourhood of a desired 

final equilibrium in finite time. Once the system has reached a neighbour­

hood of the final equilibrium, the control law is switched from the dynamic 

controller to the time-varying controller of Morin and Samson (1997). The 

two-phase controller yields an asymptotic tracking controller for large motions 

of the spacecraft. The flatness property of the spacecraft allows us to prove 

that the two-phase controller asymptotically tracks the state trajectory. In the 

feedback control design we assume that the Euler angles and angular velocities 

are measured.

5.1 Dynam ic Feedback Linearization of the Un­
deractuated Spacecraft

In many cases, a system may fail to have a well-defined relative degree at a 

point xq (§2.3.1), which occurs when the decoupling matrix is singular at x 0. In 

this case the Dynamic Extension Algorithm (DEA) can be used to modify the 

original system with a dynamic state feedback so that the extended system has
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a well-defined relative degree and possibly, after a number of iterations of the 

DEA, the extended system is feedback linearizable. Unfortunately, there is no 

guarantee that the DEA will be successful in producing a feedback linearizable 

system, and thus one can only hope that the DEA will succeed. Even for a 

flat system the DEA may not be successful even though a dynamic feedback 

does indeed exist (Theorem §2.4.1). From Theorem 3.3.1 we know that it will 

not be possible to dynamic feedback linearize the underactuated spacecraft 

about xq using the DEA (or using any other method that constructs a dynamic 

feedback). Indeed, either the algorithm will yield a system with the sum of the 

vector relative degree not equal to the dimension of the extended state or the 

decoupling matrix of the extended system will be singular at the equilibrium 

of interest. However, as will be shown, it is still possible to apply the DEA on 

the spacecraft to construct a dynamic feedback that is well-defined away from 

the desired equilibrium.

5.1.1 D ynam ic E xtension  A lgorithm  (DEA)

Consider the control-affine system

where M is an open set and h : M —»• JRTO is a smooth map. Suppose that 

the decoupling matrix A(x) has constant rank in a neighbourhood of rco € M 

and that it is strictly less than m  (the number of inputs). Denote Oi(x), for 

i = l , . . . ,m ,  the zth row of the matrix A(x). Then, because A(x) is singular, 

there exist a row of A(x) that can be written as a linear combination of other 

rows of A(x). By possibly rearranging the outputs, we can assume that it is 

the pth row which can be written as a linear combination of the first p — 1 

rows. More precisely, there exists p — 1 smooth functions Ci(x),. . .  ,Cp_i(a;) 

such that

m
x = f(x)  -1- ^^gi(x)iLi(x), x  € M C Mn, u € lRm, 

2—1

y = h{x).
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Also, we can assume that there exists integers io and jo such that cio (x) is not 

identically zero and

Oioiofco) =  LgjoLT; - % 0(xo) ±  0 .

Define the dynamic state feedback

Uj = vj, for j  =£ j 0

ujo ~
aiojo (•c)

m
(p{x) +  q(x)£ -

3= 1
(5.2)

f  =  V30:

where p(x) and q{x) are any smooth functions such that p(x0) =  0 and q[x0) = 

1. Applying the dynamic feedback (5.2) to the original system (5.1) defines 

a new system with state (x, 0  G M x E  and input v =  (ui,. . .  ,vm). If the 

decoupling matrix of the extended system has constant rank and strictly less 

than m, then re-iterate the procedure on the extended system, otherwise the 

algorithm stops. Note that since p(xo) =  0, the point (x0, 0) is an equilibrium 

of the extended system after applying the DEA. Also, the two functions p and 

q can be chosen to simplify the structure of the composite system and can 

affect the possibility of continuing the algorithm. Below we give an example 

illustrating the algorithm.

(5.3)

Exam ple 5.1.1 (Nijmeijer and van der Shaft (1990)). Consider the system

x = f(x )  +  gi{x)ux +  g2{x)u2 

V = h(x)

where f(x )  = (0,x3, 0), gi(x) = (Le^SO), g2(x) =  (0, 0, 1), and h(x) = 

(xi,x2). The decoupling matrix of the system is

_Lgi h2 Lg2 h2_

which has constant rank one for all x  G E3. Therefore, the system does not 

have a well-defined relative degree. Now consider applying the DEA with

A(x) = 1 0
°Xl 0
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p[x) = 0, q(x) = eXl, io = 2 and jo = 1. The resulting dynamic state feedback 

is
£ =  '«i

(5-4)

U2 =  V2-

Applying (5.4) to (5.3) yields a system with state x  =  (x,£) G HR4, drift vector 

field f ix )  = (£, eXl£ +  xz, 0, 0), and control vector fields gi(x) = (0, 0, 0, 1) and 

g2{x) =  (0,0,1,0). The decoupling matrix of the extended system is

Lg^Lj-hl LgL 

_Lg1Lfh,2 LgL jfl2_

which has full rank for all (x,f) G M4. Therefore, applying the input (2.7) to 

the extended system input-output linearizes the original system (5.4) with a 

dynamic feedback. □

Suppose that the DEA has been iterated q times to yield an extended 

system with state dimension n + q and that the relative degree of the extended 

system { f i,. . . ,  rm} satisfies

A(x) = '  1 o'
eXl 1

y ^ j ri = n + q. (5.5)
i = l

Then the extended system can be completely linearized using static feedback, 

or equivalently, the original system can be completely linearized using dynamic 

state feedback.

5.1.2 D E A  A pplied to  th e  Two-input Spacecraft

In this section we apply the DEA to the underactuated spacecraft to construct 

a dynamic feedback that tracks a fiat output reference trajectory. Recall that 

the dynamic equations for the two-input spacecraft using a 3-2-1 Euler angles
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parameterization are

dii =  ui (5.6a)

u2 =  u2 (5.6b)

uz = oc(jJ\U2 (5.6c)

0 =  u;i +  (uj2 sin 0 +  ujz cos 0) tan 9 (5.6d)

9 =  u>2 cos 0 — (jJ$ sin 0 (5.6e)

•0 = (uj2 sin 0 +  cos 0) sec 9. (5.6f)

Let S =  (M,^ 7 =  {/,<?!,52}?®2) denote the control-affine system (5.6), where 

/  denotes the drift vector field, gi and g2 the control vector fields, and x  =  

(u>i,u>2, ̂ 3,0 ,9,0 ) the state. Recall that the dynamics (5.6) are defined on the 

open set

M =  | l  G | liJi, CU2, €: 1R, 0, 0  £ (—71", 7r), 9 £ (—7T/2, 7r/2) J-.

We take as output the flat output

y =  fc(ar) =  (0,0). (5.7)

The decoupling matrix of system (5.6) with output (5.7) is

Lg.Lfh! Lg^Lftll ’0 COS 0

.Lgi Lfho Lg2L fh2_ 0 sin <t> 
cos 9 _

which has constant rank one for all rr € M, and thus the spacecraft dynamics 

with output (5.7) does not have a well-defined relative degree at any x  e  M, 

and in particular at any equilibrium xo. The hypothesis for the DEA are sat­

isfied and hence we apply the algorithm to the spacecraft.

1st Ite ra tion : The second row of the decoupling matrix A{x) can be written 

as a linear combination of the first row, with the coefficient Ci (x) = — ŝ se 

which is not identically zero. Also, the a\2 entry of A(x) satisfies <212(2;0) ^  0. 

Let P\{x)  and Qi(x) be any two smooth functions satisfying the hypothesis of
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the DEA. Then the feedback (5.2) is

til = V i

U o =
COS (j)

i i  = vo,

(PlW  + 9iW ?l) (5.8)

where v\ and v2 are the new inputs and £1 the compensator state. We can 

make a simplification to the feedback (5.8) by cancelling the cos?) term by 

setting pi(x) =  p(x) cos (ft and <?i(x) =  q(x) cos 0 , where p and q are smooth 

functions. Let E denote the extended control-afiine system with state x = 

(x,£i) € M x R, obtained by applying (5.8) to the original system S. A 

straightforward calculation shows that the decoupling matrix for E is

Ai(x) =

The matrix Afyx) has constant rank one for all x  € M and thus we can 

perform another iteration of the DEA. However, we can simplify the design of 

the dynamic feedback by designing the functions p and q such that

dq

'L-giL)hi L-32L)hi' cos ̂  ~  ws) 9(«) cos 4>

L-giL)h2 Lh L)h2 _ Hi (H + ”  U3)

+ -5---£1 —0)3 — 0.duJi duii

Indeed, setting
p(x) — LO1UJ3 

q{x) =  cos 9
(5.9)

yields the decoupling matrix

Afyx) = (5.10)
'0 cos <j> cos O'

_0 sin (p

The matrix Ai(x) has constant rank one for all x  € M and therefore we can 

re-iterate the DEA on the extended system E.

2nd Ite ra tion : The second row of Ai (x) can be written as a linear combination 

of the first row, with coefficient c\ (x) =  cô os0 which is not identically zero. 

Also, the ai2 entry of Afyx) satisfies 012(x0,£0) ^  0. Let p2(x) and q2(x) be
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two smooth functions satisfying the hypothesis of the DEA. Then the feedback 

(5.2) is
Vi =  W\

V i  = (5.11)cos (j) cos 9 
£2 =  W2,

where w\ and w2 are the new inputs and £2 is the compensator state. Similar 

to the first iteration, we can simplify the control (5.11) by cancelling the 

cos 4> cos 9 term by setting p2(,x) =  q{x) cos 0  cos 9 and q2{x) =  p(x) cos 0  cos 6, 

where p  and q are smooth functions. Let E denote the extended control-affine 

system with state x  =  (x, fy, (2) 6  M x R2, obtained by applying (5.11) to the 

system E. The decoupling matrix for S is

A 2( x )  =

L^Ljrhi Lg2LZjh\

L-Sl iAjho Lg2 L'jho

cos 9 cos ^  sind +  cos 0^ q(x) cos 0 cos 9

q(x) sin 4>| | s i n 0  +  £i cos (̂  +  6 ^  sin 4>

A straightforward calculation shows that

detA2(x) =  —£1 q(x) cos 9.

Therefore, A2 does not have constant rank in a neighbourhood of the equilib­

rium (xo, 0,0) 6 M x E 2 for any choice of the functions q and p. Consequently, 

we cannot continue applying the DEA to the extended system E. However, 

away from the set

A =  {(*,&,&) G M x R 2 16 = 0}, (5.12)

the decoupling matrix A2{x) is nonsingular and the extended system E has 

a well-defined vector relative degree { fi,f2} =  {4,4}. Since fq +  r2 =  8, the 

composite system E is static state feedback linearizable on the set (M x R2)\A. 

Now, if we set q(x) =  1 and p{x) =  0 then the resulting dynamic feedback
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constructed by the DEA is

Ci =  &

&2 =  W2

Ui = Wi

U2 = W1 W3  +  £ 1  COS 9.

Applying (5.13) to the original system (5.6) yields the control-affine system

(5.13)

where

Six) =

X = f ( x )  +  g\W\ +  92^2,

0
oj\ui2 -F £1 cos 9 

au>iuj2
ui + (ui2 sin d + u 3 cos 0) tan 9 

iu'2 cos (j) — io3 sin cf>
(l)2 sin (f> +  u>z cos (j>) sec 9 

£2 
0

(5.14)

Y 'O'
0 0
0 0

, 9 i { x )  =
0
0 , 92{x ) =

0
0

0 0
0 0
0 1

By construction of the dynamic feedback (5.13), we obtain that

+A2(x)w.
r (4)iVi ’L jhx(x)

(4)
y2 . Ljh2(x)

m

The feedback linearizing the input-output dynamics is

sinift

w =  A2 1 (x) (-b(x) +v) =
cos 0 

£ 1  cos 0 £1

cos <t> 
cos 6 sin (f>

( ~Ljhi(x)
+

V

V L)h2(x)_ -V2.

(5.15)

where v = (vx, u2) is an auxiliary input. Notice that the dynamic feedback is 

undefined when £1 =  0.

The coordinate transformation z =  <£>(2;, f) putting the system into a linear
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controllable one is

zi =  hi = 6 (5.16a)

Z2 = Ljh\ — u>2 cos 0 — cu3 sin 0 (5.16b)

z3 — L2jh\  =  — tan 0(w2 sin 0 +  tu3 cos 0)2 + £1 cos 0 cos 0 (5.16c)

24 = Ljhi  (5.16d)

25 =  h2 =  0  (5.16e)

z$ =  Ljh2 =  (ui2 sin 0 +  u;3 cos 0) sec 0 (5.16f)

27 =  L2jh 2 =  2 tan 6 {uj2 cos 0  — o?3 sin 0 ) (wo sin 0  +  o;3 cos 0 ) sec # +  £1 sin 0
(5.16g)

2S = L)h2, (5.16h)

where li^hi and L3jho have been suppressed as their exact expressions are not 

important. Notice that the new coordinates are given by the flat output and 

its derivatives. A straightforward calculation shows that

d§det —— — =  £1 cos 6, 
d{x, 0

and therefore $(rr, £) is locally invertible on the set (M x R2)\A.

To summarize, the dynamic feedback (5.13), (5.15) and transformation 

(5.16) linearize the underactuated spacecraft (5.6) on the set (M x R2)\A.

5.1.3 A nalysis o f th e  D ynam ic Feedback and Coordi­
nate Change

In this section we take a closer look at the the dynamic feedback and coordinate 

change constructed in the previous section. Since the dynamic controller (5.15) 

has a singularity at £1 =  0, we need to analyze the dependence of £1 on the 2- 

coordinates (or equivalently on the flat output and its derivatives). To obtain 

the expression for ^  in terms of 2 we first notice that (5.16c) and (5.16g) can 

be written as
23 =  — Zq sin zi cos 21 +  £1 cos 0  cos 21

22226 sin Z\ +  A sin 0  cos zx (5-1?)
2 7  = -------------------------------------------------------.

COS Z\
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If fi 7̂  0 then (5.17) can be solved for ^  and o, the solutions being

<j> =  atan2 (z- cos Zi — 2z2z6 sin zx, z3 +  z\ cos z\ sin zi) (5.18)

_  V(z3 +  4  cos Zi  sin Z\)~ +  (z7 cos z\ -  2-22z6 sin
COS Zi

Notice that (5.18) is just the expression of <fi in terms of the flat output and

its derivatives (compare with (4.8d)). As a matter of fact, the expressions for

t*i and r 2 given by (4.7) can be written in the z coordinates as

ri =  zz +  z\ cos Z\ sin z\

7*2 =  z-t COS Z\ — 2-22-26 Sm Z\.

Equation (5.19) can then be written as

& =  (5.20)
COS Z\

Thus the same singularity, r\ + r% = 0, in the expressions for the state and 

input, (4.8) , are present in the dynamic feedback. This fact is consistent with 

the result of Martin (1992) (Martin et al., 1997, see Remark after Theorem 2).

Equation (5.20) is important because it tells us precisely how to design the 

flat output reference trajectory so that the singularity is avoided. Indeed, for 

the dynamic controller to be well-defined, the actual flat output trajectory y{t) 

must not reach the singularity r(y(t)) = 0 (Recall that in (4.13) we defined 

the mapping r  =  rf + r |.) . If the reference trajectory ya.{t) is designed so that 

r(yd{t)) > 0 and the dynamic controller is designed so that ||y(t) — yd(.t)\\ is 

sufficiently small, then since r  is a continuous function we will have r(y(t)) > 0. 

R em ark  5.1.0. The relation (5.19) can also be obtained using (5.13) and

(4.12).

5.1.4 Trajectory Tracking

By Theorem 3.3.1, the dynamic controller cannot be used to steer the system 

to an equilibrium asymptotically. This negative result can be seen explicitly 

by the expression (5.15); if as t —* oo the system approaches an equilibrium
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then £1 —*• 0 and the control (5.15) becomes unbounded. However, we will 

show that the control (5.15) can still be used to steer the spacecraft to an 

arbitrarily small neighbourhood of the final equilibrium at a pre-determined 

time t2 and avoid the singularity r(y(t)) = 0, provided the tracking error is 

kept sufficiently small.

Applying (5.15) to the extended system S (5.14) yields the linear input- 

output dynamics

Let x(ti) =  £i and x(t2) =  x 2 be an initial and final equilibrium point, respec­

tively, of the underactuated spacecraft. Since the flat output parameterizes 

the whole state, we can use the motion planning algorithm of §4.2 to construct 

a flat output reference trajectory yd(t) = (yd.i(t),yd,2{t)) such that

and r(yd{t)) > 0. Thus, to steer the system from xi to x2 we can use the 

dynamic feedback to track the flat output reference trajectory yd(t). This can 

be done using the auxiliary inputs V\ and v2. Let ti =  yi — yd,i denote the 

tracking error for i =  1,2. We then set

where the coefficients c) for j  =  0 ,.. .  3 are chosen so that the linear differential 

equation

e-4) -  dze f ] -  4 e f} -  c je f} -  cz0e =  0

is exponentially stable for i =  1,2. Therefore, with the dynamic control (5.13),

(5.15) and (5.21), the tracking error converges exponentially to zero provided 

that the system remains away from r(y(t)) = 0. As the next result demon­

strates, if the tracking error e(t) =  (ei(f), e2(t)) is kept sufficiently small then

xi = -A {yd (t i ), Vd (t!), yd (t i ), y(d } (t i )) 

X2 =  A(yd(t2),y<i(t2),f/d(f2),y ? )(f2))J

3

(5.21)
j=0

r{y(t)) > 0.
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Lem m a 5.1.1. If  the reference trajectory yd(t) is such that r(yd(t)) > 0 and 

the output tracking error is kept sufficiently small on the interval [ti,t2\, then 

the actual output trajectory y(t) satisfies r(y(t)) > 0 on [ti,to], that is, the 

system will not reach the singularity on the interval [ti,t2]-

Proof. Since the function r is continuous, for each e > 0 there exists a (5 > 0 

such that if ||y(f) -  yd(f)|| =  ||e(t)|| <  <5 then ||r(y(t)) -  r(yd(i))|| < e, which 

implies that

r(Vd(t)) - e <  r(y(t)).

If e =  minte[tlji2]r(yd(t)) then r(y(t)) > 0 for t G [h,t2], provided that ||e(t)|| 

is kept sufficiently small. ■

The norm of the tracking error, ||e(t)||, depends explicitly on the closed- 

loop eigenvalues and the initial tracking error e(0). Therefore, if the closed- 

loop eigenvalues are chosen sufficiently far into the left-hand complex plane 

and the initial tracking error is not too large then the flat output will not reach 

the singularity. A similar continuity argument can be used to show that at 

time t2 of the motion, the actual state of the system can be made sufficiently 

close to the desired equilibrium.

P roposition  5.1.1. Suppose we apply the dynamic controller (5.13), (5.15),

(5.21) to the spacecraft dynamics (5.6) with a reference trajectory yd(t) satisfy­

ing r(yd(t)) >  0 on [t1; t2\. Then the actual final state of the spacecraft at time 

to, x(to), can be made arbitrarily close to the desired equilibrium x 2 provided 

the tracking error is kept sufficiently small.

Proof. From Lemma 5.1.1, the actual output satisfies r(y(t)) > 0 which implies 

that the controller is well-defined on the interval [ti, t2]. From §2.4.3, the actual 

state at time to satisfies

x{t2) = A (y d{t2),yd{t2),yd(t2) , y f ](t2))+ R {yd(t2),e(t2))

= x2 + R(yd(t2),e{t2)),

where ||i?(7/d(t), e(t))|| —*• 0 as e(t) —> 0. Therefore,

||x(*2) -zal l  =  ||i?(z/d(i2),e(t2))||
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can be made arbitrarily small by choosing the eigenvalues of the tracking errors 

as far left in the complex plane as necessary. ■

Proposition 5.1.1 shows that the dynamic controller (5.13), (5.15) and

(5 .21) can in fact steer the system from an initial equilibrium x x to an arbitrar­

ily small neighbourhood of the final equilibrium x o  while remaining bounded. 

A simulation in Matlab is performed to illustrate the tracking performance of 

the dynamic controller. It is assumed that the spacecraft is at the equilibrium 

x x =  (0, 0, 0, 120°, 60°,—120°) at t \  =  0 and we wish to steer it to the final 

equilibrium x o  =  (0,0,0, —140°, —60°, 150°) at time t o  =  3. To test the track­

ing performance of the dynamic controller, we set the actual initial condition 

to x x =  (1,-1,1,100°,80°,—140°). The closed-loop tracking eigenvalues are 

chosen as {—2, —3, —4, —5}. The flat output reference trajectory y<*(t) was 

designed (using the algorithm of §4.2) so that

x o = A (y d(to),yd(to),yd {to ) , y f ] (to)),

and £i(t2) =  0.2611. The results of the simulation are shown in Figure 5.1. As 

one can observe, the dynamic controller tracks the reference trajectory on the 

interval [ i i^ ]  while remaining bounded.

If we continue applying the dynamic controller for t  > to then £i ~  0 and 

the dynamic control will become unbounded. To avoid this we can switch 

to a controller that is well defined in a neighbourhood of the final equilib­

rium and that asymptotically stabilizes the system. From Theorem 3.3.1, an 

asymptotically stabilizing controller must necessarily be time-varying or dis­

continuous. However, since the spacecraft is STLC from any equilibrium xq 

(Proposition 3.4.2) there exists a time-varying periodic controller asymptot­

ically stabilizing the system about xq (Coron, 1995). Various time-varying 

and discontinuous asymptotically stabilizing controllers have been proposed 

in the literature (Krishnan et al., 1994), (Morin et al., 1995), (Coron and 

Kerai, 1996), (Morin and Samson, 1997), (Tian, 2002). In particular, Morin 

and Samson (1997) designed a continuous time-varying exponentially stabiliz­

ing controller. Their controller is designed using homogeneous techniques on
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100200
—  e

100

[degs] [degs]

-5 0-100

-100-200

tim e [sec]tim e [sec]
20200

100

[degs] [rad/s]

-20— v-  - v,-100

-200 -4 0

tim e [sec]tim e [sec]
200080

60
1000

40

20

-10000
2 30 1

tim e [sec] tim e [sec]

Figure. 5.1: Tracking a reference trajectory with dynamic controller (5.13),
(5.15) and (5.21). The initial tracking error is e(0) =  (20°,—20°). The dynamic 
controller causes the error e(t) to decay exponentially on [ii, to].
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the spacecraft dynamics expressed in Rodrigues parameters. The controller is 

valid for all values of a  except the axis-symmetric case, that is, the a  =  0 case. 

We choose to augment our tracking controller with their controller to obtain 

an asymptotic tracking controller.

5.2 M orin-Samson Stabilizing Controller

Morin and Samson (1997) designed a time-varying exponentially stabilizing 

control law for the spacecraft dynamics using the Rodrigues parameterization. 

Recall that the attitude dynamics of the underactuated spacecraft using the 

Rodrigues parameterization (§3.2.3) are

UJl — Ui

U>2 =  U2 

u i z  =  a u i U J z

X i  =  — ( u i \  +  UJ3 X 2 —  U12X 3  +  ( ^ 1^1 +  UJ2X 2  +  ^ 3 x z )  ^ l )  (5 2 2 )

X2 =  ~ (ui2 — UJ3 X1 +  Ul\Xz +  {ui\X\ +  UI0X2 +  <̂3x z) x 2 )

X 3 =  ~  (u iS  +  U12X 1 -  CJ1X 2 +  ( 0J1X 1 +  U12X 2  +  ^ 3 ^ 3 )  x z )  -

Let X  =  ixi^xo, xz) denote the Rodrigues parameters. It is assumed that 

a ^ O ,  since otherwise u i z  is unaffected by the control and thus the system 

would not be stabilizable. To state the main result of Morin and Samson 

(1997), we first need to make two definitions. For a complete treatment of 

homogeneous systems see (Kawzki, 1990) and (Hermes, 1991).

Definition 5.2.1. A dilation Sx is a map Sx : R" —> of the form

where 1 <  r x < • • - <  rn are integers and A > 0.

Definition 5.2.2. A homogeneous norm associated with a dilation 5X is a 

function pTp : Rn —* R of the form

5rx(xi, • • • , xn) = ( \ rix u • • • , Arnxn),

91

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



where p 6 l  and p > 0.

We are now ready to state the main result of Morin and Samson (1997).

Theorem  5.2.1 (Morin and Samson (1997)). Consider the functions 

Si(W,w3,t) =  -k-ixi -  p{X,oj3) sin(t/e)

with p, of class C1 on R4\{0}, a homogeneous norm associated with the di­

lation cj3,t) =  (Ax1,Ax2,A2x3,A2co3,t) and the following time-varying 

continuous feedback

u i  =  ~ k 3 { u i  ~  S i { X , u 3 , t ) )  +  C1W2W3
(5.24)

u2 =  —k4(ui2 — s2(X, co3, t )) +  c2u;iu;3,

where C\ =  and c2 = . Then, for any positive parameters ki and k2,

there exists > 0 such that for any e 6  (0, eo] and large enough parameters 

k3 > 0 and kA > 0, the feedback (5.23)-(5.24) locally exponentially stabilizes 

the origin of (5.22).

Theorem 5.2.1 ensures that for small enough values of e and large enough 

values of k3 and k4, (5.23)-(5.24) make the origin of (5.22) locally exponentially 

stable. If one is interested in stabilizing an equilibrium (0, X 0) different from 

the origin then one can replace X  with X  — Xo in (5.23)-(5.24).

If we assume that the Euler angles are measured then to use the Morin- 

Samson controller we must find the coordinate change from Euler angles to 

Rodrigues parameters. Recall from §3.2.3 that the Rodrigues parameters are 

defined in terms of the quaternion <1 = (qo,qi,q2,q3) via the formula

X  = (xl tx2,x 3)=  ( X - , - Y  (5-25)
\4o <7o qoj

Also recall that the rotation matrix in terms of the Euler angles and the

(x3 +uj3)sm(t/e)
(5.23)
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quaternions are

Rq = 2

CipCg Sip Cq “f- CipSQSfp S'p Sfp “I- Cp.SgCp

S tJjCq CipCfi -F  STfiSgS'f, CrpSfp "I-  S^pSgO^

” 5# CgSfi C@C(i)

%  +  Qi  -  \  9l?2 -  <M3 9l?3 +  m 2

m 2 +  <?o<?3 go +  - 1 m 3 -  m \

m 3  — Q0Q2 Q2Q3 +  Q0 Q1 9o +  <?3 — 9

respectively. For q0 > 0, we can solve for the quaternion q  =  (q0, qi, q2, 5 3 ) in 

terms of Rq, the solution being

Qo —
t rR  + 1

Qi =

q2 =

93 =

R 32 — R 23 

4?o

R l 3  ~  R 31

4̂ o

R 21 — R l2 
Mo

(5.26)

We can then use R^g^  and (5.26) to obtain the change of coordinates from 

Euler angles to quaternions:

9o =

9i =

0.2 =

93 =

CipCg +  ĈpC/p +  Ŝ pSgStj) +  CgĈ  +  1

C g S 0  -f- C-pS0 S ipSgCfi

Mo

d -  C p S g C p  d~ Sg

Mo

S’xpCg +  S'ipOfp ~~ ÔpSgSfp
Mo

(5.27)

Finally, we use the map (5.25) and (5.27) to obtain the change of coordinates
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from Euler angles to Rodrigues parameters:

“f" C-0 ”  S^SgCp
X i Ĉ Cq +  CjpĈ, -f- StffSgŜ , +  CgCff, +  1

3-ibS(b d- Ĉ SgCfj, “I- $q c\c\\
Xo=  (5.28)Ĉ Cq +  +  S^SoS# +  CqC§ +  1

^  S-jpCQ “ h  SijjCffr C?p$0$<i!>^3  =

C*\\)Qq ”1“ ĈpĈ “I- SipSQS(p ~f* CqĈ  —}” 1

For future reference, let (0,0,0) >-*■ (x i ,x2, x2) =  Eul2X(0, 0. p) denote the 

map given by (5.28).

5.3 Simulation: A sym ptotic Tracking

In this section we combine the dynamic controller (5.13), (5.15),(5.21) with 

the Morin-Samson controller (5.23)-(5.24) to asymptotically track a flat output 

reference trajectory that takes the system from an initial equilibrium x\ at time 

ti to a final equilibrium X2 asymptotically. From the analysis in §5.1.4 we can 

state the following result. (We denote y = h(x) =  (6, 0) as the flat output.)

P roposition  5.3.1. Let yd(t) be a flat output reference trajectory such that 

r(yd{t)) > 0 on [ti,i2],

xi = A (yd(t1) , . . .  , y f ](ti))

X2 = A (yd{t2) , . . . , y d \ t 2)),

and yd(t) =  h{x2) for t > t2, where x\ and x2 are equilibria of the spacecraft. 

Then the controller

f (5.13), (5.15), (5.21) f o r t e  [tu t2], (5 2Q)
U \ (5.23),(5.24) for t > t2,

makes yd(t) an asymptotically stable reference trajectory and the spacecraft is 

steered from an initial condition x(t\) to x 2 asymptotically, provided the output 

tracking errors are kept sufficiently small.

Proof. From Proposition 5.1.1, the dynamic controller is well-defined on [fi, t2] 

and will cause ||y(x(t)) — yd(t) || to decay exponentially to zero on [ti,t2]. If
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M-S Control

Time

Dynamic Control

Spacecraft

(5.13),(5.15) 
(5.21)

(5.23)
(5.24) Eul2X

Figure. 5.2: Simulink file implementing the two-phase controller (5.29).

the initial state error ||a:(ti) — £i|| is not too large and the output tracking 

errors are kept sufficiently small, then at t  =  t2 the state of the system, x(U), 

will be in an arbitrarily small neighbourhood of the final desired equilibrium 

X2‘ In particular, the final state can be brought to the region of attraction of 

the Morin-Samson controller (5.23),(5.24). At t = t% we can then switch to 

the Morin-Samson control which asymptotically stabilizes the equilibrium x o .  

This completes the proof. ■

A Matlab simulation is performed illustrating the performance of the two- 

phase controller. The structure of the simulation file is shown in Figure 5.2. 

The state of the spacecraft and time are fed into a “switch” block. The 

switch block is designed such that if t £ [ii, *2] then the state signal is sent 

to the dynamic controller, otherwise the state signal is sent to the Eul2X 

block where the change of coordinates (5.28) is applied to the Euler angles 

and the resulting state signal x = (to, X) is sent to the Morin-Samson con­

trol. In the simulation, it is assumed that the spacecraft is at the equilibrium 

xi = (0, 0, 0, 120°, 60°, —120°) at ti =  0 and it is desired to steer the spacecraft 

to the final equilibrium x2 =  (0,0,0, —140°, —60°, 150°) at time t o  =  3. The 

actual initial condition of the system is set to x\ =  (1, —1,1,100°, 80°, —140°). 

The closed-loop tracking eigenvalues are chosen as {—2, —3, —4, —5} for each 

component of the reference trajectory. The flat output reference trajectory
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100200
—  e

100 'd
[degs][degs]

-50-100

-100-200
6

tim e [sec]tim e [sec]
10200

100
[rad/s] _10[degs]

-20-100

-30-200
6

tim e [sec]tim e [sec]
50060

40
[rad /s  ]

20

-5000
320 1

tim e [sec] tim e [sec]

Figure. 5.3: Asymptotic trajectory tracking with two-phase control (5.29). 
Initial state error is Ax = (1, —1,1, —20°, 20°, —20°).

yd(t) was designed (using the algorithm of §4.2) so that

x2 = A (yd(t2), yd(t2),yd(t2), y f ] (*2)),

and £i(t2) = 0.2611. The gains in the Morin-Samson controller were chosen to 

be ki = 120, k2 = 120, k3 =  100, and k4 =  100, and e =  0.3.

The results of the simulation are shown in Figure 5.3. At time t2, the 

actual compensator state is £1 =  0.2613, agreeing with the desired value up to 

three significant digits. The minimum value of £l on [ti.to] is 0.22 and occurs 

at approximately t  =  2.8 seconds.

5.4 Robustness to  Parameter Uncertainty

In this section we test via simulation the robustness of controller (5.29) to 

uncertainty in the parameter a. Thus fax, we have assumed that a  =  — 1. We 

perform a simulation with the same initial conditions and control parameters
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100200
—  e<l>

100

[degs][degs]

-50-100

-100-200
6

tim e [sec]tim e [sec]
20200

100

[degs] o 
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tim e [sec]tim e [sec]

200080

60
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[ra d /s ']40

20

-10000
tim e [sec] tim e [sec]

Figure. 5.4: Robustness to parameter uncertainty: Asymptotic tracking with 
two-phase control (5.29) for a = —0.95.

as in the previous section and set a = —0.95 in the spacecraft model. This 

value of a  corresponds to a 5% error. The result of the simulation is shown 

in Figure 5.4. As one can observe from Figure 5.4 the controller (5.29) is still 

able to asymptotically track the desired reference trajectory in the presence of 

parameter uncertainty.

5.5 Linearization w ith a Quasi-static Feedback

In this section we consider the input-output feedback linearization problem 

of the underactuated spacecraft using a quasi-static state feedback. These 

special state feedbacks were introduced by Delaleau and Fliess (1992), and it 

was shown in Delaleau and Rudolph (1998) that they can be used to linearize 

a flat system. More precisely, Delaleau and Rudolph (1998) show that any flat 

system can be transformed to a linear controllable system using a quasi-static 

feedback. Two advantages of quasi-static feedbacks over dynamic feedbacks is
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that one can consider systems in which the derivatives of the input appear, and 

no extra dynamics are added in the controller. Here we give a brief explanation 

of how a quasi-static feedback is constructed and then apply the procedure to 

construct a quasi-static feedback for the underactuated spacecraft.

Consider the control system

x  = f ( x ,u ,u , . . .  , u ^ ) ,  x E W l, u E W n. (5.30)

Suppose that there exists a feedback control u that preserves the state x, that 

is, no extra dynamics are added, and that renders the closed-loop behaviour 

of the system to be a linear controllable system

x  =  Ax  +  Bv, (5.31)

where the matrices A  and B  are of appropriate size and v = {v\: , vm) E Rm. 

In general, if such a feedback exists it will depend on the derivatives of v, that 

is, it will be of the form

Ui = <pi(x,v,v,... , v ^ ) ,  for i =  1, . . .  ,m. (5.32)

We call such a feedback a quasi-static state feedback. Below we give a more 

formal definition.

D efinition 5.5.1. The control input u and the closed-loop input v are related 

by a quasi-static feedback of the state x, if for some non-negative integer tq:

(i) the feedback law reads

Ui =  <Pi(x,v,v, • • • ,v^r°')), i = l , . . . , m ,  (5.33)

(ii) this feedback is invertible

Vi = (pi{x, u, u, - • • , u(ro)), i = l , . . . , m ,

(iii) and x is the state of the closed-loop system with new input v, that is, 

the state x is preserved.
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Thus, a quasi-static feedback preserves the state of the system and involves 

only a finite number of derivatives of the closed-loop control v. In the case that 

the feedback (5.33) is used to track a known reference trajectory, then the time 

derivatives of v can be expressed in terms of the derivatives of the reference 

trajectory and therefore no numerical differentiation is required. Below we 

give an example of how to construct a quasi-static feedback.

Exam ple 5.5.1. Consider the system

±i =  -x-i + iq yi =  Xi

x o  =  X 3 +  e X l U i  y 2 =  x% .

x z =  u2

To obtain a quasi-static feedback we begin by differentiating the first compo­

nent of the output:

2/i =  -X i  + Ui.

Setting yi =  i>i we obtain the feedback

Ui = Vi + Xi. (5.34)

Now differentiate y 2 :

y2 = Xz + eXlUi

=  x 3 +  e X l ( v i  + X i ) .

Continuing to differentiate y 2  we obtain

y 2 =  u2 + ±ieXl (vi +  Xi) +  eXl ( i ) i  +  iq)

— u2 + VieXl(vi +Xi) + eXl(Vi -I- ui).

Setting 2/2 =  v2 we obtain the feedback

u2 = v2 — eXl (iii +  v\ +  Vi + Xi). (5.35)

Therefore, with the quasi-static feedback (5.34), (5.35) the input-output dy­

namics have the form,

2/i =Vi

2/2 =  v2,
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that is, we have input-output linearized the system. The inputs vi and vo can 

then be designed to asymptotically track an output reference trajectory. □

Using the same method as in the above example, we derive a quasi-static 

feedback for the underactuated spacecraft (5.6). We do all the calculations 

symbolically and then at the end display explicit expressions for the quasi­

static control law. We start by differentiating the flat output until the input 

appears:

yi =  9 =  L2fhi(x) +  Lg2Lfh\(x) u2 (5.36)
b(x) a(x)

V2 =  =  L2fh2{x) + L92Lfh2(x)uo. (5.37)

Setting yi =  v-y we obtain the feedback

. .  _ Vl -&(*) , c oô
U2 -    • (5-38)a[x)

Rewriting (5.37) using (5.38) yields an expression having the form

y2 = h{x)  +  ai{x)v\, (5.39)

for suitable functions bi and a\. Computing using (5.39) yields

y ?  = Lf bi(x) +  Lg2bi (x)u2 + Lf ax{x)vi +  ai(x)i\. (5.40)

Substituting (5.38) into (5.40) we obtain an expression having the form

y ^  =  b2(x) +  Oq{x)vi +  ai(x)vx, (5.41)

for suitable functions a2 and b2. Since Ui has not appeared we continue differ­

entiating y2, yielding

V24) =  h(x) + a3(x)vi + a4(x)v2 +  a5(x)t;i -I- a\(x)vi +  (cn(x) +  Ci2(a:)ui)wi,

where a3, a4, a.5, b3, Cn, and C\o are appropriately defined functions. Setting 

y^> =  vo we obtain the feedback

V2 ~  b3{x) -  a3(x)vx -  a4(x)vf -  a5v 1 -  mvi . .
u l  = ----------------------------------------------  • (5-4 2 )Cn{x) + Cx2{x)v-l
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Therefore, with the quasi-static feedback (5.38) and (5.42) we obtain the fol­

lowing linear input-output dynamics:

Vi = vi 
(4)Vo =  v2-

If we wish to track a reference trajectory yd{t), then the auxiliary inputs v\ and 

v2 can be designed so that the error dynamics e\ =  yi — yi,d and e2 = y2 — y2,d 

are asymptotically stable. This can be accomplished by setting

vi =  yi ,d  + Oo(j/i -  yi ,d)  + ci(yi -  y 14),  (5.43)

Vo =  y {2 4  +  d 0{V2  -  y2,d) +  di(y2 -  yo,d) + d2(y2 -  y 2,d) +  d3( y f ] -  y f ] ) ,
(5.44)

and choosing the coefficients c* and dk so that the polynomials pi (A) =  A2 — 

ciA — Co and p2(A) =  A4 — d3A3 — d2A2 — diX-i — do have all their roots in C_. 

Notice that (5.38) and (5.42) axe of the form

u2 = ip2(x, v,v,v),

where tpi and ip2 are given by the right-hand side of (5.38) and (5.42), respec­

tively. Thus, the inputs ui and u2 can be written as functions of the state x, 

the auxiliary input v and a finite number of derivatives of v. Using (5.38) and 

(5.42), we can also derive expressions for v\ and v2 in terms of x. u, and a 

finite number of derivatives of u, that is, we can invert and ip2 for v\ and 

v2. To this end, we first note that by inspection

ui =  b(x) + a(x)ui (5.45)

v2 = b3{x) +  a3(x)vi 4- a^{x)v\ +  a5(x)vi +  aiiji 4- Ci(x)ui. (5.46)

From (5.45) it can be shown that

ui =  Pi(x ) +  9i(^)ui 4- q2(x )u2 4- a{x)u\

ui =  P2(x ) 4- qs(x)ui 4- q4(x)u2 4- qs{x)ul 4- q6(x)uiu2 4- q7(x)ul 4- 9s(^)ui

4- q2(x)ii2 4- a(x)u1:
(5.47)
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for suitable functions Pi(x) and <&(x) for i = 1,2 and k =  1, . . . ,  8. We can 

then substitute (5.47) into (5.46) to obtain expressions of the form

vi = <Pi (x > ui % u)

V2 = ip2(z,u,u,u).

Therefore, we can transform the controls u to the controls v, and vice-versa, 

without having to change coordinates for x.
To compute U2, (5.38), the closed-loop input Vi is required. From (5.43), 

vi can be computed directly from the reference trajectory y \4 and from the 

relations y \ = 9  and y\ =  xo cos 4> — x 3 sin p. We thus obtain

vi = yi,d +  Co(61 -  yx4) +  ci(lj2 cos 0 -  x zsin 0 -  yhd). (5.48)

To compute ui, (5.42), we require Vo, Ui, f'i, and i>x. However, to compute

(5.44), we need y2 and y f \  Now, from (5.39) and (5.41) we see that $2 and 

2/S are completely determined by x , v\ and V\. The expression for v\ is given 

by (5.48), therefore we just need i \  and V\.

=  2/S  ~  co (£1 “  Vhd) ~  ci (ill -  Vi,d)

= 2/S  -  c°(yi -  ym) ~ _  s/m)> (5-49)

and

®1 = 2/S -  <*>(& -  y^d) -  Ci(«i -  2/S)

= 2/S “ co(ui ~ 2/i,d) -  Ci(vi -  2/S)- (5-5°)

Therefore, u\ and uo can be explicitly expressed in terms of x  and yd and 

derivatives of yd (up to order four) without adding any further dynamics or 

differentiations of the states. After some simplifications, the explicit expres­

sions for ui, (5.42), and u2, (5.38), axe

u _  4 cl  y2 - P i -  cep2 vi -  <$P31$  -  04,4,84 vi -  cl4f3-0 vi
tan 0(u;2S0 +  a;3 c^)2 +  vi)

Vi +  tan 6(1x 2 sin <p + x 3 cos 0)2 -I- x \x 3 cos 0
U2 — --------------------------------7-------------------------- j (5.52)

cos 0
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where Pi = Pi(x) and /?2 =  # 2(2 ) are smooth functions (too long to display) 

globally defined on M, and

Pz =  3 sin 0  sin 0( cos2 0  +  1)

P4 =  4 sin 0 sin 9ui2 (cos2 0 +  1) +  4 cos3 0 sin 9u>3 +  2a>x cos 0

P5 — sin 0 ,

and Vi, ux, fix, and v2 are given by (5.48), (5.49), (5.50), and (5.44), respectively. 

The symbolic expressions for the functions a, b, a* and bj, for % =  1, . . . ,  5 and 

j  = 1,2,3, Pi, Pz, cxx, and c22 are

a =  Lg^Lfhi b — Lfhi

ai = h sh h  bi = L f h i -  - L g2Lfh2
CL CL

a2 =  +  Lf ai b2 = Lf b 1 -  - L 92bi
a  Qi

&z — L92b2a +  Ljcl2 ----Lg2<x2 bz — Lfb2 -----Lg2 b2
Q Q

a4 =  —2-fl2 Pi =  63 cos4(0) cos 3(0 )
a

05 =  ol2 +  Lfdi P2 = a3 cos3(0) cos 3(0)

Cxx =  Lgib2 Ci 2 = Lgia2.

From (5.51) and (5.52), we observe that the quasi-static feedback has a 

singularity when cos 0 =  0. Therefore, to use the quasi-static feedback, the 

angle 0 must be restricted to the set (—7t / 2, tt/2). As a consequence, the ref­

erence trajectory ya{t) must be designed such that the angle 0  does not leave 

the allowable interval. Unfortunately, constructing such a reference trajectory 

imposes restrictive motions on the spacecraft that do not exist if the dynamic 

controller constructed in §5.1.4 is used. For instance, with the quasi-static feed­

back, the reference trajectory in §5.3 cannot be tracked since 0 ^  ( —tt/ 2 ,  t / 2 ) .  

In this sense, the dynamic controller is preferred over the quasi-static feedback. 

However, the quasi-static feedback control has the advantage that no new extra 

states are added into the system.

A simulation implementing the quasi-static feedback (5.51) and (5.52) is 

performed in Matlab. It is assumed that the spacecraft is at the equilib­

rium Xi =  (0,0,0,80°, 75°, —120°). The actual initial condition is set to x\ —

103

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



100 

50
[degs] Q

-50 

-100
0 1 2 3 0 1 2 3

100

[degs] 0 

-100

-200
0 1 2 3 0 1 2 3

1000 

U1 500

[rad/s2] 0

-500 

-1000
0 1 2 3 0 1 2 3

tim e [sec] time [sec]

Figure. 5.5: Closed-loop tracking with the quasi-static feedback (5.51) and 
(5.52). The initial state error is A x  =  (0,0,0, —10°, 5°, 10°).

(0,0,0,70°, 80°, —110°). The desired equilibrium is X2 = (0,0,0,25o,0o,75°). 

The eigenvalues of the tracking dynamics are set to {—1.2 — 1.2i, —1.2 +1.2 i} 

for yi and {—6 — 3.6i, —6 +  3.6z, —4.8 — 6i, —4.8 +  6i} for yo. The results of 

the simulation are shown in Figure 5.5. As one can observe the quasi-static 

feedback tracks the desired reference trajectory. However, it was found in 

the simulations that if the initial state error was large enough then the ini­

tial control effort would cause the angle o to leave the set (—tt/2, 7t / 2). A 

solution to this problem is to decrease the gains of the output error tracking 

dynamics. However, by decreasing the gains the tracking performance of the 

controller will also decrease. This gives rise to a trade-off between the tracking 

performance and the applicability of the quasi-controller.
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Chapter 6

Orbital Flatness and Open-loop  
M otion Planning

In this chapter we consider extending the results of Chapters 4 and 5 by re­

laxing the condition that a. =  — 1. It is not known if the spacecraft is flat 

for a  7̂  ±1  but it has been known for some time now that it is orbitally flat 

(Regahi, 1995). Orbital flatness is a generalization of flatness by allowing time- 

scaling. With the help of the Dynamic Extension Algorithm we construct a 

time-scaling function and show that the system in the new time-scale is flat for 

values of a  different than a  =  —1. Open-loop and closed-loop controls are con­

structed for the time-scaled system and simulations are provided illustrating 

the performance of the controllers.

Orbitally flat systems were introduced by Fliess et al. (1999). The main in­

gredient introduced in orbital flatness is a time-scaling function, 7 : M —► R, 

satisfying 0 < 7 (2;) < 00, where M e l "  denotes the state space and x  6  M 

the state vector. A new time r  is introduced via the formula

The condition that 0 < 7 (2;) < 00 ensures that the new time r  is a strictly 

monotone increasing function with respect to the original time f, and therefore,

6.1 Orbital Flatness

or equivalently
d r 1
d t  7  (x(f))'
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the state trajectory and stability are preserved in the new time scale. A system 

having the form

x = f(x ,u ), 1 6 M, (6.1)

is written in the new time-scale as

/ dx dt / \ */ \ .
X =  dt&? = ^ x ^ x ^  6̂-2)

where the prime superscript denotes differentiation in the new time-scale, that

is, x' =  System (6.1) is said to be orbitally flat if the new time-scaled

system (6.2) is flat. From (6.2), we observe that the time-scaling function

adds an extra parameter for the design of a control law. Clearly, any flat

system is orbitally flat by setting j(x )  =  1. However, the converse does not

hold as the next example shows.

Exam ple 6.1.1 (Sampei and Furuta (1986)). Consider the system x  =  f(x )  + 

g{x)u where x  =  (x i,£2,2:3), jf(x) =  (x2eX3,X3e13, 0), and g(x) =  (0, 0, 1). 

Recall from §2.4 that a single-input system is flat if and only if it is SFBL. It 

can be easily checked that this system is not static state feedback linearizable 

and hence it is not flat. Consider the time-scaling function 7(2:) =  e~xz. The 

system in the new time scale is

Xo O'
j(x ) f(x )+ j(x )g (x )u  = £3 + 0

0 1

where v = eX3u. The system in the new time-scale is in Brunovsky controller 

canonical form and thus it is feedback linearizable. Consequently, the original 

system is orbitally flat. □

The idea of using state dependent time-scaling functions to study the feed­

back linearization problem was first considered and solved for single-input 

systems by Sampei and Furuta (1986). Their conditions rely on solving a 

set of partial differential equations (PDEs) to obtain the time-scaling func­

tion. Later, Respondek (1998) obtained necessary and sufficient conditions 

for single-input systems in terms of the system’s vector fields f(x )  and g(x). 

Guay (2001) obtained necessary and sufficient conditions for multi-input sys­

tems using an exterior calculus approach.
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6.2 Tim e-scaling Function

In this section we construct a time-scaling function for the two-input spacecraft 

with the help of the Dynamic Extension Algorithm (DEA) (see §5.1.1). The 

main idea of the design is to impose conditions on the time-scaling function 

j(x )  so that the DEA can be iterated sufficiently many times to yield a dynamic 

feedback linearizable system. Let j(x )  denote the time-scaling function to be 

designed, where x  =  (u>i, 1x2, ^’3, (p,9, i>) is the spacecraft's state vector. In the 

new time-scale the system can be written as

Let xe =  (0,0,0, <pe, 9ei ipe) denote an equilibrium of system (6.3). A straight­

forward calculation shows that the decoupling matrix of (6.3) with output 

(6.5) is

To satisfy the hypothesis of the DEA, we must design j(x )  so that the ma­

trix A(x) has constant rank one in a neighbourhood of xe. By inspection, if

u[ =  Vi 

Ul'o =  V2

ui'3 =  'y(x)auiiu>2

<p' =  7 (2 ) (uji +  fy’2 sin <fr + u>3 cos 0 ) tan 9)

O' =  7 (x ) (ui2 cos (p — 0J3 sin 0)

ip' =  7 (0:) ({u>2 sin 0 + U3 cos cp) sec 9),

(6.3a)

(6.3b)

(6.3c)

(6.3d)

(6.3e)

(6.3f)

where we have defined
vi = 7(x)«i

v 2 =  7 (z )^ 2 -
(6.4)

We choose as output

y = h{x) =  {9,ip). (6.5)

7̂  0 in a neighbourhood of xe, then A{x) will not have constant rank one. 

Therefore, to apply the DEA, 7 ( 2 )  must satisfy = 0, that is, 7 ( 2 )  must
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not depend on We make a further simplification by assuming that y(x) 

does not depend on u>2 also. In this case, the decoupling matrix becomes

0 7 (2;) cos 0
A(x) =

' cos#

which has constant rank one in a neighbourhood of xe. We then apply the 

dynamic feedback given by the DEA, (5.2), to the system (6.3) resulting in 

a system with state (#,£) E M x R. Calculating the determinant of the 

decoupling matrix, denoted Ai(x, £), of the extended time-scaled system yields

9 i(z b M  +  1) +  0"2"3 +  usf t
det(Al(, , f )) = -------------- s,------------_ ------------- ;--------i_ ,

where qi(x) is a smooth function satisfying qi(x) ^  0. To apply the DEA once 

again it is necessary that the above determinant vanish in a neighbourhood of 

xe. This can only occur, however, if and only if 7 (2;) is a solution to the PDE

W2l(x )(a  +  1) +  +  UJ3~El =  0 - (6-6 )OUJ§ u(p

Assuming j (x )  depends only on cj3. (6.6) simplifies to

67
7(u;3)(q! +  1) +  a u 3- —  =  0,

(6.7)

which is equivalent to
d7 _  a  +  1 du;3 
7  a u 3 ’

Integrating (6.7) yields

a  +  1  f  Q+1 \
In(7 ) = ---- —  ln(ws) =  In \w3 “ J ,

which, is equivalent to

j(uj3) = u ^ ~ .  (6.8)

The function (6.8) is not a time-scaling function in a strict sense since it does 

not satisfy the condition 0 < 7 (^3) <  0 0 , except in the case that ui3 > 0. 

Notice that if a  =  — 1 then 7 (023) =  1 and consequently d r  =  dt, that is, the 

time is preserved. A time-scaling function similar to (6.8) was obtained by 

Rudolph (2003).
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With 7 ( 0:3)  defined as in (6.8). it is straightforward to show that system 

(6.3) is fiat with the output (6.5). From (6.3e) and (6.3f), we can solve for uio 

and CJ3:

u>2 = (ip1 cos p cos 9 — 9' sin p) cos p + p' cos 9 sin <p) (6.9)

ujs = {ip' cos p cos 9 — 9' sin p)~a. (6.10)

From (6.3d), we can write

=  (p'—p' svn9)uJ$ a  ̂ = (pr—ip'sin9)(ip'cospcos9—9'sinp)~('a+1'). (6.11)

Notice that if a =  — 1 then (6.9), (6.10), and (6.11) all simplify to the ex­

pressions obtained in §4.1. Differentiating (6.10) and equating the result to 

7 (o:3)au;1o;2, where 07 and 07 are given by (6.11) and (6.9), respectively, yields 

after simplification the equation

— cos p(p" cos 9 — 2-p'9' sin 9) +  sin p{9" +  (1p')2 sin 9 cos 9) = 0.

We can then solve for p from the last equation, the solution being

p — atan2(b/' cos 9 — 2 ^9 ' sin 9,9" +  ('p')2 sin 9 cos 9). (6.12)

The relation (6.12) has the same form as the one obtained in (4.6). The 

inputs v\ and v2 can then be obtained by differentiating (6.11) and (6.9), 

respectively. This shows that system (6.3) with scaling function defined by 

(6.8) is flat, which implies that the original spacecraft is orbitally flat. We 

have thus proved the following:

P roposition  6 .2 .1 . The two-input spacecraft with time-scaling function 7 (0:3) =
Ot + 1

uiz a is orbitally flat provided a and uiz o.re such that 0 <  7 ( 0: 3)  <  00.

The explicit expressions for the state and input in terms of the flat output
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for the time-scaled system are

uix = s (q+1) {(j>' -  y2 sin yi) (6.13a)

(6.13b) 

(6.13c) 

(6.13d) 

(6.13e) 

(6.13f)

Vl =  { a  +  1 ) (ct>' -  y 2s y i f  s ~ {a+2)p  +  s _ (q + 1 )(<£" -  y 2s m -  y [ y 2Cy J  (6.13g)

v2 =  ( - a -  1 ) s -(q + 2 ) [coiy^Cyi -  y\y2syi -  y[<f>') -  s ^ y ^ 'c y ,  +  y")]p
(6.13h)

+  s“(Q+1) [c^y’l  +  y2i>CyX) +  s ^ y ’i cos vi -  y[<p’ -  y2y[sn )]

where

n  =  Vi +  (2/2)2 sin yi cos y2 

r2 = y2 cos y1 -  2y2y[ siny2 

coscj) = r\(r\ +  r2)~ 2
, / O , Ov—Ism<?> =  r2(rj + rj) 2

p  = y[  cos <p + ip' cos yi sin (p

s = y2 cos 2/1 cos 4> — y[ sin <p 

_  nrx -  r(r2 
r f +  r |

(r2r i ~  r"r2)(ti +  n )  -  2 (r(n  +  r'2r2){r'2r 1 -  r jr2)
* (^  +  n2)2

Let (2/ , . . . ,  2/w ) !—5• -A (2/ , . . . ,  2/") be the map given by the right-hand side of 

(6.13a)-(6.13f), and (2/, -.. ,y"") ^  3 (y ,.. .,y"") the map given by the right- 

hand side of (6.13g)-(6.13h). We observe that both A  and !B contain a singu­

larity when r2 +  r 2 =  0.
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ui2 = s (a+Vp

u3 = s “

<p =  a t a n 2 ( r 2 , r i )  

0 = yi 

ip = yi



Since 7 (0)3) is a time-scaling function only if 0)3 > 0, an open- or closed- 

loop control obtained via an orbital flatness design can only be applied to a 

spacecraft that is continuously spinning about its uncontrolled axis. In this 

situation, the control would have to be designed to maintain u3 (£) > 0 for 

t > 0.

6.3 Simulation: Open-loop

In this section we design and simulate an open-loop orbital flatness-based 

controller that transfers the spacecraft from an initial configuration xi =  

W3, 0 i, 0i, 0 \) at ti with u \ >  0 to a final desired configuration x 2 = 

(vf ,u>o,oj§, $2, 02, at to with ui\ > 0. Since the system is orbitally flat, 

the open-loop control in the f-scale can be obtained by first designing the 

open-loop control in the r-scale and then scaling the resulting control into the 

real time t. To design the open-loop controls in the r-scale, the flat output 

reference trajectory, yd(r), must be designed so that

xi =A(_yd(n),---,y'd{ri))
(6.14)

x2 =A(yd(T2),.-.,y'd(T2)),

r2 = t i +  f  ■ dr =  ti +  [  M r ) ] ^ 1 dr,
Jt, 7M r)) Jtl

where T\ =  t\ and

rti 2

i M r ) )  dr tl +  Jtl

are the corresponding times in the r-scale. From (6.14), we observe that we 

must impose conditions on yd(Ti) up to third-order, for i = 1,2. By inspection, 

the zero-order conditions are

yd{Ti) = (:yd,i(Ti),ydfi(Ti)) =  (6i,0i), (6.15)

for i =  1,2. From (6.3e) and (6.3f), the first-order conditions on yd(~) are

v'd,\ in) = ( A ) ' ^  ( 4  cos Oi -  u \ sin 0 i)

/  i  • j .  1 i  ( 6 . 1 6 )
, , , , i ^ B ± l  l ^ 2 S m 0 i + ^ l C O S 0 i \=  M  — )
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for % =  1, 2. Next, for compatibility with the value of fa for % =  1,2, we need 

to impose second-order conditions on yfaj)-, as one can observe from (6.12). 

Thus, the second-order conditions on yfaf) must satisfy

fa =  axa.n2(fa- cos — 2fai6'i sin 6h 9” +  (^ ') 's in  0, cos 0j), (6.17)

for i =  1, 2. Finally, from (6.11), for compatibility with u\ for i = 1,2, we 

need to impose third-order conditions on yd(r) since fa contains third-order 

derivatives of the flat output. Thus, the third-order conditions on yafa) must 

satisfy
r - i r .  — r t  r„

(6.18)
,, r'0r i -  r\r2 

fa =  -o ■; t=tir\ -t-rg
where and r'2 are given in Appendix B. Since we are imposing conditions 

up to third-order, there are a total of eight conditions (four at each time end­

point) for each component of the flat output. As done in previous open-loop 

designs, we choose a polynomial trajectory

N

Vd , i {T ) = ^ 4 rfc_1> 
fc=l

with N  = 2 (r+ l)  =  8 , where r  denotes the highest order imposed on the refer­

ence trajectory, in this case three. Solving for the coefficients a\ satisfying the 

constraints (6.15)-(6.18) yields the reference trajectory ydfa) parameterizing 

the open-loop input that transfers the spacecraft from rri to xo: namely

v{r) = rS>{yd(T),y'd{T),y^{r),y^{T)).

The controls in the t-scale are then given by

“ (*) =  ^ 3(t)')^(r (t )) =  • • ■ ,$ (?$ ))), (6.19)

where uifat) is written in terms of the flat output trajectory, that is, uifat) is 

given by (6.13c). The results of an open-loop simulation using the control

(6.19) is shown in Figure 6.2 for the case a =  1/2. The simulation model 

is shown in Figure 6.1. The initial and final conditions were chosen as X\ =  

(-2 ,-2 ,3 ,120°, 65°,-135°) and x 2 =  (0,0,3.3,-100°, 0,100°), respectively.
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- ~ < x )  H Spacecraft
(6 .l3g)-(6 .13h)

T

/ 7(ws)

uz{yd{r))
(6.13c)

Figure. 6.1: Simulink Model - Open-loop orbital flatness implemented in the 
original time t.

The final and initial times in the r-scale were chosen to be T\ =  0 and r2 =  8.0, 

which correspond to the initial and final times

The coefficients a\ for each flat output component were chosen so that the 

condition u>z(t) > 0 was satisfied, thus ensuring that the open-loop control 

remains bounded.

6.4 Closed-loop Control

In this section, we design a dynamic feedback linearizing controller for the 

time-scaled system (6.3). The dynamic feedback is constructed using the same 

procedure as in §5.1.2 for the case a = —1. The controller is designed so that 

when a = — 1 the resulting expression for the dynamic extension simplifies to

call that the decoupling matrix of the system with flat output (6.5) is

t i  =  0

*2 =  [w3(r )] d r =  2.0321.

(5.13).

Consider the time-scaled system (6.3) with time-scaling function (6.8). Re-
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Figure. 6 .2 : Open-loop simulation with orbital flatness-based control with 
a  =  1/2. Initial and final conditions are x\ =  (—2, —2,3,120°, 65°, —135°) and 
X2 = (0,0,3.3, —100°, 0,100°), respectively.
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Define the dynamic feedback

Vi =  Wi

v2 = p{x) +  q(x)£i cos 6 (6.20)

i i  = w2,

where p(x) and q(x) are smooth functions yet to be designed and w = (wi, w2) 

is the new control input. Let E =  ( /, {pi, g2}.~&2}) be the control-afiBne system 

obtained by applying the dynamic feedback (6.20) to the time-scaled system 

(6.3). Let x  =  {x, £i) denote the new extended state. The decoupling matrix 

of the extended system II is

L^ISjhi Lg2L2jh {
Ai(x) =

f a L f o  L-32L)h2

c°s<ir(5) 

T(x)

U>3

sin  d  
_U3  cos 9 '

j(oj2)q(x) cos <p cos 6 

j ( u 3)q(x) sin <f>

where

(^ +flCOŜ ( a  +  l ) u 4 n { u j z f ■ a (6 .21)

Note that by construction of 7 (0*3) in §6.2, the matrix Ai(x) has constant rank 

one (this can also be deduced by inspection). Since the matrix Ai(x) satisfies 

the conditions for the DEA we can proceed to perform a second iteration of 

the DEA. However, before proceeding to the next iteration, we can simplify 

the design of the dynamic feedback by imposing conditions on p{x) and q(x) 

such that r(£) =  0. Suppose that ^  =  0 and we want to solve F(x) =  0. 

Then from (6.21), the function p(x) must satisfy

dp = (a A 1)u>27 (w3) +  w3 a dwi.

Integrating both sides of (6.22) yields

p(x) = (a + l)w |7 (w3)2a;3 +  lu3 a UJi-

(6 .22)

(6.23)

Therefore, with p(x) defined by (6.23) and choosing q(x) =  1, the decoupling 

matrix for the extended system E simplifies to

'0  7 (w3 ) c o s  <j> cos 9'

.0 7 (cu3)sin 0

115

Ax{x) -

R eproduced  with perm ission o f the copyright owner. Further reproduction prohibited without perm ission.



Compare the similarities between the decoupling matrix Ai(x) with the one 

given by (5.10) and the function p(x) with the one obtained in (5.9). Now 

consider the dynamic feedback

Wi = Si

w2 = &

£> =  S2

applied to the extended system E, where s =  (si, s2) is the new control input. 

Let E =  { f,{g i,g 2},^-2} denote the new extended system with state x = 

(x, £1, £2) £ M x IR2. The decoupling matrix of E is

Lgi L jh \ L-92L}h{ 7 (w3) cos 6  cos 6
A 2{ x )  = — 0

Lgx L3fh 2 L-92L)h2 .  - | r 3W 7(^3) sin 0

cos 4> +  cu3 a sin (f> 

2
sin 4> + uj3 c‘ cos 0 .

where

r 2(r) =  (a +  l ) u 2uz

T3(x) =  ( a + l ) u 2uĵ

A direct calculation shows that

det A2(x) =  —£i7 (cj3)3 cos 6,

and thus, the relative degree of the extended system E is {4,4} away from the 

set

A =  {(x ,ei,6 ) e M x R 2 |,f1 =  0}.

Therefore, with the dynamic feedback 

i i  = £2 

£2 =  s2

V i  =  S i

v2 =

(6.24)

(a +  l)u;f 7 (a;3)2w|' +  cj3 a u>i +  £l cos 9,

the time-scaled two-input spacecraft (6.3) is dynamic feedback linearizable on 

the set (M x M2)\A. It is worth mentioning that when a — — 1, the dynamic 

feedback (6.24) reduces to the dynamic feedback (5.13).
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By construction, applying the dynamic feedback (6.24) to the time-scaled 

system (6.3) yields

+A.2(2:)s.
y ? LAjh \ (x)

y2 \ L jh 2(x)

b(x)

Away from the set A, we can define the input

5 =  A j1(x)(—b(x) + w),

which yields the linear input-output dynamics
(4)y\> =Wi 
(4)y2 =  ^2-

(6.25)

The control input w can then be designed to track a desired reference trajectory 

Ud{t) =  (yd,i(t), Vd,2(t))- Note that since we defined the input (6.4), the control 

inputs that must be applied to the time-scaled system are

1u =
7(ws)

a+1
V =  CJ3a V, (6.26)

where v is given by (6.24). It is important to emphasize that the closed-loop 

control (6.26) is defined only when w3 >  0 and ^  0. The condition u3 > 0 

arises from the constraints imposed on the time-scaling function 7  (cu3) and the 

condition arises from the dynamic feedback control design.

As done in §5.1.3, we can derive a relationship for the extended state £1 in 

terms of the linearizing coordinates 2 given by

zi =  hi(x) 

z2 =  Lfhi(x)  

z3 = L2jhx{x)

24 =  LZjh\{x)

The expressions for z3 and z7 take the form

z3 = —Zq sin z-i cos z7 +  £l7 (o;3) cos 0  cos z\

2z2z3 sin z\ +  £17(w3) sin cj) cos z\

25 =  h2{x)

26 =  Lfh2(x)

2 7  =  Ljh 2(x)

2 8  =  L jh2{ x).

(6.27)
2 7  =

COS Z\
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which axe similar to the ones obtained in (5.17). Solving (6.27) for <j> and £1 

yields

<{> =  atan2 (z7 cosz\ — 2z2Z6 sinzi, z3 + zf cos z1 sinz\) (6.28)

y j { z z  +  z \  cos z x sin z x ) 2 +  ( z 7 cos Z i  -  2 z 2 z 6 sin z x ) 2 f c
^  =   —   .

7 (w3)cos Z\

As in §5.1.3, we observe that the singularity +  r |  =  0 in the maps A  and S

is equivalent to the singularity =  0.

6.5 Simulation: Trajectory Tracking

In this section we present simulation results of the dynamic feedback (6.24) 

applied to the time-scaled system (6.3). The value of a  in the simulation is 

set to
1

The initial and final conditions of the spacecraft are

xi = (-2.0, -2.0,3.0,120°, 65°, -135°) and x 2 = (0,0,3.3, -90°, 0,0),

at ti =  0 and t2 = 8 seconds, respectively,. To illustrate the tracking per­

formance of the dynamic feedback we set the actual initial condition to x\ =  

(—1,—1,3.5,130°, 55°,—125°). The tracking error eigenvalues (6.25) are cho­

sen to be {-l.5-t-0.9z, —1.5 —0.9z, —1.2+0.6z, —1.2 —0.6z} for each flat output 

trajectory. The results of the simulation are shown in Figure 6.3. As one can 

observe, the dynamic controller tracks the reference trajectory on the interval 

[h ,t2].
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Figure. 6.3: Closed-loop simulation with orbital flatness-based control on 
the time-scaled system (6.3) with a =  1/ 2. The assumed initial condi­
tion is x i = (—2 ,—2,3,120°,65°,—135°) and the final desired condition is 
x<i — (0,0,3.3,—90°,0,0°). The actual initial condition is set to Xi = 
(-1 ,-1 ,3 .5 ,130°, 55°,-125°).
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Chapter 7 

Summary and Future Work

7.1 Summary

In this thesis, we considered the attitude control problem for a two-input rigid 

spacecraft. We first analyzed the fundamental properties of local controllabil­

ity and stabilizability. It was shown that the two-input spacecraft is locally 

controllable about any equilibrium, but that no equilibrium can be made as­

ymptotically stable using a continuous time-invariant control. Motivated by 

the work of Rouchon (1992), it was shown that the two-input spacecraft is flat 

provided a particular geometric condition is satisfied involving the principal 

moments of inertia of the spacecraft. As is common for flat systems, the ex­

pressions of the state and input in terms of the flat output contain a singularity 

at an equilibrium. A detailed analysis of the specific singularity was performed 

and it was proved that by appropriately assigning the high-order derivatives 

of the flat output trajectory, an open-loop continuous control can be designed 

that steers the spacecraft from an initial to a final desired equilibrium in finite 

time.

We then proceeded to design a closed-loop state tracking controller. By 

virtue of the flatness property, the closed-loop state tracking problem is re­

duced to the lower dimensional output tracking problem. To design an output 

tracking controller, the Dynamic Extension Algorithm (DEA) was employed 

to construct a dynamic state feedback that input-output linearized the system. 

As expected, a singularity in the dynamic state feedback restricts its domain 

away from the equilibrium point set of the system. Nonetheless, it was proved

120

R eproduced  with perm ission o f the copyright owner. Further reproduction prohibited without perm ission.



that the dynamic controller can be used to track a state trajectory and bring 

the spacecraft to an arbitrarily small neighbourhood of a desired final equi­

librium in finite time by rendering the flat output error tracking dynamics 

exponentially stable. Since the dynamic controller is undefined on the sys­

tem’s equilibrium point set, to obtain an asymptotic state tracking controller 

the control law must be switched as the system approaches the equilibrium. 

At a pre-determined time, in which the state can be made arbitrarily close 

to the desired equilibrium, the control law is switched to the exponentially 

stabilizing controller of Morin and Samson (1997). The two phase controller, 

valid for large motions of the spacecraft, ensures that the state trajectory 

asymptotically converges to the desired equilibrium.

In the last chapter of the thesis, an analysis was performed concerning the 

orbital flatness property of the satellite. We derive a time-scaling function 

such that the system in the new time-scale is flat. The validity of a control 

design based on the orbital flatness property is restricted to a spacecraft that 

continuously spins about its uncontrolled axis. An open-loop control was con­

structed steering the system from one configuration to another. The open-loop 

control was obtained by first performing the design in the new time-scale and 

then re-scaling the controls. A closed-loop controller was also constructed for 

the time-scaled system using the DEA. The control law was implemented on 

the time-scaled system and a simulation is included illustrating the tracking 

performance of the controller.

7.2 Future Work

A natural extension to the work in this thesis would be to construct a flat 

output for the general case a ^  ±1, if it exists at all. In particular, a flat 

output for a singular free kinematic parameterization, such as the quaternions, 

would be desirable. This seems to be a challenging task as no general method 

exists for constructing a flat output or determining whether a system is flat. 

We conjecture here that the two-input spacecraft is not flat for the general 

case a  ^  ± 1.
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Appendix A

Definitions from Differential 
Geometry

We have included this appendix to review basic notions and definitions from 

differential geometry since many of the topics we talk about in the thesis 

assume a basic knowledge of this theory. For a complete introduction to dif­

ferential geometry see the text by Lee (2003).

Henceforth, let M be an open set of the n-dimensional Euclidean space M71. 

A function h : M —> R is smooth at x € M if the function is continuous and its 

partial derivatives of any order exist and are continuous in a neighbourhood 

of x. The function h is smooth if it is smooth for all x  G M. The set of all 

smooth functions on M is denoted by C'00(M). A map $  : M —*• R" is smooth 

if each component of $  is a smooth function. A dijfcomorphism is a smooth 

bijective map that has a smooth inverse.

For each x  G M we define TXM =  {(a;,w) | v G R"} as the tangent space of 

M at x G M. A tangent vector at x  is an element of Tz M, and will be denoted 

by vx. Geometrically, vx is the vector v with initial point at x. The tangent 

space TXM is a real vector space and is clearly isomorphic to R", Tr M ~  R”. 

The tangent bundle of M, denoted TM, is the disjoint union of all the tangent 

spaces TXM:

TM =  ] J  TXM.
xeM

Since we are working locally on the open set M, we can think of TM as being 

equivalent to the open set M x R", and thus TM is an open subset of Rn x Rn.
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property that X(x)  G TZM. Thus, a vector field X  assigns to each x  G M a 

tangent vector in TXM. A vector field can be written as a n x 1 column vector

X{x) =

( X x [x)\ 
X 2(x)

\ X n(x)J

where the Xi axe the components of X . Let 3f(M) denote the set of all smooth 

vector fields on M. It is straightforward to show that the set 3f(M) is a R- 

vector space under pointwise addition and scalar multiplication. An integral 

curve of the vector field A  at a; is a smooth curve 7  : (—e, e) —► M such that 

7 '(t) =  A (7 (£)) and 7 (0) =  x. Given a smooth function h : M —>■ R and a 

vector field A  : M —> TM, we define the Lie derivative of h along A by the 

formula

Lxh(x) =  g b ro o -

Geometrically, the Lie derivative of h along A  is the rate of change of h along 

the integral curves of A.

D efinition A .I. A Lie algebra is a real vector space V  endowed with a bilinear 

map called the bracket, usually denoted by V  x V  3 (A, Y) [A, Y] G V, 

that satisfies

(i) anti-symmetry: for all Vj ,vo £ V

[U1,U2] = -[U2;^l],

(ii) Jacobi identity: for all vi,v2,vs E V

[vi, [V2, V3]] +  bs, bi, U2]] +  [U2, bs, Ui]] =  0.

An example of a Lie algebra is (W1, x), where x is the cross product. If V 

is a Lie algebra, a linear subspace W  C V  is called a Lie subalgebra of V  if it 

is closed under the bracket operation. Thus, a Lie subalgebra is a Lie algebra 

with the bracket operation inherited from the parent space.
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Given two smooth vector fields X  and Y  defined on M, we define the Lie 

bracket of X  and Y , usually denoted as [X, Y], as the smooth vector field

Geometrically, the Lie bracket [X , Y] is the directional derivative of the vector 

field Y  along the integral curves of X . In many cases we will use the notation 

adx Y  — [.X , Y] which allows us to define iterated Lie brackets via the relation 

ad ^y  =  [X , ad^- 1y] for any k > 1 setting ad ^ y  =  Y. It can be verified that 

the Lie bracket is anti-symmetric and satisfies the Jacobi identity, and thus 

(3f(M), [-,-]) is a Lie algebra.

D efinition A.2. A distribution D on M is an assignment to each x £  M a 

linear subspace D(x) C TXM. We will say that D is a smooth distribution 

if for each xo E M there exists a neighbourhood Uq of x0 and smooth vector 

fields X i , . . .  , X d defined on Uq such that D{x) =  span{Xi(rr),. . . ,  Ak(x)} for 

each x  6  Uq.

The vector fields X \ , . . . , X d  in the above definition are called the local 

generators of D about xq. A point xq € M is a regular point of a distribution 

D if there exists a neighbourhood Uq of xq such that for all x  6  Uq we have 

that the dim(D(x)) =  d for some constant integer d. We say that the vector 

field X e D  if X(x)  € D(x)  for all x  G M.

Definition A.3. A smooth distribution D on M is involutive if for any pair of 

vector fields X \, X 2 € D, [Xi, X 2\ is also a vector field in D, i.e., if it is closed 

under the Lie bracket.

From the above definition it follows that if S is a subalgebra of the Lie 

algebra (3E(M), [-, •]) then S(x)  =  span{A(x) : X  € S} is an involutive distrib­

ution. The involutive closure of a smooth distribution D , denoted Lie(D), is 

the smallest (with respect to inclusion) involutive distribution containing D. 

One can show that

Lie(D) =  f ) A ,
i e i

where A  is an involutive distribution containing D for each i G I.
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Appendix B

Expressions for r \  and r2

t  ] —6' +  sin(2(?)

r2 =  ^cos (9) — 2tp9sm(9)

=  9® ^  sin(2 0) +  tp29 cos(2 0)

f 2 = ipW cos(0) — 3^0sin(0) — 2ip9sm(9) — 2xp92 cos(0)

r x =  +  (V>2 +  ipip^ — 292ip2) sin(2 0) +  (49'p'ip +  ip29) cos(2 9)

r2 =  (2ip93 — Aip^9 — 5ip'9 — 2ipd^)  sin(0) +  {ip^ — 5ip'92 — 6ip99) cos(0)

r (3) _  (̂s) +  (3^ ( 3) +  ^ ( 4) _  i2 ^e2-p -  Qipr99) sin(2 9)

+ {jorpQip  ̂+ 6zp29 +  929{3) +  Qip9tp -  4ip29z) cos(2 9)

r{3) =  (7# 3 -  5^ (4)0 -  9^(3)0 +  12V>002 -  7^0(3) -  2 # (4)) sin(0)

+  (^(5) _  9 ,̂(3)02 _  g^0(3)0 _  21^00 _  6^,02 +  2^ 04) Cos(0)

r (4) =  0(6) +  Hi sin(2 0) +  n 2 cos(2 9)

= ip® cos 9 + fii sin(0) 4- f22 cos(0) 

r (5) =  0(7) +  ^  _  20n2 j  sin(20) +  ^n2 +  20n i ) cos(29)

=  Tp^ cos 9 +  — ip(®9 — 0,2^  sin# +  +  fi2̂  cos#.
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where

III =  4 ^ (4) +  ipip{5) -  2# 202 -  4 8 ^ 0  -  2A'ipd2ip{-3)

-  6 ^ 2 -  8^ 2̂ (3) +  3 0 (3))2 +  8ip2d4

n 2 = 8^0(3)$ +  2 ( ^ (4) -  12^ 02̂  -  6^ 2(9(9 + 3 ^ (3)) 0 + 18# ^ (3) 

+ 12^20 +  12# V (3)+

QtpOipW -  12i r d H  -  8ipd3ii +  ip29(A)

=  -6 ^ (5)0 -  1 # (4)0 -  16^(3)0(3) +  16^(3)03 +  5 4 # 20 + 20i>d{3)92

+  30 ipe2e -  9^ 0(4) -  2# (5) -  2ipe5

n 2 =  ( - 5 ^ 6  -  9^(3)0 + 7^e3 + 12^ U 2 - 7^9{3) -  2^0(4)) 0 

-  39i}>{3)99 -  21i)Q2

-  29^00(3) -  9^(4)02 + 2 # 4 + 8 ip939 -  8# (4)0 -  20# (3)0
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Appendix C

M aple Program: Polynomial 
Interpolation

traj ectory_coeffs:=proc(times, conds)
local k, m, n, c, y, Eqns, i, j, Full_Eqns, A;
# Description of arguments:
# 1. times: the argument "times" is a list containing the
# times in which one imposes the conditions on the
# reference trajectory. For instance, if one wants a
# trajectory to start at tl and end at tM, and one puts
# conditions ONLY at the end points tl and tM then
# times:=[tl,tM]. If one imposes conditions on
# intermediate times t2,t3,...,t(M-l) between tl and tM,
# then times:=[tl,t2,t3,...,tM].
# 2. conds: the "conds" argument is a list containing the
# conditions at each time tl,t2,...,tM. "conds" is a list
# of lists with conds[i] containing the conditions on the
# reference trajectory at time t_i, i=l,2,...,M. So for
# instance, if we put m conditions only at the end-point
# tl and tM, then conds:=[[cl,c2,...,cm],[dl,d2,...,dm]];
# where c_k are the conditions at time tl and d_k are the
# conditions at time tM. If there are intermediate points,
# then conds: = [ [ . , etc.
# The OUTPUT of the file is a list in which the first element
# is the the polynomial reference trajectory y and the
# second element is the coefficient matrix Pi.
######################## START ###########################

# number of conditions for each time and the degree of
# polynomial
k:=nops(times); # Number of times where we have put

# conditions, i.e, M.
m:=nops(conds [1]); # At each t_i it is assumed that

# we have placed the same number
# of conditions.

n:= k*m - 1; # The required degree for the
# polynomial.

133

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



# create the array which will hold the coefficients 
c:= arrayCl..k*m);
# create the polynomial symbolically
y:= unapplyC sum(5c[i+l]*t~i5, 'i^O-.n), t);
# setup the arrays that will hold the linear equations 
Eqns:=array(1.. k) ;
for i from 1 to k do

EqnsCi]:= arrayCl..m); 
end do;
# setup equations, first for the O-derivative conditions 
for i from 1 to k do

Eqns[i] [1] := y(times[i]) = conds [i] [1] ; 
end do;
# continue setting up equations for the derivatives 
for i from 1 to k do

for j from 1 to m-1 do
Eqns[i] [j+1] := evalCdiff (y(t) ,t\$j) ,t=times[i]) = 
conds [i] [j+1]; 

end do; 
end do;
# create a list called Full_Eqns which stores all k*m
# linear equations 
Full_Eqns:=[pop(Eqns[1])]; 
for i from 2 to k do

Full_Eqns:=[pop(Full_Eqns), pop(Eqns[i])]; 
end do;
# form the coefficient matrix 
A : =matrix (k*m, k*m, [] );
for j from 1 to k*m do 

for i from 1 to k*m do
A[i,j]:= coeff(lhs(Full_Eqns[i]), c[j]); 

end do; 
end do;
# now return the desired trajectory
if det(A) = 0 then 
print("Cannot solve for the coefficients, the 

coefficient matrix is singular.");
RETURN(evalm(A)); 

else
sol_c:=map(simplify, solve({’Full_Eqns[j]5\$’j 5=l..k*m>, 

■C,c[j]’\$,j ’=l..k*m}));
# return polynomial and coefficient matrix 
RETURN([subs(sol_c, y(t)), evalm(A)]); 

end if;
end;
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