
Integrated Computational Modeling of Run-Out

Table Phase Transformations

by

Ry Karl

A thesis submitted in partial fulfillment of the requirements for the degree of

Master of Science

in

Materials Engineering

Department of Chemical and Materials Engineering

University of Alberta

©Ry Karl, 2023



Abstract

A thermal-microstructural model was developed to predict the effect of laminar cooling

during TMCP on the through thickness microstructure of an X70 steel. Model devel-

opment was conducted in three sections, beginning with microstructure modelling of

dilatometer samples with cooling rates ranging from 1 - 120 ℃/s. This was followed

by thermal modelling using a finite element method. The thermal and microstructure

models were then unified into one using a modified form of the Scheil additive principle.

Using this unified model, microstructure predictions for an industrially produced 15 mm

X70 sample were made, and shown to be in good agreement with measured values.

A microstructure model was developed for the simultaneous transformation of two

phases during continuous cooling. This model was used on the data acquired from

dilatometry testing of samples cooled at 1-, 5-, 15-, 22-, 30-, 50-, 80-, and 120 °C/s.

As a result, transformation curves for high and low temperature phases were produced

for each dilatometer sample. A combination of optical and scanning electron microscopy

were then used to characterize the phases in each sample. From this, it was found that

below 50 °C/s, the primary phases were ferrite and acicular ferrite, while above this they

were acicular ferrite and bainite. Model validation was done using EBSD band contrast-

ing, where the fraction of each phase was determined based on the pattern quality of

each pixel.

Thermal modelling was carried out in ABAQUS, and used to capture the effect of

different laminar cooling configurations on the through thickness temperature profile.

Infrared thermography and pyrometer temperature measurements were gathered during

plant trials and used as model inputs, while a modified spray boiling curve was used as

a fitting parameter. Assessment of infrared data lead to the observation of abnormal

temperature fluctuations across the width of the skelp. A method was developed to
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characterize these anomalous temperatures, and it was determined that they were the

result of oxides on the skelp surface. A program in Python was developed to track the

location and size of these oxides prior to coiling, and additional thermal models that

included the presence of oxides were developed.

The thermal and microstructure models were then combined into one by using a

modified form of the Scheil additive principle. In this approach, austenite decomposition

curves were generated for predicted temperature profiles from thermal modelling, and

then decomposed using the microstructure model. Validation of this combined model

was done by conducting EBSD band contrasting on an industrially produced X70 sample.

Once validated, the model was used to make predictions for alternate laminar cooling

configurations: presence of oxides, lower coiling temperature, early cooling, and late

cooling.

Based on the results from the thermal microstructure model, it was observed that

changing the cooling configuration had little influence on the end microstructure. What

this illustrates is the inability to produce significant changes to the microstructure through

cooling. From dilatormety testing, it was shown that for this grade of steel, at cooling

rates achievable on the ROT, a combination of ferrite (≈ 80%) and acicular ferrite is

always produced. From an industrial standpoint, these results emphasize the importance

of chemistry and their pivotal role in determining the end microstructure of the steel.

Further work should focus on determining how to manipulate steel chemistry to achieve

desired types and fractions of phases.
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Preface

This dissertation is an original work by Ry Karl. None of the text in this thesis has been

published, but portions of chapter 5 were presented at the 2022 European Oxide Scale

Conference. Parts of this thesis are intended to be submitted for publication.

All dilatometer testing presented in this work was done at CanmetMATERIALS, and

the initial handling of this data was carried out by Maro Emakapor. The thermal model

developed in chapter 4 is based on the original work by Barry Wiskel and Jonathan

Prescott.

Due to the sensitivity of temperature measurements used/gathered in this project,

they have all been normalized with respect to their finish rolling temperature.
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“Nobody ever figures out what life is all about, and it doesn’t matter. Explore the world.

Nearly everything is really interesting if you go into it deeply enough”

–Richard P. Feynman
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Chapter 1

Introduction

Microalloyed steels are a type of alloy produced through small additions of niobium

(Nb), titanium (Ti), and/or vanadium (V), and thermomechanical controlled process-

ing (TMCP). As a subset of high strength low alloy steels (HSLA), these materials are

designed to exhibit high strength and toughness, and are used extensively in the auto-

motive and pipeline industries [1] [2]. The mechanical properties are derived from the

alloy microstructure, which is a result of both the microalloying additions, and the dif-

ferent stages of the production process. TMCP consists of a series of steps beginning

with homogenization, followed by rough rolling, finish rolling, and then laminar cooling

on the runout table (ROT). Homogenization is used to reduce micro segregation and put

microalloying elements back into solution [3]. Next, rough and finish rolling are used to

refine the grain size through reducing the skelp thickness [4]. Finally, the skelp is cooled

from the finish rolling temperature (∼ 800 ℃) to the coiling temperature (CT) (∼ 550

℃) on the ROT. The cooling rate on the ROT affects the phase transformation that

occurs in the steel [5]. Changing the thermal history imposed on the ROT will result

in microstructures with different mechanical properties. The ROT consists of a series

of banks and headers that apply water to the surface of the skelp. To reach a specific

CT, different configurations of these banks and headers are used. By altering the cooling

configuration, different cooling rates are imposed on the skelp which changes its thermal
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history, microstructure, and ultimately its mechanical properties. Process pyrometers

are used to monitor the surface temperature after finish rolling and prior to coiling, but

they cannot measure the cooling rate inside the skelp as it transits the ROT. To quantify

the effect of ROT configuration on microstructural evolution, it is necessary to develop

a thermo-microstructure model. This research aims to develop a thermo-microstructure

model that can predict the effect of ROT cooling on X70 steel microstructure. To achieve

this, the following objectives were undertaken:

1. Quantify the effect of cooling rate on phase transformations.

2. Develop a microstructure model that can predict transformations as a function of

temperature and cooling rate.

3. Develop a thermal finite element model (FEM) to quantify the effect of ROT con-

figuration on cooling rate.

4. Combine the thermal and microstructure models into a thermo-microstructure

model to predict the effect of ROT configuration (cooling rate) on microstructure.

Dilatometer tests were conducted on X70 samples to determine the effect of cooling

rate on the microstructure evolution. Cooling rates ranging from 1 ℃/s to 120 ℃/s

were used, and the results were fit to a modified form of the JMAK equation that could

handle the simultaneous transformation of multiple phases [6]. The phase fractions of

each sample were then quantified using electron backscattered diffraction (EBSD) for

validation.

A thermal model was developed to replicate the cooling on the ROT and determine the

thermal history of the skelp. The model incorporated the different cooling mechanisms

observed on the ROT, as well as a film boiling curve. Using infrared (IR) thermography,

a series of videos were taken of 8-, 11-, and 12-mm gauge steel to measure the transverse
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temperature profile across the surface prior to coiling. These temperature measurements

were used to modify and validate the performance of the model.

From IR thermography of skelp surfaces, the presence of oxides were observed. Surface

oxides have an effect on the imposed cooling rates experienced by the skelp, so a technique

was developed to isolate them and track their location. Additional thermal models which

account for oxides were also developed to illustrate the extent that they change cooling

on the ROT.

The thermal and microstructure models were combined into a thermo-microstructure

model to predict the microstructure evolution through the thickness of the skelp. For

variable cooling rates encountered on the ROT, a form of the Scheil additivity principle

was applied. Results from this model were validated using an X70 sample from a known

ROT run, and four alternate configurations were analyzed to assess the sensitivity.

This thesis consists of 7 chapters. Chapter 2 is a literature review of the important

topics regarding this research: microalloyed steels, TMCP, laminar cooling, IR thermog-

raphy, austenite decomposition, and EBSD. Chapter 3 presents the steel used during

this research, and the experimental techniques conducted on them. Chapter 4 examines

the development and results from the thermal model. Chapter 5 presents a technique

created to identify and analyze the presence of oxides on the skelp surface. Chapter 6

discusses how the thermal and microstructure models were combined into one to predict

the effect of ROT cooling on the microstructure evolution. Lastly, chapter 7 presents the

conclusions of this research and suggests future work to be conducted.
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Chapter 2

Literature Review

In this chapter a review of microalloyed steels, TMCP, laminar cooling, IR thermography,

austenite decomposition, and EBSD is presented.

2.1 Microalloyed Steels

Microalloyed steels contain niobium, vanadium, and titanium either singly or in combi-

nation, with their total weight percent not exceeding 0.1% [7]. Through these additions,

steels with yield strengths in the range of 275 - 750 MPa can be produced [8]. High yield

strength values are the result of the strengthening mechanisms and microstructure that

is produced from microalloying elements. Alloying affects the strength through changes

to dislocation densities, precipitates, solid solution elements, and grain size, but it is the

latter strengthening mechanism that contributes the most [7] [9]. Certain microalloying

elements also play a significant role in the austenite to ferrite transformation, which in

turn effects the overall microstructure evolution.

2.1.1 Grain Refinement

The primary source of strengthening comes from grain refinement of the microstructure

through carbide and nitride precipitation. During thermal mechanical processing, the

4



solubility of microalloying elements change leading to the formation of precipitates at

different stages [7]. For grain refinement, the niobium carbides formed during rough

rolling have a major influence on grain size. Niobium carbides are stable in the austenite

phase at rough rolling temperatures, this leads to them pinning the austenite grains

through a process called Zener drag [7]. Through having niobium carbide precipitates

along the austenite grain boundaries, the surface area increases. As the austenite tries to

grow, the grain boundary must distort around the precipitate which requires additional

energy referred to as a pinning force. Grain growth stops when the driving force for

growth is counterbalanced by the pinning force [7].

Grain refinement can also be achieved through delaying the austenite decomposition

time. This can occur through the alloying additions of Mn, Mo, Ni, and Cr, each of which

strongly effect the hardenability of the steel [9]. In the work of Lu et al [9], the effect of

these elements and their subsequent influence on grain size strengthening were quantified

as a function of steel chemistry. From this work, it was shown that with increasing wt%

of each of these alloying elements, the grain size decreased linearly.

2.1.2 Effect of Alloying on Transformation Temperature

Alloying elements added to steel can be categorized as either austenite or ferrite stabi-

lizers [4]. Elements such as carbon, nickle, manganese, and copper have been shown to

stabilize the austenite phase, thus lowering the Ar3
1 temperature. While silicon, chrome,

niobium, vanadium, and titanium stabilize the ferrite phase which increases the Ar3 tem-

perature. Ferrite stabilizers also slow down the phase transformation of austenite to

ferrite by reducing the diffusivity of carbon in the austenite phase [4]. Furthermore, the

enrichment of these elements along austenite grain boundaries can reduce their overall

energy, decreasing their ability to act as heterogeneous nucleation sites for ferrite forma-

1Austenite to ferrite transformation temperature upon cooling

5



tion [10]. Hindering the austenite to ferrite phase transformation can be beneficial in

microstructure design, as it can allow for the formation of a more beneficial phase such

as acicular ferrite and/or bainite [11].

Focusing on the microalloying elements (niobium, vanadium, and titanium), additions

of each of these have been shown to increase the formation of acicular ferrite and bainite.

For higher carbon steels, additions of niobium have been shown to promote the formation

of bainite during continuous cooling [10] [12]. With the addition of vanadium, at lower

CTs (570 °C), the formation of acicular ferrite is observed [13]. Similarly, vanadium,

titanium, and molybdenum can work together to facilitate the formation of acicular ferrite

[14] [15]. In this process, the molybdenum and vanadium atoms assist in stimulating the

nucleation of acicular ferrite on titanium carbide precipitates [16].

To develop models that can be applied generally to all steel types, it is important

to determine equations that can capture the effect of varying alloying on austenite de-

composition. In a study by Li et al [17], a computational model was created that took

into account the chemical composition and prior austenite grain size to predict time-

temperature (TTT) and continuous cooling (CCT) transformation curves. By solving

for the isothermal kinetics of different reactions, and then applying the Scheil additive

principle (reviewed in section 2.5.3), they were able to replicate both TTT and CCT

curves to a good approximation, Figure 2.1. The equations used to model isothermal

reactions were based on the original work by Kirkaldy et al [18], where Zener and Hillert

type equations were used [17].
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Figure 2.1: Model versus measured results for a CCT curve of 4140 steel using the model by
Li et al [17]

2.2 Thermo Mechanical Controlled Processing

TMCP is a technique that allows for control of the final microstructure and thus proper-

ties of a steel skelp. During this process, the skelp piece goes through a high temperature

homogenization treatment, which is then followed by rough and finish rolling, and then

accelerated cooling. The temperature profile that the skelp will go through is shown in

Figure 2.2, where homogenization takes place at approximately at 1200 ℃, rough rolling

at 1100-1200 ℃, and finish rolling at 800-900 ℃.
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Figure 2.2: Temperature profile during TMCP [19]

2.2.1 Homogenization

The first step in the steel production process is continuous casting. During casting, liquid

steel in a ladle is poured into a tundish, and then subsequently poured into a mold. The

walls of the mold are cooled using water, and this leads to solidification of the liquid steel

from the wall inwards. As the liquid metal solidifies, the solutes get rejected from the

solid into the liquid, which results in a concentration gradient towards the center of the

slab [20]. Since solidification from the mold wall occurs through the form of dendrites,

the interdendritic regions are also solute rich. This rejection of solutes towards the cen-

ter line of the slab is the result of the reduced solubility of alloying elements in the solid

compared to the liquid. The degree of segregation can be classified as either macro or

micro, where microsegregation occurs interdendriticly, and macrosegregation occurs at

the centerline. Due to the segregation that occurs upon solidification, an inhomogeneous
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through thickness composition is formed. To help mitigate this issue, homogenization of

the slab in a reheat furnace is done. Through reheating the solidified slab at elevated

temperatures (approximately 1200 °C), a localized redistribution of microsegragated al-

loying elements can be achieved. Although reheating helps with microsegregation, the

theoretical time and temperature required to remove macrosegregation is not practical,

meaning that a varying through thickness microstructure is unavoidable.

2.2.2 Rough and Finish Rolling

Following homogenization, the slab goes through a series of rolling processes aimed at

refining the microstructure. The first rolling step is rough rolling at a temperature above

the austenite recrystallization temperature where a majority of the thickness reduction

occurs. The austenite recrystallization temperature has been shown to be significantly

influenced by the Nb content in the steel [21]. As the solute content of Nb increases,

the austenite recrystallization temperature increases drastically [22]. This results from

both the Nb in solution and the Nb that has precipitated out to form NbC [21]. Nb in

either of these forms generate a large pinning force which retards the motion of defects

(dislocations, sub-grains, and grain-boundaries).

During rough rolling, various metallurgical processes are occurring such as work-

hardening, dynamic recovery, and dynamic recrystallization. As the slab is plastically

deformed, a portion of the energy used for deformation is stored in the steel in the form of

dislocations [23]. This increase in energy associated with dislocations then provides the

driving force for recovery and recrystallization. Recovery is a thermally activated process

in which the strain energy is relieved through dislocation motion and reconfiguration,

resulting in the formation of subgrains [23]. Following recovery, further stress relief

is accomplished through recrystallization, where stress free grains are formed through
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nucleation and growth along favorable subgrains [23].

Through the repeated recrystallization of deformed austenite grains at elevated tem-

peratures, the continuous reduction of their size is achieved up until a limiting point [4].

For further reduction in grain size, the phase transformation from austenite to ferrite

needs to be modified. Modification of the austenite to ferrite transformation can be

achieved through finish rolling below the recrystallization temperature. By imparting

deformation without recrystallization, the number of nucleation sites increases drasti-

cally [4]. Since the formation of ferritic phases are a nucleation and growth process, by

increasing the nucleation and decreasing growth, smaller final grains are achieved.

The amount of deformation imparted into the steel prior to cooling will have an effect

on the kinetics and CCT of the given sample. From previous research into this topic, it

is suggested that an increase in deformation enhances the diffusion controlled austenite

to ferrite and pearlite reactions [24] [25]. This is attributed to an increase in defects in

the lattice which can help promote diffusion and serve as nucleation sites [26].

2.3 Laminar Cooling

Accelerated cooling at temperatures around the austenite transformation range is used

to further refine the microstructure. This type of cooling occurs on the ROT where water

is used to cool the skelp. Important parameters that must be addressed in ROT design

are the skelp velocity and header type, each of which will have an impact on the cooling

profile imposed. To predict the cooling during this stage, models are typically used.

2.3.1 Cooling Set-Ups

After exiting the finishing mill at temperatures between 850 - 900 °C, the skelp enters the

ROT. The ROT consists of a series of banks and headers that supply water to nozzles that
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expel water onto the surface of a hot skelp. Regarding the configuration of the header

cooling systems, three basic set-ups are typically used: spray cooling, laminar flow, and

water curtains, Figure 2.3 [27]. In a comparitative study between these configurations

by Tacke et al [27], it was found that the water curtain system exhibited the highest

degree of cooling efficiency, followed by laminar flow, and then spray cooling. Between

each cooling system, there is also blow-off sprays that remove the water retained on the

surface. This is done in order to both increase the efficiency of cooling from each bank,

as well as allow the CT to be recorded with a pyrometer [28].

In the laminar cooling system, each header has the jets arranged in a ’U’ shape [28]

[29]. For narrow and thinner gauge material, these systems can supply adequate cooling

rates, but struggle with wider and thicker gauges [29]. This is due to the non-uniform

cooling it imposes, and its lower cooling capacity. For water curtains, along with their

high cooling efficiency, they also have the the added benefit of improved uniform cooling

in the transverse direction [30]. Although the high cooling capacity can be good for

thicker gauge material, it can also be a drawback when cooling thinner gauges. Due

to cooling efficiencies and times at the top and bottom surface, buckling is a common

problem associated with this cooling system [29].

Figure 2.3: Different cooling configurations [31]
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2.3.2 Cooling Mechanisms

As the skelp enters the ROT from the finishing stands, it goes through various cool-

ing mechanisms as a result of its interactions with both air and water. In the regions

where there is no exposure to water, the primary cooling mechanisms are convection

and radiation. Directly underneath each header nozzle, multiple cooling mechanisms are

taking place, namely single phase convection, nucleate boiling, transition boiling, and

film boiling. A general schematic of the expected cooling regimes is shown in Figure 2.4.

Figure 2.4: Expected cooling mechanisms produced from water jet impingement [32]

Referring to Figure 2.4, the region labelled (I) is the impingement zone in which the

dominant mechanism of heat transfer is single phase forced convection. For this cooling

mechanism, there is no boiling, and it is the result of the excess temperature (difference

between surface temperature and liquid saturation temperature) being equal to or less

than the saturation temperature of the liquid [33] [34]. The saturation temperature is

the temperature needed for a liquid to boil and turn into a vapor.
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As the excess temperature increases, a transition point called the onset of nucleate

boiling (ONB) is reached, region (II). In this region, bubbles begin to detach from the

skelp surface and induce a stirring action in the liquid [33] [34]. From this assisted

motion, the heat transfer coefficient begins to rise. With increasing excess temperature,

the bubbles begin to coalesce until a maximum heat transfer coefficient is reached; critical

heat flux (CHF).

After the CHF is reached, a vapor film layer begins to develop which acts like an

insulating layer that decreases the heat transfer coefficient, region (III) [33] [34]. This heat

transfer mechanism usually takes place after the transition region where nucleate boiling

changes to film boiling. Once the minimum heat flux, Leidenfrost, point is reached, a fully

developed vapor layer separates the liquid from the surface. The vapor layer separates

the liquid from the surface, and the heat transfer mechanism changes to both radiation

and conduction [34].

As the distance from the stagnation point increases further, the water begins to

agglomerate into pools, region (IV). This is due to the surface tension between water

molecules causing them to pool on top of vapor layer previously formed [32]. In this

region, heat loss is from convection between the vapor and skelp surface, and radiation

from the exposed surface below the pool [32].

For the last region (V), the surface is not wet from the nozzle. Due to there being

no water on the surface, heat is only transferred by radiation and convection to the

surrounding [32].

Important for each of these mechanisms is the heat flux associated with them, which

is a measure of the thermal energy transferred per unit time and area. To calculate heat

flux, the corresponding heat transfer coefficient must be known for each region. In the

radiation and convection regions, the effective heat transfer coefficient has been shown to

vary between 100 - 200 Wm−2 depending on the air velocity [35]. For film boiling regions,
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a spray cooling curve such as the one developed by Wendelstorf et al [36] can be used.

Figure 2.5 illustrates a spray cooling boiling curve where convection (I), nucleate boiling

(II), transition boiling (III) and film boiling (IV) regions and their corresponding heat

transfer coefficients can be observed. For impact/impingement regions, the cooling is

more complex, as multiple mechanisms are occurring. Various studies have investigated

the magnitude of cooling in these regions, and results suggest the heat flux ranges between

10 - 12 MWm−2, while the impact size is approximately two times the size of the nozzle

[37] [38].
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Figure 2.5: Spray cooling boiling curve for water [36]
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2.3.3 ROT Models

As a result of the retained water on the skelps surface, and the vapor produced during

cooling, it is difficult to measure the surface temperature of the skelp on the ROT. Instead,

models have been developed to predict the time - temperature history of the skelp.

Typically either finite difference or finite element methods are employed. Regardless of

the method employed, one form of the heat equation (1-, 2-, or 3D) along with appropriate

boundary conditions is used. Equation 2.1 shows the 3D version of the heat equation.

Shown in Figure 2.4, there is also expected to be three unique types of cooling on the

skelp surface with them being impingement (impact), film, and radiation. These cooling

mechanisms define the boundary conditions that are used to solve the heat equation.

Equations 2.2, 2.3, and 2.4 represent the boundary conditions for impingement, film,

and radiation cooling. In these equations, ρ is the material density, c is the specific

heat, T is temperature, t is time, k is the thermal conductivity, q is the rate of heat

generation from transformation, Q is heat flux, and h is the heat transfer coefficient, ε

is the Stefan-Boltzman constant, and σ is the emissivity.

ρc
∂T

∂t
=

∂

∂x
(k

∂T

∂x
) +

∂

∂y
(k

∂T

∂y
) +

∂

∂z
(k

∂T

∂z
) + q (2.1)

Qimpact = hw(T − Tw) (2.2)

Qfilm = hv(T − Tv) (2.3)

Qradiation = εσ(T 4
s − T 4

∝) (2.4)
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In the study by Mukhopadhyay et al [39], a finite difference model based on the 1D

heat transfer equation was used to describe the cooling on the ROT for a HSLA steel.

For their model, three different heat transfer regimes were identified: radiation and con-

vection between the finishing mill and first bank and the last bank and coiler, convection

cooling from water jets, and conduction within the strip. Since the heat transfer in the

longitudinal and transverse directions of the skelp were deemed substantially smaller than

through the thickness, they were ignored. A film boiling curve was used to determine

the heat transfer coefficient at the interface between water and skelp. In development of

their model, the strip was first discretized into slices from top to bottom. The following

assumptions were then made: heat flows from adjacent slices, the temperature of a slice

is constant, and between two slices heat is transferred through conduction.

In the work by Serajzadeh [40], a finite element method was used to solve the 2D

heat transfer equation for a low carbon steel. Similar to Mukhopadhyay et al [39], heat

conduction was ignored in the longitudinal direction. Boundary conditions were defined

for the jet impingement and film boiling zones, and the initial condition of the skelp was

assumed to be equal to the exit temperature from the finishing mill. In addition, using

the predicted temperature - time and cooling rate information simulated, microstructure

predictions were made. This was done using the isothermal form of the Avrami equation

and Scheil additive principle (section 2.5.3) in correlation to the material TTT.

In a similar approach as Serajzadeh, Wiskel et al [41] developed a 2D FEM in

ABAQUS/CAETM . Three boundary conditions were used in this method compared

to the two in the previously aforementioned 2D model. While both the impingement and

film convection boundaries were applied, an additional radiation boundary was included,

equation 2.4. Through inclusion of this third boundary condition, a more accurate rep-

resentation of all the cooling mechanisms on the ROT was achieved. A film boiling curve

adopted from Wendelstorf et al [36] was used to calculate the heat transfer coefficient
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in the film boiling regime, while the jet impingement heat flux was used as a fitting

parameter. Both the results and the validation of this model are shown in Figure 2.6.

(a)

(b)

Figure 2.6: ROT model results (a) and validation (b) of time - temperature history
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2.4 Infrared Thermography

IR thermography is a non-contact technique used for temperature measurement and

visualization. It works through capturing the thermal radiation emitted by an object,

and then converting the signal to an image [42]. IR radiation is a type of electromagnetic

wave that has a wavelength range between 780 nm to 1 mm [43]. Only discrete bands

within this spectrum can be utilized for imaging, and they are long wave (8 - 14 µm), mid-

wave (3 - 5 µm), and short-wave (0.9 - 1.7 µm) [43]. By only detecting radiation in certain

bandwidths, the influence of background radiation has minimal effect on measurements,

specifically carbon dioxide, water vapor, and ozone [43].

2.4.1 Oxide and Steel Emissivity

The thermal radiation emitted from an object is a function of emissivity, which is the abil-

ity to radiate thermal energy compared to a blackbody. Emissivity is material-specific,

which means that materials at the same temperature can exhibit different values of this

property [43]. Other intrinsic factors that may affect this property include the surface

condition and the measurement angle [43]. As an intrinsic property, emissivity can be

used as a characterization tool to delineate between different materials [43] [44]. In the

context of TMCP, oxidation regularly occurs on the surface of the skelp [45] [46] [47].

The oxide develops in various ways depending on the process parameters (roll deforma-

tion, CT, etc), which leads to varying end thicknesses [48] [49]. Due to the differences in

emissivity between steel and oxides, the presence of these materials on the surface can

be identified with IR thermography [50].

Depending on the point in the process that the oxide forms, it can be classified as

either primary, secondary, or tertiary [51] [52]. Primary scale is formed during homoge-

nization. This oxidation type is the most significant of the three due to the high temper-
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ature and times associated with it, which leads to the oxide exhibiting strong interface

bonding with the steel [51]. Upon entry into the roughing mill, the roughing descaler

removes primary scale on the surface. Secondary scale continuously grows between de-

formation passes, and is either descaled after a a certain amount of passes or prior to

finish rolling. Finally, during finish rolling, cooling, and coiling, a tertiary scale forms.

Figure 2.7 shows the expected morphology of primary (a) and secondary (b) oxides [51].

Primary scale appears as large jagged teardrops, while secondary scale can look like ei-

ther slightly jagged teardrops or smooth teardrops [51]. The scale that forms at each

of these steps takes on a layered structure with a Wustite (FeO) inner layer, Magnetite

(Fe3O4) middle layer, and Hematite (Fe2O3) outer layer [53] [54] [55] [56].

Primary Scale

Secondary Scale

Figure 2.7: Expected morphology of primary and secondary scale [51] [57]

In a study by Campo et al [57], the emissivity of different thicknesses of oxides was

investigated. Emissivity measurements were taken using a previously developed experi-

mental device by the same author [58]. The newly developed device allowed for evaluation

of emssivity values as a function of temperature for changing surface conditions. For a

full description of the device design and functionality, refer to the authors paper [58].

Several disk shaped (66 mm diameter and 3 mm thick) Armco iron samples were pre-
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pared by manually polishing down to 1000 grit and then cleaned in an acetone ultrasonic

bath. The final surface roughness of each sample was approximately 0.083 ± 0.006µm

and the emissivity of each sample was stabilized by annealing at 700 °C for 15 minutes in

a N2 + 5%H2 atmosphere. Oxygen was then slowly introduced to initiate oxidation. At

four different temperatures (415, 480, 535, and 570 °C) the oxide emissivity was calcu-

lated as a function of thickness. After the pre-oxidation state (time t = 0), the emissivity

exponentially increased until a maximun [57]. Following the maximum, as the thickness

continued to increase, the emissivity exhibited a series of localized minima and maxima,

Figure 2.8. Shown in Figure 2.8, after sufficient times, the emissivity of the oxide was

always between the range of 0.75 - 0.85 (apart from 16 µm). The oxides were character-

ized through x-ray diffraction (XRD) which showed a predominately magnetite with a

smaller amount of hematite composition.
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Wen et al [59] investigated the emissivty behaviours of AISI 420, AISI 630, AISI H10,

AISI H13, AISI A2, and AISI A6 steels under varying temperatures using multispectral

radiation thermometry (MRT). Depending on the steel grade, temperature, and wave-

length, large variances in emissivity were observed. In general, emissivity was shown to

decrease with both decreasing temperature and/or increasing wavelength. Regarding the

effect of chemistry, it was shown that chromium had the largest influence where higher

contents resulted in lower observed emissivity values. This was suspected to be occuring

due to the variations in oxidation behaviour on the steel surface. For the alloy with the

closest chrome content to X70 (AISI A6), the reported emissivty value using a wavelength

of 3 µm was approximately 0.82 [59].

2.4.2 Oxide Removal

Oxides are continuously removed from the skelp surface by descalers positioned before

each rolling stage and across the width of the skelp. The typical descaler is a high-pressure

water jet directed onto the skelp surface. Scale is removed by the physical impact of the

water with the surface oxides and flashing [28]. A general schematic of a rough rolling

descaler is shown in Figure 2.9, where the approximate nozzle spacing, spray width,

and overlap are denoted as A, B, and C respectively. To maximize coverage over the

skelp width, flat fan nozzles are used in descaling operations, where their performance

is influenced by the specific standoff, pressure, flow rate, and nozzle configuration [28].

These nozzle parameters will all contribute to the resulting impact pressure which dictates

the removal of oxides. Flat fan nozzles are advantageous over other styles, as they can

produce a uniform impact pressure at proper standoff distances [28].
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Figure 2.9: General schematic of three flat fan descaler nozzles

However, as shown through industrial observations, descalers are not capable of elim-

inating the problem of oxides completely [41] [60]. Interference between the spray from

adjacent nozzles can result in so called overlap and washout regions where decreased

descaling efficiency is observed [61] [62]. Furthermore, the ability of the descalers to

remove the continuously formed oxides during TMCP has been shown to be influenced

by processing parameters and strip chemistry [63] [64]. Both these variables effect the

subsequent adhesion of the oxide to the strip surface. Oxides that are not removed prior

to deformation steps also have the potential to exhibit enhanced adhesion, which results

in decreased descalability [65]. Increased adhesion is due to the high plasticity of the

oxide at elevated temperatures [66] [65]. Improper descaling can be problematic as it

can have an effect on the imposed cooling profiles experienced on the ROT, resulting in

regions of differing microstructure and mechanical properties [67] [68]. This is due to

differences in thermal properties between oxides and steels.
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2.5 Austenite Decomposition

To characterize the mirostructural evolution that occurs on the ROT, an understanding

of the possible phases and mechanisms for which they form is needed. This can be

accomplished by analyzing the phase diagram, TTT, and CCT curves for a given steel.

Furthermore, to account for the cooling conditions on the ROT, an understanding of the

relationship between isothermal and non-isothermal transformation kinetics is needed.

First the thermodynamic stability of the steel phases will be presented.

2.5.1 Phase Diagrams

A phase diagram shows the thermodynamic stability of different phases for a given range

of temperatures and compositions. Figure 2.10 shows a Fe−Fe3C phase diagram, where

it can be seen that for TMCP steps prior to cooling, the equilibrium phase is austenite

(above 850 °C at 0.2 wt% C). As the austenite is cooled below the A3 temperature 2,

ferrite begins to form. Further cooling to below the A1 temperature 3 then results in the

formation of pearlite. Since the phase diagram assumes equilibrium, it does not consider

the kinetics (time) for different phase transformations. This leads to the omission of

phases such as acicular ferrite, bainite, and martensite from showing up on it. Since

cooling on the ROT is far from equilibrium, phase diagrams are not appropriate tools to

model microstructural evolution. Instead, TTT and CCT curves which account for the

kinetics of phase transformations can be used.

2Austenite to ferrite transformation temperature
3Austenite to pearlite transformation temperature
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2.5.2 Isothermal Transformation

A TTT diagram is an isothermal plot of fraction transformed as a function of time and

temperature. Figure 2.11 (a) shows a TTT diagram for an X70 steel (constructed using

the model by Li et al [17]), where the production of multiple sections is the result of the

different transformation mechanisms that can occur at varying temperatures. For the

austenite to ferrite transformation, the reaction can either proceed in a reconstructive,

displacive, or combination of the two manner. In the context of X70 steel microstructure,

only the top (reconstructive 570 °C - 850 °C) and middle (combination 500 °C - 570

°C) regions of this diagram are of concern, as displacive phases such as martensite are

minimal. For these transformations, different phases form through a nucleation and
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growth mechanism. These two factors primarily influence the shape of the TTT curve,

giving it a characteristic ’C’ shape which reflects the variation of nucleation and growth

with temperature [70].
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Figure 2.11: TTT for a HSLA steel constructed using the model by Li et al [17] (a) and the
sigmoidal isothermal transformation curve (b)

When modelling the kinetics of an isothermal phase transformation, assumptions

regarding the type of nucleation and growth needs to be made. There are two predominate

types of nucleation typically used in modelling and those are the constant rate and site-

saturation modes [70]. In the constant nucleation and growth mode, nuclei continuously

form throughout the transformation, while in site-saturation, all the nuclei are formed

at the beginning [70]. Regardless of the mode assumed, the end equation used to model

the sigmoidal curve shown in Figure 2.11 (b) takes the form of equation 2.5 which is

the general Johnson–Mehl–Avrami–Kologoromov (JMAK) equation [71] [72]. In this

equation, t is the time at the isothermal temperature, τ is the incubation time, k(T ) and

n(T ) are rate constants, and f is the fraction transformed.

f = 1− exp(−k(T )(t− τ)n(T )) (2.5)
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To account for the different austenite conditions that may occur during TMCP, var-

ious adaptations of equation 2.5 have been made. In a study by Chen et al [73], the

isochronal phase transformation of austenite to ferrite was investigated. JMAK kinetics

were employed, but the effect of site-saturation, alternating growth methods (interface

and diffusion), and impingement of nuclei were also incorporated into the model [73].

Umemoto et al [74] incorporated the effect of austenite grain size on the decomposition

kinetics into pearlite, equation 2.6. In this adaptation, d is the austenite grain size, and

m is a constant related to the nucleation mode: 1 = surface, 2 = edge, and 3 = corner.

f = 1− exp(−k(T )
tn

dm
) (2.6)

It can be assumed that the formation of product phases occur in either a sequential or

simultaneous manner, with the former case being less likely [6]. Jones et al [6], modified

the JMAK equation to account for the simultaneous transformation of two or more

phases. As this model is used for this work, a thorough walk through of the modification

is presented, where a derivation of the JMAK is first presented.

When a product phase particle first nucleates after time τ , and subsequently grows,

the volume (w) of the phase after time t is given by equation 2.7. In this equation, G is

the growth rate and the phase shape is assumed to be spherical.

wt = (
4π

3
)G3(t− τ)3 (2.7)

As multiple product phase particles continue to grow, they will eventually impinge

on one another [70] [6]. This aspect of nucleation and growth can be accounted for by

first calculating the extended product phase volume, equation 2.8. In this equation, Vβ

is the volume of phase β, V is the total volume, I is the nucleation rate, and dτ is the

time interval.
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Vβ = (
4πV

3
)

∫ t

τ=0

G3I(t− τ)3dτ (2.8)

The nucleation and growth that occurred in already transformed regions can then

be omitted by calculating the actual volume. This is accomplished through introducing

a probability factor that is proportional to the amount of un-transformed parent phase

available at any instance during the reaction, equation 2.9. In this equation, dV e
β is the

rate of extended volume change of product phase β. The integrated form of equation

2.9 can then be substituted into equation 2.8 to yield the classic JMAK equation for a

spherical product phase, equation 2.12.

dVβ = (1− Vβ

V
)dV e

β (2.9)

V e
β = −V ln(1− Vβ

V
) (2.10)

−ln(1− Vβ

V
) = (

4π

3
)G3

∫ t

0

I(t− τ)3dτ (2.11)

ζβ =
Vβ

V
= 1− exp(−1

3
πG3It4) (2.12)

Equation 2.12 is appropriate for multiple product phases when the reaction occurs

sequentially, but when it is simultaneous, the addition of an α phase to the probability

proportionality factor can be done [6]. Both product phases can then be related through

a constant K which eliminates the need to analytically/numerically solve the final phase

fractions [6]. The final equations for the volume fraction of α and β following the same

procedure for one phase are then represented by equations 2.13 and 2.14.
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ζα = (
1

1 +K
)(1− exp[−1

3
(1 +K)πG3

αI
3
αt

4]) (2.13)

ζβ = (
K

1 +K
)(1− exp[−1

3
(
1 +K

K
)πG3

βI
3
βt

4]) (2.14)

2.5.3 Non-Isothermal Transformation

A CCT curve is used to illustrate phase transformations under non-isothermal conditions

(cooling). To construct these types of curves, the ideas utilized in isothermal kinetics

can be extended. This is done through two different approaches, either modifications to

the JMAK equation, or applying the Scheil additive principle along a cooling path.

In a study by Venkatraman et al [75], the development of a CCT diagram was done

through use of a modified JMAK equation on dilatometric data. Equation 2.15 shows the

form of the JMAK equation used, where τ was calculated using an Arrhenius equation,

equation 2.16. For the model, the constants Q and R were the activation energy and

universal gas constant, respectively, and a site-saturation mode was assumed. Using a

linear regression method, the constants were solved for and found to be in good agreement

with literature (n was between 0.52 and 1, and Q was between 88 kJ and 188 kJ) [75].

Although values for τ were not reported, the magnitude of it was stated to be high

meaning that transformation above equilibrium temperatures was not possible [75].

f = 1− exp(−(
t

τ
)n) (2.15)

τ = τoexp
−Q
RT (2.16)
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The more common approach to non-isothermal transformations is the application of

the Scheil additive principle. A vast number of studies rely on this method in order to

approximate transformations along arbitrary cooling paths as the sum of short isothermal

holdings [76] [77] [78]. Figure 2.12 shows the discretization of a arbitrary cooling path

and how it relates to isothermal kinetics (TTT).
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Figure 2.12: Approximation of arbitrary cooling path as small isothermal steps

In this process, the cooling path is first divided into a series of temperature steps (∆T )

with a corresponding time step (∆t). At each step, the isothermal incubation time (τ (T ))

required to transform a given amount of parent phase is given by the corresponding TTT,

and can be used to calculate the fractional incubation time [76]. This is done by dividing
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the time step by the isothermal incubation time at each temperature along the cooling

path. When the sum of these fractional incubation steps equal unity, the transformation

begins. This process can be expressed by equation 2.17 and 2.18.

f(T ) =
T∑
Te

∆t

τ(T )
(2.17)

∫ t=tn

t=0

dt

τ(T )
=

∫ T

Te

dt

dT

dT

τ(T )
= 1 (2.18)

Equation 2.18 can then be inserted into the JMAK equation to yield an expression

that can be used to calculate the the fraction transformed at a given temperature along

an arbitrary cooling path, equation 2.19. In this equation, Q(T ) is the temperature

dependant cooling rate and Te is the end temperature.

X(T ) = 1− exp(

∫ Te

T

(
K(T )

1
n

Q(T )
dT )n (2.19)

For a transformation to be additive, there are certain criteria that need to be met.

Regarding equation 2.5, a proof conducted by Agarwal et al [79] was done where it was

shown that if n is constant (not a function of temperature), then additivity applies.

When the value of n is constant, the reaction is considered isokinetic, meaning that the

the nucleation, growth, and impingement mechanisms during the transformation do not

vary [80]. The criteria for additivity was further expanded on by the work of Christian [81]

who proposed that additivity applies when the instantaneous transformation rate is a

separable function of both temperature and fraction transformed, equation 2.20.

dX

dt
= f(X)g(X) (2.20)
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2.6 Characterization With EBSD

EBSD is a quantitative analysis tool that can be used to characterize microstructure.

Through the interaction of backscattered electrons with the crystallographic structure of

the material, Kikuchi patterns are formed. Based on these Kikuchi patterns, information

about the phases present can be determined.

2.6.1 Band Contrast

Different phases can be delineated from one another using the band contrast of the

mapped regions. Band contrast is a measure of the diffraction pattern quality (PQ),

and has been used extensively for characterization of austenite decomposition prod-

ucts [82] [83] [84] [85]. Depending on the PQ of the scan, the contrast of the pixels

varies, where darker regions indicate poor pattern quality. Poor PQ can result from

high dislocation densities which reduce the average intensity of the Kikuchi bands [83].

Based on this, the phases of ferrite, bainite, MA, and acicular ferrite can be distinguished

between one another [83]. As the transformation temperature decreases, there is an ob-

served increase in the intrinsic dislocation density of the product phase [85] [86], Figure

2.13. This is attributed to the different mechanisms by which each phase is formed.

At higher temperatures, reconstructive phase transformations occur, resulting in polyg-

onal and non-polygonal ferrite microstructures with low dislocation densities. As the

transformation temperature decreases, quasi-displacive and displacive mechanisms occur

resulting in acicular, bainitic, and martensitic microstructures with high dislocation den-

sities [85] [86]. Based on this trend, the expected order of lowest to highest dislocation

density for the phases would be polygonal ferrite, non-polygonal ferrite, acicular ferrite,

bainite, and then martensite [85] [87] [88] [86].
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Figure 2.13: Variation in dislocation density for Fe-0.21Ti-0.08C phases as a function of
transformation temperature (°C) [89]

When utilizing PQ to discriminate between phases, there are many user controlled

factors that will influence the quality of the data. The major factors include the surface

finish and the step size. Since the sample is typically tilted 70° and the interaction volume

is small, the PQ is sensitive to any surface defects. The step size will also dictate the

ability to resolve the finer details in the microstructure. A small step size will allow for

full resolution of smaller features, but will result in excessively long test times. While a

large step size will result in exclusion of the finer details needed for full characterization.
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2.7 Summary

As described in this chapter, the final microstructure is a function of all the processing

steps involved in TMCP, with the most important being the laminar cooling on the ROT.

All steps prior to cooling condition the austenite for the subsequent phase transforma-

tions. Deviation from the expected microstructure (and thus properties) may occur when

there are disruptions to the temperature profile imposed on the steel while traversing the

ROT. Things that may disrupt the cooling profiles include improper ROT configurations

or the presence of oxides on the surface. Techniques exist that allow us to asses these

factors such as thermal models for imposed cooling profiles, IR thermography for the

presence of oxides, and EBSD to assess the final microstructures produced, but few stud-

ies account for them all. This study aims to fill this gap in the research by developing an

integrated computational materials engineering model that links models for phase trans-

formations, ROT cooling, and surface oxides into one to allow for a better understanding

of the expected microstructures formed on the ROT.
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Chapter 3

Materials and Methodology

This chapter covers the materials and methodology used throughout the duration of this

project. In section 3.1, the chemical composition, optical microscopy (OM), scanning

electron microscopy (SEM), and EBSD conducted on the ROT steel are presented and

discussed. Section 3.2 will cover the dilatometer analysis conducted on eight X70 samples

prepared with cooling rates of 1-, 5-, 15-, 22-, 30-, 50-, 80-, and 120 ℃/s. Within section

3.2, details regarding testing specifics, treatment of dilation curves, and microstructural

modelling are provided. Section 3.3 will show the CCT constructed from dilatometer

testing which will be used later in the thermo-microstructure model.

3.1 X70 Runout Table Sample

In this section, the composition and processing of a 15.2 mm X70 steel will be presented.

Furthermore, the results from OM, SEM, and EBSD analysis will be discussed. Using

OM and SEM, the primary phases present in the sample were determined. EBSD was

used to quantify phase fractions, as well as determine the distribution of grain area,

aspect ratios, and misorientation angles.
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3.1.1 Chemical Composition and Processing

A 15.2 mm thick X70 steel provided by Stelco Ltd. was the subject of analysis during

this project. The composition of the provided steel is presented in Table 3.1.

Table 3.1: Composition of X70 steel produced at Stelco (wt.%)

C Mn Si Cu Cr + Mo + Ni Nb Ti + V

0.05 1.52 0.24 0.20 0.25 0.059 0.061

TMCP rolling parameters for the steel are summarized in Tables 3.2 and 3.3. Ini-

tially the sample was homogenized at 1.49Tfinish before being cooled to 1.22Tfinish. At

1.22Tfinish, rough rolling reduced the skelp thickness from 240 mm to 33.9 mm. Follow-

ing rough rolling, the skelp began finish rolling at 1.17Tfinish, where the thickness was

further reduced to 15.2 mm. The final temperature of the steel prior to laminar cooling

was Tfinish. This information was used to replicate TMCP conditions on dilatometer

samples (section 3.2).

Table 3.2: Rough Rolling parameters for 15.2 mm X70 steel

Homogenization (°C) Exit (°C) Starting Thickness (mm) Finish Thickness (mm)

1.49Tfinish 1.22Tfinish 240 34

Table 3.3: Finish Rolling parameters for 15.2 mm X70 steel

Start T (°C) Finish T (°C) Starting Thickness (mm) Finish Thickness (mm)
1.17Tfinish Tfinish 34 15

Following finish rolling, the skelp entered the ROT at a speed of 2 m/s, where 34 sprays

were used to reduce the temperature to the aim CT. Specific ROT spray configurations

will be addressed in chapter 4 during the presentation of the thermal model.
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3.1.2 Optical Microscopy

OM was conducted on an Olympus optical microscope with Stream Motion software.

The sample was prepared by manually grinding and polishing down to 0.1 µm using a

Buehler EcoMet 250 Grinder-Polisher. Silicon carbide abrasive grinding papers of P120,

P280, P400, P800, and P1200 were used before changing to alumina, silica, and diamond

polishing solutions. After grinding and polishing, samples were etched with a 2% nital

solution. In low carbon steels, nital etching reveals the ferrite grain boundaries and colors

them white, while leaving phases such as bainite and pearlite dark [90]. Furthermore, it

dissolves the ferrite grains, resulting in a topographical surface [90]. Images were taken

at the top (TS) and bottom (BS) surfaces, and the quarter (QT) and center lines (CL),

at 500X magnification. QT and CL images are shown in Figures 3.1 and 3.2, respectively.

Due to the complex nature of cooling at the TS and BS, only the CL and QT results are

presented. Micrographs of the surfaces can be found in Appendix A.

Figure 3.1: OM image of ROT sample taken at QT
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Figure 3.2: OM image of ROT sample taken at CL

From the images taken, two predominant microstructures were observed at the QT

and CL. The first microstructure exhibited a large/blocky appearance, which is typical

of polygonal ferrite. The second microstructure was much smaller in size, irregularly

shaped, and had no apparent arrangement. Based on the characteristics of the second

observed phase, it was determined to be acicular ferrite. In both micrographs, there is

more ferrite present than acicular ferrite.

3.1.3 SEM

SEM imaging was conducted on a Tescan Vega3 SBH microscope. Images were taken at

the QT and CL locations to verify results from OM. Samples were prepared the same way

as with OM, where manual grinding and polishing down to 0.1 µm was done before being

etched with a 2% nital solution. All SEM images were taken at the same locations as OM

using an accelerating voltage of 20 kV and magnification of 2000X. Images were obtained

using secondary electrons to observe the topography. 2000X magnification images of the
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QT and CL are shown in Figure 3.3 (a) and 3.3 (b). Similar to the results of OM, the

phases observed were polygonal ferrite and acicular ferrite. Supplementary images of the

surfaces, QT, and CL can be found in Appendix A.

(a)

Ferrite

Acicular Ferrite

(b)

Figure 3.3: SEM image taken at QT (a) and CL (b)

3.1.4 EBSD

EBSD was used to quantify the fraction of each phase present, grain area distribution,

aspect ratio distribution, and misorientation angle distribution. Samples were prepared

the same way as with OM and SEM, but without the final etching step. Prior to analysis,

each sample was also cleaned with acetone in an ultrasonic bath for 10 minutes. Testing

was conducted on a Zeiss Sigma FESEM using an operating voltage of 20 kV. Within

the FESEM, the vacuum pressure was below 2E-5 torr, the aperture size was 60 µm, tilt

was set to 70°, and the working distance was within 10-16 mm.

Band contrast images at the QT and CL were generated for the steel using a map

size and step size of 90 x 63 µm and 0.1 µm, respectively. Figure 3.4 shows the band
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contrast images which have been converted to a grayscale where a value of 0 is low con-

trast and a value of 255 is high contrast. As stated in section 2.6, the image quality

(band contrast) is proportional to the sharpness of the Kikuchi pattern, which is influ-

enced by crystalline defects such as dislocations. Based on this, low temperature ferritic

phases (acicular ferrite and bainte) can be distinguished from those formed at higher

temperatures (polygonal ferrite) through differences in pixel values.

(a) (b)

Figure 3.4: Band contrast images for X70 sample at QT (a) and CL (b)

The threshold pixel value that separates the phases was determined using a method

developed by Wu et al [91]. In this method, it is assumed that the overall distribution of

pixel intensity values in a band contrast map is the summation of Gaussian peaks derived

from the phases present [91]. Deconvolution of the pixel distributions into Gaussian

peaks was done using OriginLab 2022b. Using their Gaussian curve fitting module,

the corresponding curves for each phase were determined. Only two curves were used

for fitting, as the volume fraction of MA was deemed negligible. This was based on

observations made during OM and SEM analysis. The effect of adding a third curve was
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also found to have minor influences on the position of the other two. A deconvolution

curve for the QT is shown in Figure 3.5.

Figure 3.5: Gaussian curve fitting of X70 band contrast distribution at the QT

According to the method by Wu et al [91], to determine the threshold pixel value for

the maps, the intersection point of the two Gaussian curves is taken. But by taking this

point, portions of the low dislocation phase curve are not accounted for. This results in an

under-reported volume fraction. Conversely, if the beginning of the curve is used, the high

dislocation phase is under-reported. To mitigate these issues, the threshold value between

ferrite, acicular ferrite, and/or bainite was selected based on the predominate phase

present. From OM and SEM, it was shown that the X70 steel consisted of predominately

ferrite. Based on this, the beginning of the low dislocation phase curve (ferrite for this

sample) was used rather than the intersection.

With the threshold pixel values determined for all band contrast maps, a coloring

module was run on each image. Based on the pixel intensity and the threshold value, a

color was assigned to each point. Blue was assigned to ferrite, green to acicular ferrite,
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and red to MA. Figure 3.6 shows the colored images after thresholding was applied. From

this process, the phase fractions of ferrite, acicular ferrite, and MA were determined to

be 78%, 21%, and 1% at the QT, and 74%, 24%, and 2% at the CL.

(a) (b)

(c) (d)

Figure 3.6: Conversion of X70 QT (a and b) and CL (c and d) band contrast maps to colored
maps with ferrite (blue), acicular ferrite (green), and MA (red) highlighted
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Using the crystallographic orientation data from EBSD, the grain size, aspect ratio,

and misorientation angle distributions were also determined. These were calculated for

later comparisons with dilatometer samples.

Figure 3.7 shows the distribution of grain area at the QT, where the average, median,

and standard deviation were 7.53 µm², 3.51 µm², and 11.9 µm², respectively. The mor-

phology of these grains were further described using the aspect ratio, Figure 3.8, which

is the ratio between the height and diameter. Due to the different growth behaviors of

phases, the aspect ratio can be used to indicate the presence of ferrite and acicular ferrite,

as well as approximate the amount of each. Acicular ferrite can exhibit lath and plate

morphologies with aspect ratios ranging between 1 – 11, but it has been suggested that

95% of these grains have aspect ratios above 2 [92]. Conversely, due to the blocky nature

of polygonal ferrite, it has a low aspect ratio. Aspect ratio data was smoothed to reduce

scatter so that further comparison with dilatometer samples would be easier.
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Figure 3.7: Grain area distribution of X70 sample
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The misorientation angle that is observed between crystallographic planes is the re-

sult of the phase transformation of austenite to either ferrite, acicular ferrite, bainite, or

martensite. Depending on the parent and product phase, preferential distributions of ori-

entations are observed. Ferrite, acicular ferrite and bainite tend to exhibit a Kurdjumov-

Sachs (KS) relationship with the parent austenite, which results in a characteristic double

peak between the angles of 50 – 60° and a single peak below 25° [92] [93] [94] [95]. In the

X70 misorientation frequency plot, Figure 3.9, three peaks are observed at 2°, 54°, and

59°. The one low angle and two high angle peaks correspond well with the OM and SEM

observations of a predominate ferrite microstructure with some acicular ferrite [96].
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Figure 3.9: Misorientation angle plot of X70 sample

3.2 Dilatometer Samples

In this section, the dilatometry testing, results, and analysis are presented. Eight

dilatometer tests were conducted using conditions similar to those in Tables 3.2 and

3.3. Using the dilation curves produced from these tests, fraction transformed curves

were generated. With a modified form of the JMAK equation, a microstructure model

was then utilized to decompose fraction transformed curves into distinct curves for indi-

vidual phases. The predicted fractions from microstructure modelling were validated by

doing OM, SEM, and EBSD on individual dilatometer samples. Using the EBSD data

from each sample, the grain area, aspect ratio, and misorientation angle distributions

were then compared to the X70 ROT sample.
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3.2.1 Dilatometry Testing

Dilatometer tests were conducted on X70 samples to determine the effect of cooling rate

on austenite decomposition. Eight tests were done using cooling rates of 1-, 5-, 15-, 22-,

30-, 50-, 80-, and 120 ℃/s. Samples were taken from the QT thickness of the 15.2 mm

X70 sample, and then machined into cylinders with a diameter and width of 5 mm and

10 mm, respectively. Testing parameters were approximated to those in Tables 3.2 and

3.3. Samples were heated up to 1200 ℃ at a rate of 10 ℃/s, and then held for 1 minute.

They were then cooled to 1050 ℃ at 3 ℃/s and held for 5 seconds with 0.25 strain (0.1/s).

This was followed by a cooling step to 850 ℃ at 5 ℃/s where they were held for 5 seconds

with 0.25 strain (0.1/s) before being cooled at the rate being tested. Figure 3.10 shows

the processing route for dilatometer testing.

Figure 3.10: Processing route of dilatometer tests
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3.2.2 Dilation Curves

Dilatometry measures the volume change of a sample at a fixed heating or cooling rate.

In the case of this work, the dilation as a function of temperature was determined and

then related to the phase transition occurring. Prior to cooling at the testing rate, the

sample is fully austenite. Austenite has a face centered cubic (FCC) structure, where

the packing factor is 0.74. As the sample cools, FCC austenite transforms into a body

centered cubic (BCC) product. These BCC transformation products have a packing

factor of 0.68, which results in dilation.

The dilation curve for the 15 ℃/s sample is shown in Figure 3.11. As illustrated

in Figure 3.11, tangent lines for both ferrite and austenite were included in the dilation

curves. Equations for the tangent lines were determined by finding the slope and intercept

for the linear regions on the dilation curve corresponding to austenite and ferrite where

no phase change is occurring. The regions considered predominately austenite and ferrite

were above the A3 temperature, and the end of the transformation, respectively. From

these tangent line equations, the value of the slope is representative of the coefficient

of thermal expansion (CTE) of either phase. Table 3.4 summarizes the calculated CTE

values for austenite and ferrite at each cooling rate tested. Shown by these results is

that there was a slight decrease in CTE for austenite with increasing cooling rate and a

subsequent increase in CTE with cooling rate for ferrite. These values are close to what

are expected from literature, with the value determined for austenite varying slightly

(2.3E − 5 ℃−1 and 1.6E − 5 ℃−1 for austenite and ferrite, respectively) [97] [98]. These

differences may be attributed to large variations between the chemsitry of the dilatometer

samples and those from the reported literature. Notably, the samples from the reported

literature had much higher (0.12 and 0.17 wt%) carbon content.
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Table 3.4: Variation of austenite and ferrite CTE with cooling rate

Cooling Rate (℃/s) Austenite CTE (℃−1) Ferrite CTE (℃−1)

1 1.77E − 5 1.09E − 5

5 1.73E − 5 1.17E − 5

15 1.46E − 5 1.16E − 5

22 1.56E − 5 1.18E − 5

30 1.45E − 5 1.19E − 5

50 1.48E − 5 1.29E − 5

80 1.34E − 5 1.30E − 5

120 1.25E − 5 1.33E − 5

Using these tangent lines in correlation with the dilation curve, the transformation

start and stop temperature could be determined. At approximately 740 ℃ a rebound is

observed which signifies the beginning of the austenite decomposition which continued

until 450 ℃.
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Figure 3.11: Dilatometer dilation curve for 15 ℃/s sample

Using the tangent lines, the fraction transformed at each temperature was then cal-

culated using the lever rule [99]. In this method, the fraction of phases formed from

austenite is assumed to be given by the ratio of dilation to maximum dilation. This is

represented in equation 3.1, where ∆ La, ∆ Lf , and ∆ L are the austenite tangent, ferrite

tangent, and the maximum dilation, respectively, at a given temperature.

f =
∆L−∆Lα

∆Lf −∆Lα

(3.1)

By calculating the fraction transformed at each temperature between 740 ℃ and 450

℃, a complete fraction transformed plot was generated for each dilatometer sample. The

fraction transformed for the 15 ℃/s dilatometer test is shown in Figure 3.12. A complete

set of fraction transformed curves can be found in Appendix B.
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Figure 3.12: Fraction transformed plot for 15 ℃/s

3.2.3 Microstructure Modelling

A drawback of using the lever rule to quantify austenite decomposition is that it assumes

that only a single phase is being formed [99]. This is rarely the case, as was illustrated

through the OM and SEM images of the ROT sample. To circumvent this issue, a

microstructure model was fit to the fraction transformed data.

A modified form of the JMAK equation developed by Jones et al (2.5.2) was used to

decompose the fraction transformed curves into several phase curves. To fit the model

to the fraction transformed data, the following equations 3.2, 3.3, and 3.4 were used.

τ = τo exp

(
−Q

RT

)
(3.2)
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ζα =

(
1

1 +K

)(
1− exp

(
−(1 +K)(

t

τ
)nα

))
(3.3)

ζβ =

(
K

1 +K

)(
1− exp

(
−(

1

1 +K
)(
t

τ
)nβ

))
(3.4)

To make the modified JMAK equation more general, the nucleation, growth, and

time dependency in the exponential of the Jones model was replaced with τ . τ is defined

by equation 3.2 and is used to calculate the incubation time for a particle of a given

phase. In this equation, τo is the time constant, Q is the activation energy, R is the

universal gas constant, and T is temperature. As shown in section (2.5.2), the modified

JMAK equation developed by Jones et al is specific to a spherical particle. This is

demonstrated in their equations through the −1
3
ΠG3

βIβt
4 dependency in the exponential,

where the shape factor n is assumed to be 3. Instead of assuming spherical particles,

this dependency was replaced with
(
t
τ

)n
which is used to describe the kinetics of phase

transformations under continuous cooling [75]. Doing this allows for the possibility of

different geometries of particles and cooling rates to be accounted for. Using τ , the

volume fractions of each phase can be calculated with equations 3-3 and 3-4, where K

and n are constants relating to the fraction of each phase and time, respectively.

The constants in equations 3.2, 3.3, and 3.4 (τo, K, n) were determined using a gen-

eralized reduced gradient (GRG) method within excel. GRG allows for the solution of

complex problems with multiple independent variables affecting a single dependent vari-

able [100]. Optimization of the modified JMAK equation was done through minimizing

the sum of squares of the residuals between the measured fraction transformed and the

theoretical fraction transformed. Upper and lower limits were placed on the independent

variables being solved for and were based on a range of values found from literature. A

summary of the constants and bounds for each cooling rate are shown in Appendix B.

Using the constants determined through GRG and the modified JMAK equation de-
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rived from Jones et al, fraction transformed curves for both high and low temperature

phases were generated. The austenite decomposition curve for the 15 ℃/s dilatometer

test is shown in Figure 3.13. In each plot, the low temperature and high tempera-

ture phases are the green and blue curves, respectively. Furthermore, the experimental

dilatometer data is the black curve and the predicted total fraction transformed (phase

1 and phase 2 summed) is the red curve. A summary of the final fraction transformed

for each phase at different cooling rates is presented in Table 3.5. For the complete set

of decomposition curves of all cooling rates, refer to Appendix B.
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Figure 3.13: Microstructure modeling results for 15 ℃/s showing high and low temperature
phases
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Table 3.5: Fraction transformed at 1-, 5-, 15-, 22-, 30-, 50-, 80-, and 120 ℃/s

Cooling Rate (°C/s) Phase 1 Phase 2

1 83 % 16 %

5 86 % 14 %

15 79 % 21 %

22 20 % 80 %

30 12 % 88 %

50 38 % 61 %

80 79 % 21 %

120 70 % 29 %

Figure 3.14 is a plot of transformation start temperatures predicted from modelling

versus cooling rate. From this plot it was observed that the second phase formed at

cooling rates below 50 ℃/s had approximately the same start temperature as the first

phase formed above 50 ℃/s. In this plot, the region between 30 ℃/s and 50 ℃/s

was interpolated as no data within this region was available. These start temperatures

align well with those found in literature for ferrite, acicular ferrite, and bainite [101].

Verification of these observations are presented in the following section.
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Figure 3.14: Transformation start temperatures for phases at different cooling rates

3.2.4 Phase Identification

OM, SEM, and EBSD were used to classify the high and low temperature phases in each

dilatometer sample, as well as quantify the amount of each formed. Analysis work and

preparation was carried out the same as with the ROT X70 steel where prior to OM,

SEM, and EBSD, samples were prepared by manually polishing down to 0.1 um, and

then etched using a 2% nital solution.
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Optical Microscopy of Dilatometer Samples

Images taken at 500X on an OM are shown in Figures 3.15 and 3.16. For all cooling rates

less than 50 ℃/s, the predominate microstructures observed were polygonal ferrite and

acicular ferrite. As the cooling rates increased, the observed amount of polygonal ferrite

seemed to decrease while the amount of acicular ferrite increased. At cooling rates of 50

℃/s and above, the predominate microstructures changed to acicular ferrite and bainite.

In the 50 ℃/s sample, there appeared to be a majority bainite, while in the 80 ℃/s and

120 ℃/s samples there was more acicular ferrite.

Polygonal Ferrite

1 °C/s

(a)

Polygonal Ferrite

Acicular Ferrite

5 °C/s

(b)

Acicular Ferrite

Polygonal Ferrite

15 °C/s

(c)

Polygonal Ferrite

Acicular Ferrite

22 °C/s

(d)

Figure 3.15: OM images at cooling rates of 1-, 5-, 15-, and 22 ℃/s
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Acicular Ferrite

Polygonal Ferrite

30 °C/s

(a)

Bainite

50 °C/s

Acicular Ferrite

(b)

Bainite

80 °C/s

Acicular Ferrite

(c)

Bainite

Acicular Ferrite
120 °C/s

(d)

Figure 3.16: OM images at cooling rates of 30-, 50-, 80-, and 120 ℃/s

The observation of decreasing volume fraction of ferrite with increasing cooling rate

is a commonly reported phenomena [102] [103] [104] [105] [106]. This is a result of the

reconstructive mechanisms that occur during the austenite to ferrite phase transformation

which are facilitated by carbon diffusion [70]. As the cooling rate is increased, there is less

time for the carbon to diffuse which decreases nucleation and growth rates [70] [106] [107].

Acicular ferrite forms through a shear diffusional mechanism, where nucleation occurs

within the austenite grain on either an inclusion or dislocation band [108] [109]. Since the

density of deformation bands is far greater than the amount of inclusions, this nucleation

type is expected to dominate the formation of the acicular ferrite in both dilatometer and

56



ROT samples. Deformation bands are formed during finish rolling where no recrystal-

ization occurs. These sites do not solely act as nucleation sites for acicular ferrite, which

is why for the 1 ℃/s sample (Figure 3.15 (a)) there is minimal acicular ferrite given the

same deformation band density [4]. But, as the cooling rate increases, the kinetics of

polygonal ferrite formation are reduced through the inhibiting of carbon diffusion [110].

This inhibiting of the polygonal ferrite phase then promotes the formation of acicular

ferrite as more nucleation sites are available at lower temperatures [107] [110]. Multiple

studies have suggested that increased cooling rates promote the formation of acicluar

ferrite [110] [107] [108].

Shown in Figure 3.16, little to no bainite was observed when polygonal ferrite was

present. This can be attributed to the competing nucleation mechanisms of the two.

Both polygonal ferrite and bainite nucleate at austenite grain boundaries [70]. Thus by

forming polygonal ferrite at higher temperatures first, the nucleation sites for subsequent

bainite transformations are exhausted and it does not occur [111]. By inhibiting the

bainite transformation, acicular ferrite formation is promoted instead [111].

SEM of Dilatometer Samples

Based on Figure 3.14 and OM, there was an observed switch between microstructures

at 50 ℃/s, where below this the phases were polygonal ferrite and acicular ferrite, and

above, it was acicular ferrite and bainite. To supplement these findings, SEM images of

all dilatometer samples were taken at 2000X magnification. Using the 15 ℃/s and 50

℃/s samples as representatives of low and high cooling rates, their microstructures were

contrasted, Figure 3.17. From these images, it was confirmed that at 50 ℃/s, there was

a transition between the primary phases being formed. SEM images of all dilatometer

samples can be found in Appendix B
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(a) (b)

Figure 3.17: SEM images of 15 ℃/s (a) and 50 ℃/s (b) dilatometer samples

EBSD of Dilatometer Samples

The grain area distribution, aspect ratio distribution, misorientation angle distribution,

and phase fractions were determined for each dilatometer sample. Results for the 5 ℃/s

and 15 ℃/s sample are shown in Figures 3.18 , 3.19 , 3.20 , and 3.21. The complete set

of dilatometer EBSD results can be found in Appendix B. These samples were chosen for

comparison as they produced results closest to the ROT steel previously assessed.

The significance of these comparisons is that it suggests that the microstructure evo-

lution experienced by the ROT steel is close to that of the 5 ℃/s and 15 ℃/s samples.

During thermo-microstructure model development, this can be used as a validation crite-

rion where the kinetics should be close to those obtained from 5 ℃/s and 15 ℃/s samples.

Tables 3.6 and 3.7 summarize the phase fractions determined for each dilatometer sample

using the band contrast method.

58



0

50

100

150

200

250

300

0 4 8 12 16 20 24 28 32 36 40 44 48 52 56 60 64 68 72 76 80 84 88 92 96 10
0

10
4

10
8

11
2

11
6

12
0

C
ou

nt

Area (µm²)

ROT Sample 5 K/s 15 K/s

Figure 3.18: Grain area distribution comparison between ROT, 5 ℃/s, and 15 ℃/s samples
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(a) (b)

(c) (d)

Figure 3.21: EBSD phase quantification of 5 ℃/s (a and b) and 15 ℃/s (c and d) samples
with ferrite (blue), acicular ferrite (green), and MA (red) highlighted
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Table 3.6: Fraction transformed at 1-, 5-, 15-, 22-, and 30 ℃/s using band contrast

Cooling Rate (°C/s) Ferrite Acicular Ferrite Phase 3

1 63 % 33 % 4 %

5 89 % 9 % 2 %

15 81 % 16 % 3 %

22 36 % 55 % 9 %

30 22 % 76 % 2 %

Table 3.7: Fraction transformed at 50-, 80-, and 120 ℃/s using band contrast

Cooling Rate (°C/s) Acicular Ferrite Bainite Phase 3

50 42 % 56 % 2 %

80 76 % 22 % 2 %

120 72 % 27 % 1 %

3.2.5 Microstructure Model Validation

To assess the efficacy of the microstructure model, a parity plot between EBSD (Tables

3.6 and 3.7) and predicted phase fractions (Table 3.5) was used. Individual plots were

generated for each phase at a given cooling rate, Figure 3.22 and 3.23. MA was not

assessed, as it was taken as the balance of each austenite decomposition plot in Figure

3.13. One standard deviation from the proportionality line (dashed red lines) was used to

identify any potential outliers in the data, but as shown in the plots, all data fell within

an acceptable range. Based on these results, the data from each dilatometer experiment

was used in the development of both the CCT and thermo-microstructure model.
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Figure 3.22: Parity plot for phase 1
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Figure 3.23: Parity plot for phase 2

3.3 CCT Curve Development

Using the start and stop temperatures determined from microstructure modelling, a

CCT was constructed for Stelco Ltds. X70 steel, Figure 3.24. From this CCT, regions of

single- and two-phase transformation can be seen. The start temperature of each phase

was considered the temperature at which 1% had been formed. For end points, the

temperature at which the transformation curve plateaued (99%) was used. This CCT

will be used later during the construction of the thermo-microstructure model found in

chapter 6.
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Figure 3.24: CCT diagram for X70 sample

3.3.1 Summary

As shown through the results from OM, SEM, and EBSD, the primary phases present

in the X70 ROT sample were ferrite and acicular ferrite. This was based primarily

on observations of phase morphology. These results align well with the reported/aim

microstructures from the industrial sponsor, where a predominately ferrite microstructure

with some acicular ferrite is targeted. Table 3.8 shows the reported microstructures and

corresponding fractions of each through the thickness of the sample. Although analysis

of the surface was difficult due to the complex cooling, an average phase fraction from all

band contrast maps is still included. Shown from these results, apart from the surface,

is that there was little observed differences in phase fraction through the thickness.
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Table 3.8: Through thickness microstructure and phase fraction for X70 sample

Location Ferrite (%) Acicular Ferrite (%)

QT 78 % 21 %

CL 74 % 24 %

TS 55 % 45 %

Using dilatometer samples cooled at rates of 1 to 120 °C/s, a microstructure model

that could handle both continuous cooling and the simultaneous formation of phases was

developed. Model phase fraction predictions closely matched those measured using EBSD

as illustrated through parity plots for the primary and secondary phases formed. Regard-

ing the phases formed, below 50 °C/s, a combination of ferrite and acicular ferrite was

observed, while above this, the phases were acicular ferrite and bainite. The results from

microstructure modelling were then used to construct a CCT for the steel under investi-

gation. Based on OM, SEM, and EBSD, the X70 ROT sample was best approximated

as a combination of the 5 °C/s and 15 °C/s dilatometer samples. This observation will

be used later as a validation criteria for predictions made with the thermo-micostructure

model in chapter 6.
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Chapter 4

Thermal Modelling of Run-Out
Table

To determine the thermal history of the skelp as it traverses the ROT, a thermal FEA

model was developed in ABAQUS CAE. The model was used to capture all the cooling

mechanisms after finish rolling and prior to coiling. Using the model framework previ-

ously developed by Wiskel et al [41], modifications were made to appropriately represent

the Stelco Ltd ROT used in this research. Thermal models were made for 8-, 11-, 12-,

and 15 mm thick skelps. In section 4.1 an overview of the ROT will be presented, where

a schematic of the system will be shown to illustrate dimensions of the banks and head-

ers. Section 4.2 will highlight the major assumptions made during model development.

Boundary conditions and meshing used will be shown in sections 4.3 and 4.4, respectively.

Section 4.5 will show the results for the 15.2 mm model, while the 8-, 11-, and 12 mm

models are shown in Appendix C. Validation of the model will be covered in section 4.6,

where the IR thermography is presented. Lastly, section 4.7 will show the results from

the sensitivity analysis conducted. For a complete table of thermophysical properties

used in the model, refer to Appendix A.
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4.1 Run-out Table Schematic

Cooling of the skelp occurs in three stages as it exits the finish roller. First is the

radiative/convective cooling zone, followed by the laminar water-cooling zone, and then

ending with another radiative/convective zone prior to upcoiling. Due to these different

mechanisms, defining the segments over which each mechanism cools the skelp is critical

for model development. The ROT modelled is approximately 151 m in length and consists

of 7 evenly spaced banks that are 7.2 m wide. Banks are 9.6 m from one another, and

the distance from the first and last banks to the finishing and coiling pyrometers are 12.4

m and 30 m, respectively. To monitor the temperature of the skelp, process pyrometers

are positioned after finish rolling and before coiling. A general schematic of this setup is

shown in Figure 4.1.

Finish
Rolls Top Cooling Headers

Bottom Cooling Headers

IR Camera
+

Process Pyrometers

Finish 
Rolling 

Pyrometer
Up Coiler

9.6 m

12.4 m

*Bottom headers offset 229 mm from top 

30 m

108 m

B1 B2 B3 B4 B5 B6 B7

7.2 m

Figure 4.1: General schematic of ROT

The ROT utilizes a laminar jet cooling system, where water freely flows through the

header and is expelled through circular nozzles onto the skelp. Each header consists of 2

columns of nozzles. Within the columns, the nozzles are evenly spaced in the Y-direction

by 67 mm, but between columns they are offset by 34 mm. In total there are 53 nozzles

69



per header, each of which contributes to the cooling of the skelp. A schematic of the

header and nozzles is shown in Figure 4.2.

Figure 4.2: Schematic of headers within a bank (top) and their nozzle configuration (bottom)
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4.2 Thermal Finite Element Model Assumptions

To simplify ROT model development, assumptions regarding the heat transfer mecha-

nisms and nozzle configuration were made:

1. No longitudinal heat flow in the skelp.

2. Symmetry between the top and bottom heat flow.

3. Each nozzle contributes identical cooling.

4. Radiation/convection cooling occurs everywhere where there is no exposure to wa-

ter.

5. Header nozzles are configured in one evenly spaced column, and not offset.

6. Water is removed from the skelp surface due to travel velocity and by side sprays.

7. Latent heat is released linearly over the transformation temperature range.

The first assumption was made based on the velocity of the skelp as it traverses the

ROT. Through ignoring longitudinal heat flow, a 2D transverse slice of the skelp can be

used as a representative of the total cooling conditions. Assumptions 2 and 3 were made

to define points of symmetry in the model, so that only a region of the transverse slice

needed to be modelled. Symmetry between the top and bottom of the skelp allows the

centerline to have a heat flux of zero. As will be shown later in section 4.3, assumption 4

was made to clearly define where radiation/convective cooling occurs. To keep the model

2D, the two nozzle columns were superimposed into one, Figure 4.3. As shown in Figure

4.3, this is a valid approximation as there is no overlap in the X-direction between nozzles.

Regarding water retention on the surface, side sprays are positioned between each bank.

Due to the header configuration within each bank, water can either be assumed to be
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retained on the surface or removed. From observations made previously, ROT skelp

velocities were fast enough to remove retained water. Based on this, the assumption was

made that water is removed by the both travel velocity and side sprays.

Figure 4.3: Assumed nozzle configuration for modelling

4.3 Boundary Conditions

Shown in section 2.3.3, impact, film, and radiation cooling boundary conditions are

required to solve the heat equation. These boundary conditions are represented by equa-

tions 2.2, 2.3, and 2.4, where values for heat transfer coefficients and fluxes were gathered

from literature (section 2.3.2)

Table 4.1 is a summary of ranges for impact cooling heat fluxes and sizes. Heat flux

values ranged between 10 - 12 MWm−2, and the impact size was best approximated with

a width similar to the nozzle diameter and a length of two diameters [37] [38].
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Table 4.1: Impact cooling experimental results from literature
[41] [37] [38]

Plate Condition impact Size Flux (MWm−2)

stationary 2-times nozzle width 11-12

stationary 2-times nozzle width n/a

Transient n/a 10-12

Based on the work of Wiskel et al [41], a value of 10.5 MWm−2 was shown to provide

good results, so it was selected for this model. Using a heat flux value of 10.5 MWm−2

resulted in the corresponding boundary condition for impact cooling, equation 4.1. In this

equation, Ts and Tw are the temperatures of the skelp surface and water, respectively.

HTCimpact =
10.5

Ts − Tw

[MWm−2] (4.1)

Outside of the water impact zone, the heat transfer is governed by the water boiling

curve. A modified version of the spray cooling curve developed by Wendelstorf et al [36]

was used to approximate the resulting heat transfer coefficient in this region, and was

treated as a fitting parameter for the model. A power equation was fit to the film boiling

portion of the original spray cooling curve, and then varied until the predicted CT from

modelling agreed with measurements from the coiling pyrometer. For the 15 mm skelp

model, the boiling curve shown in Figure 4.4 was used, where the film boiling portion was

modelled with equation 4.2. In Figure 4.4, the red curve is the modified boiling curve.

Based on the temperature of the ROT water (21 °C) and the skelp surface, cooling only

occures in the region denoted by the red box.

HTCfilm = 2.15e7 ∗
(
∆T−1.508

)
(4.2)
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Figure 4.4: Boiling curve for 15 mm skelp thermal model

As the skelp traverses the ROT, the water that is retained on the surface will be

removed either from side sprays stationed in between banks, or from the travel velocity.

When the water is removed, a constant radiative heat transfer (h∞) is assumed to occur

with a value of 150 Wm−2K−1.

A general schematic of the different cooling regions to be modelled is shown in Figure

4.5. For simplicity, only two nozzles are illustrated. Blue and white regions denote areas

where film boiling and impact cooling occur, respectively.
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Figure 4.5: Defined boundary conditions for direct impact (white) and film boiling (blue)

Based on the boundary conditions defined in Figure 4.5, a representative 2D transverse

slice was taken from the skelp width. Figure 4.6 shows a schematic of the skelp where

the black box denotes the region where FEA was conducted. Only a small portion of the

skelp was required to be modelled due to symmetry between nozzles and surfaces.
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Figure 4.6: Transverse slice of skelp width highlighting FEA region (black box)

4.4 Thermal Finite Element Model Meshing

The FEM was constructed using structured 8-node quadrilateral elements as shown in

Figure 4.7. As stated in section 4.3, there is a higher magnitude of cooling under the

nozzle that results from the water impact. To more accurately capture the cooling in

this region, a finer mesh was used, while in the film boiling region, a coarser mesh was

used. Under the impact and film boiling regions, a 4 x 12 and 10 x 12 mesh were used,

respectively. In section 4.7, a sensitivity analysis on the effect of mesh size on predicted

temperatures is presented.
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Figure 4.7: Meshing of FEM, illustrating impact and film boiling regions

4.5 Thermal Finite Element Model Results

Simulations replicated the part of the TMCP process between the finish rolling pyrometer

and the coiling pyrometer (Figure 4.1). The finish rolling temperature was used as the

starting point for the simulation. Using the FILM subroutine in ABAQUS, the ROT

cooling parameters (velocity, banks, headers, and heat transfer coefficient values) were

input into the model. In Figure 4.8, H1-H6 denote the different headers associated with

each bank found on the ROT, and “On/Off” indicate whether they were in operation.

Tables of spray patterns for 8-, 11-, and 12 mm products can be found in Appendix C.
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Figure 4.8: Run out table configuration for X70 sample

To capture the effect of impact cooling from each header, a step size of 2E-3s was

used. Considering the velocity of the skelp (2 m/s), this results in approximately 4 mm

per increment during simulation.

Figure 4.9 illustrates the final temperature profile of the FEA model prior to coil-

ing. Of note here is that the final predicted surface temperature (0.650Tfinish) varied

minimally from the measured value (0.649Tfinish). Through this simulation, the tem-

perature history of each node is index-able, which allows for the determination of the

non-continuous cooling rate at any point in the model. Nodes of interest for microstruc-

ture evolution predictions are labelled CL1-3, QL1-3, and S1-3 left to right in Figure

4.9. CL, QL, and S stand for center line, quarter line, and surface, respectively. The

temperature versus time profiles of nodes CL1-3, QL1-3, and S1-3 were plotted in groups

as illustrated by the black boxes in Figure 4.9 (Figures 4.10, 4.11, and 4.12).
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Figure 4.9: Final temperature profile of model prior to coiling

Figure 4.10 is the temperature profile through the thickness of the skelp directly

below the nozzle. Underneath the nozzle (node S1) the cooling mechanism is single-

phase convection which yields a high heat transfer coefficient and thus a higher heat

flux. This results in the observed vertical lines shown in Figure 4.10. Following the last

operational header in each bank, the water on the skelp surface is removed resulting in

only radiation cooling occurring. Radiation cooling is unable to maintain the previously

imposed temperature gradient, and this results in a partial reheating of the surface [112].

At the quarter (QL1) and center lines (CL1), the cooling rates are more stable as they

do not experience cooling from the direct impact of water from the nozzle. The cooling

rates imposed by the banks at the quarter and centerline are approximately 15 ℃/s and

10 ℃/s, respectively. For all 3 nodes, the radiative cooling rates are approximately the

same at 2 ℃/s. Figures 4.11 and 4.12 show the through thickness temperature profiles

for the regions denoted by black boxes 2 and 3 in Figure 4.9. There is little variation

between these two regions.
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Figure 4.10: Temperature history of nodes QL1, CL1, and S1
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Figure 4.11: Temperature history of nodes QL2, CL2, and S2
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Figure 4.12: Temperature history of nodes QL3, CL3, and S3

4.6 Validation of Thermal Finite Element Model

A process pyrometer is used to measure the temperature of the skelp surface prior to

coiling. This gives the instantaneous temperature of a specific region on the skelp surface

and not the full transverse temperature profile. To circumvent this problem, an IR camera

was installed in parallel to the pyrometer to measure the full temperature profile of the

skelp surface. For the 15 mm sample, the coiling pyrometer measurement (0.65Tfinish)

was used as the validation temperature, while for 8-, 11-, and 12 mm simulations, IR

camera readings were used. No 15 mm skelp were available during IR plant trials.
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A Telops FAST IR camera (detection band of 3 – 5 µm) was used to measure the

entire surface temperature profile of the skelp. The camera was positioned 5 m above

the surface to capture approximately the full width (field of view was 1.8 m by 1.4 m) of

the skelp as it moved from the laminar cooling system to the coiler. The pixel resolution

of the camera was 2.7 mm x 2.7 mm with a total of 327,680 pixels in the field of view.

A camera acquisition rate of 0.2 s was used and coordinated with the skelp velocity to

ensure that the entire skelp surface was imaged. Lastly, an exposure time of 50 µs was

used. The IR camera was calibrated to the pyrometer to ensure that both reported

the same CT. Figure 4.13 compares the pyrometer and IR camera measurements after

calibration for the 12 mm skelp (15 mm skelps were not run during plant trials), all other

calibration curves can be found in Appendix C. The calibration process included varying

the probing size, probing region, and emissivity to match the pyrometer readings. For

the 12 mm skelp, a 200 mm diameter circle at the ¼ width with an emissivity of 0.86 was

found to be the best match.
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Figure 4.13: Process pyrometer and IR temperature measurements for 12 mm skelp

Using the calibrated IR videos, the transverse temperature profile of individual frames

were measured. Figure 4.14 is a temperature map for a single image captured (Frame

280 of 12 mm skelp) along the length of the skelp. The dashed line shown in the figure

is the location of a single transverse temperature profile.
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Figure 4.14: Surface temperature profile of a 12 mm skelp prior to coiling (Frame 280)

Figure 4.15 graphs the surface temperature across the width of Frame 280 (dashed

line in Figure 4.14). The temperature fluctuations observed in this figure were present

in all the IR frames measured for every skelp assessed during plant trials. For Frame

280, the temperature oscillations reached a max of 0.03Tfinish. The magnitude of these

oscillations exceeds the predicted surface temperature fluctuations observed from FEM.

From FEM, minimal temperature variations (< 1 °C) were predicted across the skelp

width.
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Figure 4.15: Transverse temperature profile across dashed line in Figure 4.14 compared to
FEM (Frame 280)

For the thermal model results shown in Figures 4.10, 4.11, and 4.12, it was assumed

that there was nothing on the surface of the skelp that would affect the cooling profile.

Since this is not the case, as is evident through the results illustrated in Figure 4.15,

in the following section a methodology to correctly identify and analyze these spots will

be presented. Once analyzed, their effect on the subsequent cooling profile through the

thickness of the skelp was assessed in chapter 6.
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4.7 Sensitivity Analysis

A sensitivity analysis was conducted on the thermal model, where the impact of three

parameters were examined. The first was the latent heat of transformation between

austenite and ferrite. Next, the effect of increasing and decreasing the mesh was investi-

gated. Lastly, varying the step size was examined. For all sensitivities, only the surface

node under the nozzle was analyzed.

4.7.1 Latent Heat of Transformation

Shown in Appendix A, the latent heat of transformation was taken to be 18 kJ/kg and

assumed to be be released linearly over the temperature range of 550 ℃ - 700 ℃ [41]. By

doing this, variation of ferrite transformation start and stop temperatures with cooling

rate were ignored. To determine the effect that the transformation range has on the

cooling profile, two additional simulations were conducted. Figure 4.16 shows the effect

of increasing the range to 500 ℃ - 775 ℃ and decreasing the range to 550 ℃ - 650 ℃.
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Figure 4.16: Effect of varying austenite to ferrite latent heat of transformation range to 500
℃ - 775 ℃ and 550 ℃ - 650 ℃ (Surface node under nozzle)

The value of latent heat was also taken as an approximate value. From literature, this

value has been shown to be very sensitive to various process parameters such as carbon

content [113]. To assess its effect on temperature profiles, two more simulations were run

with latent heat values of 14 kJ/kg and 25 kJ/kg. Figure 4.17 shows the results from

these tests.
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Figure 4.17: Effect of varying latent heat value between 14 kJ/kg, 18 kJ/kg, and 22 kJ/kg
(Surface node under nozzle)

4.7.2 Mesh Size

Since the mesh determines both the accuracy and computation time of the simulation,

the effect of varying this parameter is needed. The original model utilized 50 elements

underneath the impact cooling region and 100 elements underneath the film boiling re-

gion. In each of these regions, the total number of elements were first increased and then

decreased to elucidate any changes. Total element amounts were initially increased to

600, and then subsequently decreased to 40. Results from these simulations are shown

in Figure 4.18. As can be seen in these images, the resulting CT from doubling the mesh

(0.652Tfinish) was the same compared to the mesh originally used. For the halved mesh,
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the CT was slightly colder at 0.649Tfinish. The most significant effect that mesh size had

on model performance was how it varied the magnitude of impact cooling. For normal

and larger mesh sizes, the magnitude of impact cooling converged to the same values,

but with a small mesh, it was reduced and varied.
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Figure 4.18: CT profile when node amount is increased and decreased

4.7.3 Step Size

The step size was found to have the largest effect on model performance. This was due

to the two different cooling mechanisms occurring on the ROT. Shown by Figure 4.5, the

region in which impact cooling occurs is very small. If the step size is too large, then

the effect of direct impact between the water and the skelp surface will be missed. For

the original model, shown in the previous section, a step size of 0.002 seconds was used,
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but by using a small step size, this increases the computational time needed for each

simulation. As such, the effect of increasing this parameter was examined to determine

whether or not the effect of direct impact could still be captured while also decreasing

computational time. Figure 4.19 shows the cooling paths for step sizes of 1 second and

0.01 seconds, respectively. Shown by these figures is the inability of the model to pick

up the effect of direct impact at larger step sizes, this is illustrated by the lack of some

extreme cooling regions (vertical lines) where a header is on.
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Figure 4.19: CT profile for 1 and 0.01 second step size
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4.8 Summary

Thermal models for 8-, 11-, 12-, and 15 mm thick skelps traversing the ROT were made.

The models analyzed the 2D heat transfer of a transverse slice of the skelp, ignoring heat

flow in the longitudinal direction. Specific ROT spray configurations were programmed

into the model through use of the FILM user-defined subroutine within ABAQUS. A

modified film boiling curve based on the work of Wendelstorf et al [36] was used as

a fitting parameter for the model. Through varying the film boiling curve, the model

was able to accurately predict the coiling temperature while also exhibiting the different

cooling mechanisms expected on the ROT. Both a pyrometer and IR camera were used

for validation of the model. From comparing the IR measurements taken of the 12

mm skelp to those predicted from the model, large discrepancies were observed. Large

temperature fluctuations were recorded with the IR camera which had not been predicted

through modelling. These fluctuations were observed in all IR videos taken, so a method

to characterize and assess them is presented in chapter 5.
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Chapter 5

Cold Spot Classification and
Analysis

Based on the observations made during IR video imaging of the skelp, it was determined

that there were anomalous temperature values present on the surface. These temperature

anomalies were attributed to the presence of surface oxides (scale). In this chapter, the

techniques developed to identify and analyze the anomalous temperatures are presented,

and their subsequent effect on cooling rate is explored. Section 5.1 presents the distribu-

tion of surface temperatures for a full skelp. In section 5.2 a classification technique is

developed to isolate abnormal temperatures from normal ones. Section 5.3 illustrates the

effect of surface oxides on the skelp temperature profile. Lastly, in section 5.4 an analysis

of the oxide area fraction and location is shown, and then related to the descaler nozzle

positions.

5.1 Temperature Distributions of Individual Frames

Within an IR video, there are approximately 132 million individual temperature mea-

surements. Although there are many factors that influence the recorded temperature

values (air quality, angle, surface roughness, etc.), the most impactful parameter is the

emissivity. Since calibration is conducted for a single region and not for every pixel,
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this is assumed to cause the overall temperature distribution to be normal. Figure 5.1

shows the distribution of temperatures for the entire 12 mm skelp run, calibrated to a

single emissivity (0.86). The measured data (blue curve) was fit to a normal distribu-

tion (orange curve), resulting in a mean and standard deviation of 0.75Tfinish and 7 ℃,

respectively. Of note in this distribution is the presence of peaks at higher temperatures

(A1 and A2) and one at lower temperatures (B1). After assessing all IR videos taken,

the edge of the skelps consistently showed higher temperature values then the rest of the

surface. This may be a result of skelp buckling which effects the emissivty. Buckling

may be occuring due to either non-uniform cooling across the skelp width, a mis-match

of coolings between the top and bottom, or the cooling rate being too large for how

thin of a gauge the skelp is. For the low temperature peak (B1), this was the result

of the anomalous cold temperatures. This was suggested by the observation that the

temperature of these colder regions aligned well with the position of this peak.
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Figure 5.1: Temperature measurement of entire 12 mm skelp surface fit to a normal distribu-
tion

According to the central limit theorem, for a population with mean µp and standard

deviation σp, if large enough sample sizes are taken from it, then the distribution of

the samples will be normal. Within the IR video, individual frames consist of 327,680

temperatures which constitutes a large enough sample size that it should follow a normal

distribution. Figure 5.2 is the temperature values fit to a normal distribution for Frame

280. Highlighted by the dashed red box is the region where the measured data begins

to deviate from the normal distribution. A magnified view of the region encompassed by

the dashed red box is shown in Figure 5.3.
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Figure 5.3: Magnified view of red box in Figure 5-2 illustrating the point of deviation

Using this point of deviation to delineate between lower temperatures natural to the

process and those that are abnormal, a temperature threshold value was determined for

individual frames in 10 m intervals. Through using 10 m intervals, the assumption was

made that within those intervals the threshold value does not vary. Figure 5.4 shows

Frame 280 before and after applying the threshold temperature of 0.73Tfinish. Regions

that appear black fell below the determined threshold value for the frame.
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Figure 5.4: IR video frame before (left) and after (right) applying temperature threshold

5.2 Classification of Cold Spots

It was hypothesized that these cold spots were the result of oxides present on the surface

of the skelp. From this hypothesis, a FEM was used to predict the surface temperature

of the skelp before coiling with the presence of oxides. The model presented in chapter

4 was modified to include the presence of a 100-, 200-, 300- , 400-, and 500 µm oxides.

Material properties for different oxides are shown in Appendix D. Since the oxide formed

during TMCP is a combination of three iron oxides (wüstite, magnetite, and hematite),

a linear combination of the expected volume fraction multiplied by the property value

was assumed for the overall oxide, equation 5-1. Expected volume fractions for wüstite,

magnetite, and hematite were taken as 46 %, 44 %, and 10 %, respectively, as suggested

by the work of Abuluwefa et al [114].

Pavg =
n∑

i=1

fi ∗ Pi (5.1)

In this equation, Pavg is the average property, fi is the fraction of each component,

and Pi is the property of each component.

The results for 12 mm model simulations with and without a 500 µm oxide are
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shown in Figure 5.5, where the node analyzed was at the surface underneath the nozzle.

Although the minimum temperatures reached by each varies (0.60Tfinish with oxide and

0.76Tfinish without oxide), they both converge at the same CT (0.75Tfinish). The same

observations were made for the 100-, 200-, 300- , and 400 µm oxide simulations which

suggests that the surface CT is independent of the presence and thickness of oxides.
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Figure 5.5: Surface temperature during laminar cooling with and without the presence of 500
µm oxide

Based on the observation that coiling surface temperature is independent of oxides,

the emissivity required to correct each temperature anomaly was determined. Emissivity

values of cold spots ranged from 0.78 – 0.83. This range agrees well with reported

values of oxidized steel from literature [57]. From this, it was concluded that the large

temperature fluctuations observed were due to differences in localized emissivity values

arising from oxides.
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5.3 Effect of Oxides on Steel Temperature Profile

Through the presence of an oxide on the skelp surface, there are slight variations in

the imposed cooling profiles observed from FEM. Figure 5.6 illustrates the predicted

differences in cooling profiles at the steel surface for a 500 µm oxide compared to no

oxide underneath the nozzle. Although the regions of radiative cooling (linear regions)

are very similar with only approximately 0.3 ℃/s differences in cooling rates, the regions

of interest are where the water directly impacts the skelp (vertical drops). The oxide

shields the skelp surface, reducing the magnitude of cooling imposed from each header.
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Figure 5.6: Steel surface cooling profile with and without the presence of a 500 µm oxide
underneath the nozzle
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Through thickness temperature profiles underneath the nozzle, quarter distance to

the next nozzle, and halfway to the next nozzle were also generated, Figures 5.7, 5.8,

and 5.9. In each instance, the oxide slightly reduced the cooling rates experienced by the

skelp, resulting in CTs that varied by approximately 8 ℃ in each location. In chapter

6, when the thermo-metallurgical model is presented, the effect of changing the cooling

profile on the microstructure will be explored.
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Figure 5.7: Through thickness temperature profile under nozzle with and without oxide
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Figure 5.8: Through thickness temperature profile quarter distance between nozzles with and
without oxide
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Figure 5.9: Through thickness temperature profile halfway between nozzles with and without
oxide

5.4 Location and Area Fraction of Oxides

With the potential effect that oxides have on cooling rates elucidated, it becomes impor-

tant to be able to predict their location and size. From knowing this, regions of varying

microstructure can be estimated. Using the threshold temperatures found with the tech-

nique presented in section 5.1, a binary black and white IR video can be generated with

oxides represented by black regions (Figure 5.4). Shown in Figure 4.13, the mean tem-

perature at different points along the skelp length varies. To accommodate for this, oxide
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threshold temperature values were determined in 10 m intervals along the skelp length.

Figure 5.10 shows a schematic of this process, where for frames 120 and 383, two different

threshold values were used.

Figure 5.10: Schematic of 200 m skelp segmented into 10 m intervals

With the threshold values determined for each interval, a modified IR video was

generated to highlight all anomalous temperatures. An object detection script written

in Python was then used to track their location and size for an entire skelp run.

Figure 5.11 is a spatial distribution plot of the detected oxides. Two prominent bands

can be observed, where band one and two are approximately 68 mm and 46 mm in width,

respectively. These bands are situated towards the center of the skelp width, and the

average spacing between them is 129 mm. Due to the spread within each band, the

spacing between them accounting for the standard deviation (15 mm for band one and

10 mm for band two) was also calculated with the maximum spacing being 154 m and

the minimum being 103 mm.
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Figure 5.11: Spatial distribution of oxides detected along the skelp width

With the same object detection program, the size distribution and total area fraction

of oxides at different lengths along the skelp was also determined, Figure 5.12 and 5.13.

Oxide shapes were approximated as rectangles leading to an over estimation in their size.

The mean size was calculated to be 16.9 cm2, and the largest observed oxide was 426

cm2. Based on the total calculated area fraction, it was determined that approximately

1% of the total skelp surface had oxide presents. This value is expected to be lower due

to the overestimation due to approximating shapes as rectangles.
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Figure 5.12: Size distribution of oxides along skelp length
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Figure 5.13: Total area of oxides at different lengths along skelp length

Based on the spacing between the two prominent bands, it is suggested that the

oxide descalers adjacent to the middle nozzle are not working adequately and/or the

oxides formed in this region are more strongly adhered to the surface. The oxides in

these regions also exhibit an elongated shape along the skelp length (Figure 5.4), which

suggests they were deformed during rolling. Outside of the region defined by the middle

descaler nozzles, the presence of oxides was found to be minimal (Figure 5.11). This

indicates that the nozzles positioned towards the edges of the skelp were functioning as

intended. Minimal oxides were also detected at the center point between the two middle

nozzles.
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5.5 Summary

Figure 5.14 shows a 3D rendering of the entire 12 mm skelp made in Blender using all

the temperature data gathered from the IR video. As can be seen, there were constant

cold (blue) regions that ran along the whole length of the skelp with similar transverse

spacing. In this chapter, a method to isolate and analyze these abnormally cold regions

was developed. Using this method, these cold spots were found to be the result of oxides

on the surface which were changing the local emissivty. When the transverse spacing

of these oxides were measured, the spatial distribution was in good agreement with the

spacing of the descaling nozzles. With the location of the oxides always being biased

towards the center, and their spacing being similar to the descaler nozzle spacing, it is

suggested that there are issues with the middle descaling nozzles.

Figure 5.14: 3D rendering of a 12 mm skelp showing temperature distribution along the
length
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Chapter 6

Thermal Microstructure Model

In this chapter the temperature data from thermal modelling, and the thermodynamic

and kinetic data from microstructure modelling, are combined into a single model to

predict microstructure evolution on the ROT. The final microstructure of the provided

X70 sample will be predicted using this model and then compared to results from OM and

EBSD analysis. After validation of the model, different scenarios potentially encountered

on the ROT will be explored. Scenarios of interest included oxides on the surface, a lower

CT, and early/late cooling.

6.1 Model Development

From the thermal FEM, the temperature profile of the skelp on the ROT is known. In

contrast to a dilatometer test which consists of continuous cooling at a single cooling rate,

non-continuous cooling occurs on the ROT where the cooling rate constantly changes.

Shown in section 2.5.3, Scheil developed a method to account for non-continuous cooling

where the reaction is approximated as a series of small isothermal reactions. To utilize

the method developed by Scheil, isothermal data in the form of a TTT is needed. For the

sample under investigation in this work, no TTT is available, so instead a modification

of the additivity principle developed by Rios will be used [115]. In the modified approach
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to additivity, isothermal data can be extracted from the CCT diagram constructed in

chapter 3. By applying this approach to the temperature profile of individual nodes in the

thermal FEM, the austenite decomposition at different locations through the thickness of

the steel can be determined. With the austenite decomposition known in each location,

the same microstructure model used on dilatometer samples can be used to determine the

phase fraction of ferrite and acicular ferrite present. A limitation to using this approach

is its inability to account for the temperature rebounds that occur towards the surface

of the steel. Due to this, an approximation of the cooling profiles is required to predict

microstructure. A workflow of the model is shown in Figure 6.1.

Figure 6.1: Thermo-Microstructure model workflow

6.1.1 Non-Continuous Cooling Rates

The complete cooling profile of the 15 mm model under the impact zone, as well as

the point of no temperature rebounding, is shown in Figure 6.2. Due to limited litera-

ture on the effect of intermittent temperature rebounding on phase transformations, no

nodes that exhibit this characteristic could be analyzed as is. From thermal modelling,

temperature rebounding was shown to stop at a depth of 4 mm from the surface. To
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circumvent this problem, the assumption that nodes that exhibited rebounding could be

approximated as shown in Figure 6.3 was made. For those nodes, cooling was assumed to

only occur up to the point of intersection with the tangent line of the following segment.

Furthermore, for the surface nodes that exhibit instantaneous extreme cooling and re-

bounding (vertical lines), it was assumed that because the time increment of this event

is so small, that it could be ignored.
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Figure 6.2: Through thickness temperature of each node under nozzle. The red box illustrates
the point where rebounding stops
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Figure 6.3: Approximation of temperature rebounding nodes (node 501)

With the normal and approximated non-continuous cooling profiles of each node,

they were then divided into small segments, Figure 6.4. This was done to determine

the instantaneous cooling rate at various points along the ROT (see inset in Figure

6.4). Segments were constructed using a step size of 0.002 seconds as this was found to

elucidate the minor changes in cooling profiles between nodes.
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Figure 6.4: Segmented non-continuous cooling curve for node 360

6.1.2 Rios Method for Additivity

As stated in section (section 2.5.2), Scheil developed a method to convert non-isothermal

data to isothermal data using TTT diagrams. By discretizing the continuous cooling

profile into small steps, the fractional incubation of the reaction can be tracked, and the

temperature to achieve a certain fraction of transformation can be approximated. This

process is illustrated in equation 6.1, where dt is the time step, tf is the transformation

time for the reaction, and τ is the isothermal transformation time.

∫ tf

t

dt

τ (X,T )
= 1 (6.1)
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This method is commonly used when isothermal data is available, but when it is not,

a modified approach needs to be taken. Rios developed a method to solve for the inverse

problem where one wants to extract isothermal data from non-isothermal kinetics.

In the method devised by Rios [115], the CCT is presented on the T – CR plane

instead of the more common T-t plane. By doing this, specific fractions transformed

can be plotted as contour plots as a function of cooling rate and temperature (X(q,T)).

Contours for 20-, 30-, 40-, 50-, and 60% fraction transformed are presented in Figure

6.5. For each contour, a power equation was determined by fitting a trendline to the

respective data points.
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Figure 6.5: Alternative CCT plot showing X(q, T) contours for 20-, 30-, 40-, 50-, and 60%
fraction transformed
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Using the contours produced from data obtained from the CCT curve, the generalized

additivity rule can be used on the arbitrary cooling paths experienced on the ROT. Of

interest is the determination of the transformation temperature (Tf ) where the specific

fraction transformed will be obtained. By calculating this value for 1 – 100% fraction

transformed, the austenite decomposition curve for an arbitrary cooling path can be

generated. To illustrate this procedure, a two-step cooling path is illustrated in Figure

6.6.
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Figure 6.6: Application of Rios method of additivity for arbitrary two-step cooling process

For this example, the sample begins at the initial temperature (Ti). In the first

step, it is cooled to θ at a cooling rate q1. In the second step, it is cooled from θ
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to the transformation temperature (Tf ) at a cooling rate of q2. For each step, the

fractional incubation time is calculated as the difference between the transformation (T1

and T2) and step (Ti and θ) temperatures divided by the instantaneous cooling rates.

This relationship is derived by taking the partial derivative of equation 6.2, which yields

equation 6.3.

q =

∫ T

Ti

dT

τ (X,T )
(6.2)

τ(X,T ) =

(
∂T

∂q

)
x

(6.3)

Based on the definition of additivity represented by equation 6.1, and the relationship

derived in equation 6.3, the Scheil additive principle can be written in terms of temper-

ature. The conversion of the Scheil additive principle to being in terms of temperature

is shown below for the two-step example in Figure 6.6.

∫ tf

t

dt

τ(X,T)
=

dt1
τ1

+
dt2
τ2

=

Ti−θ
q1

T1−Ti

q1

+

Tf−θ

q2
T2−Ti

q2

=
Ti − θ

T1 − Ti

+
Tf − θ

T2 − Ti

= 1 (6.4)

When the summation of these steps equals unity, the transformation temperature has

been reached. Since the transformation temperature is a function of the specific fraction

transformed contour and the temperature dependent cooling rate, the method devised

by Rios can be surmised with the generalized equation 6.5.

∫ Tf

Ti

dθ

T (Xo, q(θ))− Ti

(6.5)
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Validation for Additivity

The criteria to apply additivity to a non-isothermal reaction is heavily debated as illus-

trated in section 2.5.3. Most models that apply additivity use an equation based on the

JMAK theory, equation 6.6, where k(T) and n(T) are functions of temperature.

X(τ, T ) = 1− exp(k(T ) ∗ τn(T )))) (6.6)

In equation 6.6, some work has stated that n must be constant in order to apply

additivity, while others state that the instantaneous reaction rate must be a separatable

function of temperature and fraction transformed, equation 6.7.

dX

dt
= f(T ) ∗ g(X) (6.7)

For continuous cooling, a modified version of the JMAK equation shown by equations

6.8 and 6.9 can be used to describe the reaction [75]. The constants n, Q, and τo are

constant for a specific transformation and can be solved for through fitting experimental

data to the equation.

f = 1− exp(
−t

k(T )
)n (6.8)

k(T ) = τoexp
−Q
RT (6.9)

A hand-tuning and Bayesian optimization technique were used to calculate reaction

constants, with a least mean square cost function. Results from fitting the 5 ℃/s and

15 ℃/s data are shown in Figure 6.7 and 6.8. Furthermore, the variation of reaction

constant n with cooling rate is shown in Figure 6.9. For each data set, a constant
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activation energy of 200 kJ was used, as this is close to the activation energy for carbon

diffusion in austenite. A complete set of fitted curves and reaction constants can be

found in Appendix E. As seen in Figure 6.9, the constant n appears to be independent of

cooling rate between 1 - 15 ℃/s. Deviation from this trend occurs at 22 ℃/s where the

constant increases from 0.68 to 0.87. Since cooling does not reach rates of 22 ℃/s (apart

from the surface), it was assumed that the value of n was constant for all situations

encountered on the ROT, which satisfies the first criteria for additivity.

0.00

0.20

0.40

0.60

0.80

1.00

500 550 600 650 700 750

f

Temperature (oC)

Measured Predicted

Figure 6.7: Experimental 5 ℃/s dilatometer data fit to equation 6-4 and 6-5
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Figure 6.8: Experimental 15 ℃/s dilatometer data fit to equation 6-4 and 6-5
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Assuming n is independent of temperature and cooling rate, the second criteria shown

by equation 6.7 is also fulfilled. This is shown by taking the inverse of equation 6.8 which

yields equation 6.10.

t = −k(T ) ∗ Ln(1− f)) (6.10)

6.1.3 Austenite Curve Construction

Using the method presented in section 6.1.2, the austenite decomposition curves for

through thickness nodes were produced. Figure 6.10 shows the decomposition curves for
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nodes 5, 360, and 501, where the location of each node is indicated in the figure in the

top right-hand corner. The cooling path for node 501 was approximated as shown in

Figure 6.3.
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Figure 6.10: Nodes 5, 360, and 501 austenite decomposition curves

Of note with these curves is that they are constructed using temperature values for

1-, 10-, 20-, 30-, 40-, 50-, 60-, 70-, 80-, 90-, and 100% fraction transformed. Using these

values as reference points and then interpolating the data in-between results in the linear

regions observed in Figure 6.10. Furthermore, it can be seen that at the CT (0.65Tfinish),

the transformation has not gone to 100%. This observation of incomplete transformation

prior to coiling is also reflected in the CCT for the sample (Figure 3.24). According
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to the CCT, the transformation should be completed at around 0.59Tfinish. From this

observation, it can be concluded that the coiling cooling rate will have an effect on the

final microstructure of the steel. As this study focuses on the ROT, the effect of coiling on

cooling rate and microstructure was not investigated. To accommodate for this portion

of untransformed austenite, the cooling rate was approximated as radiative until all the

austenite was transformed.

6.2 Model Predictions for X70 Sample

Using the austenite decomposition curves and the modified JMAK equation presented in

chapter 3, microstructure evolution predictions were made using the developed model.

6.2.1 Model Assumptions

Through using this model, two assumptions were made regarding the microstructural

evolution:

1. Only ferrite and acicular ferrite form.

2. Each phase transformation can be modelled with a single set of constants

Assumption one was based on dilatometer results, where under 50 ℃/s, only ferrite

and acicular ferrite formed. Apart from surface and near surface nodes, cooling rates

that produce bainite and martensite are not reached. In addition, the time spent at

higher cooling rates for these nodes is small such that the fractional incubation time

never reaches unity (i.e. bainite can be assumed to not form). The temperatures at

which higher cooling rates occur are also well above the martensite start temperature for

this steel. Based on equation 6.11, a Ms of 484 ℃ was predicted.

122



Ms = 545−330C+2Al+7Co−14Cr−13Cu−23Mn−5Mo−4Nb−13Ni−7Si+3Ti+4V

(6.11)

The second assumption was made based on the observation that the austenite de-

composition curves shown in Figure 6.10, to a good approximation, could be modelled

by a single set of parameters. This is illustrated in Figure 6.11 where the austenite curve

for node 5 is shown to be modelled by a single set of constants. Shown in 6.11, the be-

ginning portion of the curve exhibits a strong fit. Around 610 ℃ the fitted curve begins

to deviate. This is expected to be the result of phase two initiating. Since only one

activation energy is used during fitting, the transformation of phase two is most likely

not accounted for.
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Figure 6.11: Node 5 austenite decomposition curve modelled with single set of constants
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6.2.2 Transformation Start Temperatures

A critical component of the microtructure evolution model is the the determination of the

transformation start temperatures of each phase. The beginning of austenite decompo-

sition correlates to the transformation start temperature for ferrite. For acicular ferrite,

a 1% fraction transformed contour can be generated using the microstructure modelling

results shown in section 3.2.3. Using the same approach as with austenite decomposition

curve construction shown in section 6.1.3, the start temperature of acicular ferrite can be

determined. Table 6.1 shows the calculated start temperatures for each phase at nodes

5, 360, and 501.

Table 6.1: Transformation start temperatures for nodes 5, 281, and 501

Node Ferrite Ts (℃) Acicular Ferrite Ts (℃)

5 723 643

360 721 639

501 689 608

6.2.3 Model Predictions

The constants used to model each product phase were determined using a two-step fitting

procedure. Initially, a hand-tuning method was used to find suitable boundaries for each

constant. This was done by manually varying each parameter until a good fit was found.

Using these boundaries, a subsequent Bayesian optimization technique with a mean-

squared error (MSE) cost function found the overall best fit. Figures 6.12, 6.13, and

6.14 show the results for the center, quarter, and surface. In each figure the black curve

represents austenite, blue is ferrite, orange is acicular ferrite, and yellow is the summation

of both product phases. Table 6.2 shows the predicted phase fractions at nodes 5, 360,

and 501.
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Table 6.2: Predicted phase fractions at nodes 5, 360, and 501

Node Ferrite (%) Acicular Ferrite (%)

5 84 16

360 78 22

501 54 46
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Figure 6.12: Node 5 (center line) microstructure evolution
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Figure 6.13: Node 360 (quarter line) microstructure evolution
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Figure 6.14: Node 501 (surface) microstructure evolution

6.2.4 Model Validation

To assess the efficacy of the model results, three different metrics were used:

1. Whether or not the expected trend of decreasing ferrite towards to the surface was

observed

2. How well the results compared to those obtained from EBSD of the ROT sample

3. How well the predicted ferrite and acicular ferrite curves compared to the 5 ℃/s

and 15 ℃/s dilatometer sample results
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Table 6.3 shows the predicted verses measured phase fractions at the center line,

quarter line, and surface. These results show the ability of the model to produce both

the expected trends and phase fractions through the thickness of the skelp. The only

discrepancy comes from surface results where the amount of ferrite and acicular ferrite

differ by a noticeable amount. A potential reason for this deviation may be from ap-

proximating the curves to avoid temperature rebounding. When the top 4 mm of the

sample were averaged though, the measured and predicted values converged. Further

investigation into the effect of temperature rebounding on microstructure evolution is

needed to better model this region. Figures 6.15 and 6.16 show the band contrast maps

for the the ROT sample at the surface and 4 mm below. From these images it can be

observed that the the microstructure at the surface is much more heavily dislocated than

4 mm below it.

Table 6.3: Measured versus predicted phase fractions at center line, quarter line, and surface

Location Measured/Predicted Ferrite (%) Measure/Predicted AF (%)

Center line 74:84 24:16

Quarter Line 78:78 21:22

Surface-Top 32:54 62:46

Surface-4mm below 73:54 27:46

Surface-avg 55:54 45:46
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(a) (b)

Figure 6.15: EBSD band contrast analysis of ROT sample surface

(a) (b)

Figure 6.16: EBSD band contrast analysis of ROT sample 4 mm below the surface
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Shown by the EBSD analysis, the ROT sample very closely matched the 5 ℃/s and

15 ℃/s dilatometer samples (Figures 3.18, 3.19, and 3.20). Based on this, the predicted

transformation curves from the model were expected to align with these samples. Fig-

ures 6.17 and 6.18 show a comparison between the transformation curves for ferrite and

acicular ferrite at the center line node. For the formation of ferrite, the model is best

approximated as the 5 ℃/s sample, while for the acicular ferrite, it is best approximated

as the 15 ℃/s sample.
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Figure 6.17: Comparison between the ferrite nucleation and growth of the 5 ℃/s and 15 ℃/s
dilatometer samples with node 5 from the thermo-microstructure model
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Figure 6.18: Comparison between the acicular ferrite nucleation and growth of the 5 ℃/s and
15 ℃/s dilatometer samples with node 5 from the thermo-microstructure model

6.3 Alternative ROT Configuration Scenarios

In this section, four alternative cooling situations will be assessed. The first is the effect

that oxides have on microstructure. Next, the effect of decreasing the CT will be inves-

tigated. Lastly, early and late cooling will be explored. The specific ROT configurations

used in each simulation can be found in Appendix C. In each situation, only the quarter

node away from the nozzle will be assessed.
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6.3.1 Effect of Surface Oxides on Microstructure

For the results shown in section 6.2, an ideal situation was assumed where the surface of

the skelp is free of any oxides. As shown by the results in chapter 5, the assumption of

an oxide free surface is far from what is observed in the mill. From FEA modelling of

a 12 mm skelp with oxides (Figures 5.7, 5.8, and 5.9), it was observed that the cooling

rate decreased as a result of the oxide. The temperature fluctuations at the surface were

also mitigated by the shielding effect of the oxide. To illustrate the differences between

microstructures with and without the presence of an oxide, the quarter thickness nodes

(away from the nozzle) for 15 mm a) oxide and b) non-oxide models were assessed with

the thermo-microstructure model. Figures 6.19 and 6.20 show the differences in cooling

paths and the predicted change in austenite decomposition that results from an oxide at

the quarter distance of a 15 mm skelp.
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Figure 6.19: Quarter node variation between cooling path for regions with and without a 500
µm oxide
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Figure 6.20: Quarter node variation between austenite decomposition for regions with and
without a 500 µm oxide

Show in Figure 6.19, the presence of the oxide on the surface decreases the cooling

rate imposed by each bank. This also results in a higher CT. By decreasing the cooling

rate, the onset of transformation occurs at higher temperatures, and the fraction of

ferrite produced increases while the fraction of acicular ferrite decreases. These results

align with the trends observed from the CCT shown in chapter 3. Results comparing

the microstructure evolution of oxide and oxide free transformations at the quarter node

are shown in Figure 6.21. Table 6.4 summarizes the changes in phase fraction between

scenarios.
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Figure 6.21: Quarter node microstructure evolution comparison between an oxide free and
500 µm oxide region on a 15 mm skelp surface

Table 6.4: Effect of oxides on microstructure evolution at quarter thickness

Model Ferrite Ts (℃) AF Ts (℃) Ferrite:AF (%)

No Oxide 721 639 78:22

Oxide 723 639 83:17
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6.3.2 Effect of CT on Microstructure

The effect of a lower CT was also investigated. For the X70 sample being analyzed, a

spray pattern to achieve a CT of 0.65Tfinish was used. By changing which headers and

banks are in operation, hypothetical cooling scenarios can be created and examined. In

this section, the effect of operating alternating and all banks were explored. Figure 6.22

shows the resulting cooling profiles for these hypothetical scenarios. When alternating

banks are used, the CT was 0.42Tfinish, while when all banks were turned on, it was

0.10Tfinish. The effect of the full boiling curve can be observed from these situations,

where as the skelp temperature moves out of the film region, a larger magnitude of cooling

is experienced. This is shown by the larger temperature drop over each bank towards

the end of the simulation.
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Figure 6.22: Quarter node cooling profiles from regular cooling, alternating banks operating,
and all banks operating
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The results from running the thermo-microstructure model on each hypothetical cool-

ing scenario is shown in Figures 6.23, 6.24, and 6.25. Between the scenarios, it can be

seen that as the number of banks in operation increases (normal - alternating - all) the

phase fraction of ferrite and acicular ferrite decrease and increase, respectively. This

trend can be explained by the cooling profiles for each scenario and the CCT generated

in chapter 3. As the number of banks in operation increases, the amount of time spent at

high temperatures decreases. This results in the transformation of less austenite into fer-

rite prior to the onset acicular ferrite formation. Transformation start temperatures also

followed the expected trend where with increasing cooling rates the onset temperatures

decreased. Table 6.5 summarizes the changes in phase fraction and start temperatures

between scenarios.

Table 6.5: Effect of ROT configuration on microstructure evolution at quarter thick-
ness

Configuration CT (℃) Ferrite Ts (℃) AF Ts (℃) Ferrite:AF (%)

Normal 0.65Tfinish 721 639 78:22

Alternating 0.42Tfinish 721 639 75:25

All 0.10Tfinish 701 623 72:28
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Figure 6.23: Quarter node austenite evolution from regular cooling, alternating banks oper-
ating, and all banks operating
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Figure 6.24: Quarter node ferrite evolution from regular cooling, alternating banks operating,
and all banks operating
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Figure 6.25: Quarter node acicular ferrite evolution from regular cooling, alternating banks
operating, and all banks operating

6.3.3 Effect of Early and Late Cooling on Microstructure

The final two ROT configurations explored were those of early and late cooling. For each

situation, three banks were turned on. In the early cooling configuration, the first three

banks were put into operation, while in late, the last three were turned on. Figure 6.26

shows the simulated temperature profiles for each at the quarter node away from the

nozzle.
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Figure 6.26: Quarter node cooling profiles for normal, early, and late cooling

Figures 6.27, 6.28, and 6.29 show the resulting austenite, ferrite and acicular ferrite

transformation curves generated from the thermo-microstructure model. Similar to the

observations made for lower CT simulations, the results for early and late cooling follow

the same trends. During early cooling, there is less time at higher temperatures, this leads

to a lower phase fraction of ferrite (and more acicular ferrite) compared to normal ROT

cooling. Conversely, during late cooling, the time at elevated temperatures is similar to

normal ROT cooling, which leads to close final phase fractions. Table 6.6 summarizes

the changes in phase fraction and start temperatures between scenarios.
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Figure 6.27: Quarter node austenite evolution from regular, early, and late cooling
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Figure 6.28: Quarter node ferrite evolution from regular, early, and late cooling
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Figure 6.29: Quarter node acicular ferrite evolution from regular, early, and late cooling

Table 6.6: Effect of ROT configuration on microstructure evolution at quarter thick-
ness

Configuration Ferrite Ts (℃) AF Ts (℃) Ferrite:AF (%)

Normal 721 639 78:22

Early 702 630 73:27

Late 756 650 77:23
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6.4 Summary

In this chapter, a thermo-microstructure model was developed that could accurately pre-

dict the through thickness microstructure and phase fractions of the X70 ROT sample.

The non-continuous cooling profile predicted from thermal modelling was first discretized

into a series of small isothermal steps. Using the CCT data generated in chapter 3, the

fractional incubation was then calculated for each step. Based on the fractional incuba-

tion over the entire thermal history, the transformation temperatures for 1-100% were

determined, and the austenite decomposition curve could be built. The microstructure

model from chapter 3 was then fit to the austenite decomposition data to generate frac-

tion transformed curves for the predicted phases. The performance of the model was

validated through its ability to produce expected trends, generate results comparable to

those obtained from EBSD, and produce ferrite and acicular ferrite curves with kinetics

similar to the 5 ℃/s and 15 ℃/s dilatometer samples. With the model validated, the

effect of alternative ROT configurations was explored. From these simulations, it was

shown that changing the cooling on the ROT only had minor influences on the predicted

end microstructure. This is likely due to the inabililty of the ROT to produce the nec-

essary cooling rates for significant microstructure changes. Shown by the microstructure

modelling and EBSD work in chapter 3, a large change to the microstructure was only

achieved at cooling rates above 22 ℃/s.
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Chapter 7

Summary and Future Work

This chapter contains the major findings and conclusions from this work. Addition-

ally, for the oxide and thermo-microstructure model work conducted during this thesis,

recommendations for the next steps are given.

7.1 Conclusions

In this work, a thermo-microstructural model was developed to predict the through thick-

ness microstructure evolution on the ROT. This was achieved through the development

of both a thermal model in ABAQUS and a microstructural model that could account for

the simultaneous formation of two different phases. Through use of a modified form of

the Scheil additive principle, these two models were combined into a unified model that

could accurately predict the through thickness microstructure of a 15 mm X70 sample

from Stelco Ltds. ROT.

A microstructural model was developed by modifying the JMAK equation by Jones

et al [6] which accounts for simultaneous nucleation and growth of two phases. For the

model used in this work, the K(T) portion of the equation was replaced with a ( 1
τ
)n

dependency, and the shape factor n was used as a fitting parameter to accommodate

for varying particle geometries. Using this equation, austenite curves produced from
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dilatometric testing were decomposed into fraction transformed curves for two phases.

Dilatometric testing was carried out using cooling rates of 1-, 5-, 15-, 22-, 30-, 50-, 80-

, and 120 °C/s, where from OM and SEM, it was determined that below 50 °C/s the

primary phases were ferrite and acicular ferrite, and above they were acicular ferrite and

bainite. Validation of model results was done through the use of EBSD band contrasting

on each dilatometer sample, where the fraction of each phase was determined by the

pattern quality of each pixel.

The thermal model based on the work of Wiskel et al [41] accurately captured the

effect of different cooling mechanisms and ROT configurations on through thickness tem-

perature profiles of 8-, 11-, 12-, and 15 mm skelp. Using a user-defined subroutine and a

modifed version of the film boiling curve derived by Wendelstorf et al [36], the thermal

model was able to accurately predict coiling temperatures. Validation of the model was

done through the use of IR thermography where the full surface temperature profile was

determined. When comparing transverse temperature profiles predicted from modelling

and IR thermography, a discrepancy between the two was observed. Abnormal fluctu-

ations were measured with the IR camera, resulting in temperature changes in excess

of 20 °C. A method to access these abnormal temperature values was developed, and

they were determined to be the result of oxides on the skelp surface. As a result of the

presence of oxides on the surface, a program written in Python was developed to track

their size and location, and supplementary thermal models that included the presence

of oxides were made. From thermal modelling with oxides, it was determined that they

inhibited extreme surface fluctuations on the skelp surface which subsequently resulted

in reduced cooling through thickness.

Using a modified version of the Scheil additive principle developed by Rios [115], the

thermal and microstructural models were combined. Through this approach, the volume

fraction of ferrite and acicular ferrite in a 15 mm X70 ROT sample was predicted. Away
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from the nozzle, ferrite percentages were predicted to be 54 %, 78 %, and 84 % at the

surface, quarter, and center lines, respectively. Acicular ferrite values varied from 46

%, 22 %, and 16 % at the surface, quarter, and center lines, respectively. These results

compared very good to those measured through band contrasting on the corresponding

ROT sample, where the amount of ferrite and acicular ferrite at the center and quarter

lines were measured to be 74 % and 24 %, and 78% and 21%, respectively. Surface

measurements were hard to quantify with band contrasting as the cooling is complex in

this region, but results of 32 % ferrite and 62 % acicular ferrite were produced which still

show the trend of decreasing ferrite and increasing acicular ferrite towards the surface.

Due to the limited amount of ROT samples for model validation, a comparison with

dilatometer sample grain areas, aspect ratios, and misorientaion angles was also done as

an additional means of validation. From comparison of these values with those measured

for ROT sample, it was found that the 5 °C/s and 15 °C/s dilatometer samples provided

the best fit. When model predictions were then compared with these samples, it was

shown that the kinetics matched closely as well.

7.2 Future Work

Although the thermo-microstructure results show good prediction capabilities for the

X70 sample provided, it is only calibrated to one specific steel chemistry and processing

route. As such, any future work on this model should be aimed at increasing the breadth

and generality of its predictive capabilities. To do this, potential aspects of future work

are suggested below:

• From IR thermography, the presence of oxides on the surface of the skelp were con-

firmed, but specifics regarding them are still unknown. Important characteristics

of these oxides that are unknown at this time include the specific thickness, com-
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position, and emissivity. Any future work aimed at their presence and influence on

microstructure evolution on the ROT must address these uncertainties. A potential

route one may take to accomplish this would be to first carry out emissivity tests

in accordance with ISO 19618:2017 on varying oxide thicknesses. Characterization

techniques such as SEM and XRD could then be used to determine the type and

proportion of each oxide present. From this, it may be possible to determine a

correlation between thickness, composition, and emissivity. Then, using IR ther-

mography, the emissivity of each spot along the skelp surface can be calculated.

This can be done in a similar method as that done in chapter 5. Using the correla-

tion between thickness and emissivity previously found, there is now the potential

to be able to fully characterize the skelp surface. With true oxide thicknesses po-

tentially known, more accurate thermal models can be generated to determine the

temperature-time profiles.

• The thermo-microstructure model developed in this work is calibrated to the spe-

cific steel under investigation. Shown in the literature review section of this thesis,

factors such as the prior austenite grain size, steel chemistry, and amount of strain,

all have an effect on the transformation kinetics. Since the thermo-microstructure

model specifically relies on the CCT of the given steel, understanding how each of

these factors effect it is crucial in increasing its generality. Conducting dilatometric

testing that investigates each of these factors may illustrate specific trends that

can then be incorporated into the model presented in this thesis. Validating the

model performance through additional dilatometer tests is also recommended. A

dilatometer sample could be processed with a thermal history similar to that ex-

perienced on the ROT. The resulting microstructure from that sample could then

be used as validation of model performance.
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[58] Leire del Campo, Raúl B Pérez-Sáez, Xabier Esquisabel, Ignacio Fernández, and
Manuel J Tello. New experimental device for infrared spectral directional emissiv-
ity measurements in a controlled environment. Review of scientific instruments,
77(11):113111, 2006.

[59] Chang-Da Wen. Investigation of steel emissivity behaviors: Examination of multi-
spectral radiation thermometry (mrt) emissivity models. International Journal of
Heat and Mass Transfer, 53(9-10):2035–2043, 2010.

153



[60] RY Chen and WYD Yuen. A study of the scale structure of hot-rolled steel strip
by simulated coiling and cooling. Oxidation of Metals, 53(5-6):539–560, 2000.

[61] PODHLADITEV IN PREKRIVANJE PODRO and IJ MED. Overcooling in over-
lap areas during hydraulic descaling. Materiali in tehnologije, 50(4):575–578, 2016.

[62] D Farrugia, Andrew Richardson, and Yong Jun Lan. Advancement in understand-
ing of descalability during high pressure descaling. In Key Engineering Materials,
volume 622, pages 29–36. Trans Tech Publ, 2014.

[63] M Krzyzanowski, JH Beynon, et al. Effect of oxide scale failure in hot steel rolling
on subsequent hydraulic descaling: numerical simulation. In Proceedings of the 3rd
international conference on hydraulic descaling, London, United Kingdom, pages
14–15, 2000.

[64] Takayuki NAKAMURA and Motoo SATO. Descalability on reheated steel slabs
at high temperature. Tetsu-to-hagané, 80(3):237–242, 1994.
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Appendix A. Run-Out Table Sample

Appendix A contains supplementary OM and SEM images of the ROT sample. Addi-

tionally, all EBSD band contrast images and results are presented.

A.1 X70 Properties

Table A.1: Latent heat of transformation of X70 steel [41]

Latent Heat (J/kg) Solidus Temperature (℃) Liquidus Temperature (℃)

18000 550 700

Table A.2: Specific thermal conductivity of X70 steel [41]

Temperature (℃) Thermal Conductivity ( W
mK

)

0 59.5

100 57.8

200 53.2

300 49.4

400 45.6

500 41

600 36.9

700 33.1
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Table A.3: Specific heat capacity of X70 steel [41]

Temperature (℃) Heat Capacity ( J
kg∗K )

50 481

150 519

250 536

300 553

350 547

400 595

500 662

600 754
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A.2 ROT Optical Microscopy

(a) (b)

(c) (d)

(e)

Figure A.1: OM images of ROT sample (a) top surface (b) top quarter (c) center (d) bottom
quarter and (e) bottom surface
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A.3 ROT SEM

(a) (b)

(c) (d)

Figure A.2: SEM images of ROT sample (a) top surface (b) top quarter (c) center and (d)
bottom quarter at 1000X magnification
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(a) (b)

(c) (d)

Figure A.3: SEM images of ROT sample quarter (a-b) and center (c-d) at 2000X (a and c)
and 3000X (b and d) magnification
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A.4 ROT EBSD

Figure A.4: EBSD band contrast of ROT sample quarter line

Figure A.5: EBSD band contrast of ROT sample center line
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Figure A.6: EBSD band contrast of ROT sample top surface
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Appendix B. Dilatometer Samples

Appendix B contains all the results for each dilatometer sample. This includes dilation

curves, transformation curves, SEM images, and EBSD band contrast.
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B.1 Dilation Curves
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Figure B.1: 1 ℃/s dilation curve
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Figure B.2: 5 ℃/s dilation curve
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Figure B.3: 15 ℃/s dilation curve
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Figure B.4: 22 ℃/s dilation curve
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Figure B.5: 30 ℃/s dilation curve
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Figure B.6: 50 ℃/s dilation curve
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Figure B.7: 80 ℃/s dilation curve
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Figure B.8: 120 ℃/s dilation curve
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B.2 Fraction Transformed Curves

0.00

0.10

0.20

0.30

0.40

0.50

0.60

0.70

0.80

0.90

1.00

500.0 550.0 600.0 650.0 700.0 750.0 800.0

f

T (°C) 

Phase 1

Phase 2

Phase 1 + Phase 2

Figure B.9: 1 ℃/s transformation curve
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Figure B.10: 5 ℃/s transformation curve
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Figure B.11: 15 ℃/s transformation curve
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Figure B.12: 22 ℃/s transformation curve
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Figure B.13: 30 ℃/s transformation curve
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Figure B.14: 50 ℃/s transformation curve
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Figure B.15: 80 ℃/s transformation curve
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Figure B.16: 120 ℃/s transformation curve
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B.3 Constants for Microstructure Modelling

Table B.4: Equation constants for modified Avrami equation

Cooling Rate (℃) K τ1o n1 Q1(J/mol) τ2o n2 Q2 (J/mol)

1 4.77 1.09E5 1.64 58204 2.85E2 1.74 150

5 6.26 6.79E22 0.47 363045 6.75E11 0.75 148301

15 3.75 8.17E22 0.44 361671 1.81E14 0.56 192688

22 0.25 3.46E8 2 130198 5.64E1 1.56 20000

30 1.92 4.62E8 1.70 135211 2.14E1 1.92 13852

50 0.63 5.16E8 1.36 131877 1.69 1.45 10

80 3.67 5.38E8 0.89 129228 2.41 2.61 10

120 2.37 1.00E4 1.65 57848 2.57 2.68 100
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B.4 Dilatometer SEM Images

(a) (b)

Figure B.17: SEM images of 5 and 15 ℃/s dilatometer samples

(a) (b)

Figure B.18: SEM images of 22 and 30 ℃/s dilatometer samples
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(a) (b)

Figure B.19: SEM images of 50 and 120 ℃/s dilatometer samples
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B.5 Dilatometer EBSD

B.5.1 Dilatometer Aspect Ratio
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Figure B.20: 1 ℃/s aspect ratio distribution
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Figure B.21: 5 ℃/s aspect ratio distribution
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Figure B.22: 15 ℃/s aspect ratio distribution
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Figure B.23: 22 ℃/s aspect ratio distribution
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Figure B.24: 30 ℃/s aspect ratio distribution
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Figure B.25: 50 ℃/s aspect ratio distribution
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Figure B.26: 80 ℃/s aspect ratio distribution
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Figure B.27: 120 ℃/s aspect ratio distribution
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B.5.2 Dilatometer Grain Area
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Figure B.28: 1 ℃/s grain area distribution
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Figure B.29: 5 ℃/s grain area distribution
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Figure B.30: 15 ℃/s grain area distribution
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Figure B.31: 22 ℃/s grain area distribution

197



0

50

100

150

200

250

300
1 5 9 13 17 21 25 29 33 37 41 45 49 53 57 61 65 69 73 77 81 85 89 93 97 10
1

10
5

10
9

11
3

11
7

12
1

C
ou

nt

Area (µm²)

Figure B.32: 30 ℃/s grain area distribution
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Figure B.33: 50 ℃/s grain area distribution
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Figure B.34: 80 ℃/s grain area distribution
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Figure B.35: 120 ℃/s grain area distribution
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B.5.3 Dilatometer Misorienttion Angles
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Figure B.36: 1 ℃/s misorientation angle distribution
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Figure B.37: 5 ℃/s misorientation angle distribution

203



0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0 10 20 30 40 50 60

R
el

at
iv

e 
F

re
qu

en
cy

Angle (o)

Figure B.38: 15 ℃/s misorientation angle distribution
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Figure B.39: 22 ℃/s misorientation angle distribution
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Figure B.40: 30 ℃/s misorientation angle distribution
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Figure B.41: 50 ℃/s misorientation angle distribution
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Figure B.42: 80 ℃/s misorientation angle distribution
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Figure B.43: 120 ℃/s misorientation angle distribution
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B.5.4 Dilatometer Band Contrast

Figure B.44: EBSD band contrast of 1 ℃/s dilatometer samples

Figure B.45: EBSD band contrast of 5 ℃/s dilatometer samples
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Figure B.46: EBSD band contrast of 15 ℃/s dilatometer samples

Figure B.47: EBSD band contrast of 22 ℃/s dilatometer samples
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Figure B.48: EBSD band contrast of 30 ℃/s dilatometer samples

Figure B.49: EBSD band contrast of 50 ℃/s dilatometer samples
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Figure B.50: EBSD band contrast of 80 ℃/s dilatometer samples

Figure B.51: EBSD band contrast of 120 ℃/s dilatometer samples
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Appendix C. Thermal Model

Appendix C contains all the results from thermal modelling. This includes temperature

profiles, spray patterns, and calibration for IR.
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C.1 8-, 11-, and 12 mm Models Results

C.1.1 8 mm Results
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Figure C.1: 8 mm X70 simulation temperature profile under nozzle

215



0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00

0 5 10 15 20 25 30 35

Te
m

pe
ra

tu
re

 (
°C

) 

Time (s)

Surface Quarter Center

Velocity = 4.0 m/s
Center

Aim CT 

Figure C.2: 8 mm X70 simulation temperature profile quarter distance to next nozzle
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Figure C.3: 8 mm X70 simulation temperature profile half distance to next nozzle
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C.1.2 11 mm Results
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Figure C.4: 11 mm X70 simulation temperature profile under nozzle
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Figure C.5: 11 mm X70 simulation temperature profile half distance to next nozzle
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C.1.3 12 mm Results
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Figure C.6: 12 mm X70 simulation temperature profile under nozzle
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Figure C.7: 12 mm X70 simulation temperature profile half distance to next nozzle
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C.2 Spray patterns

Figure C.8: 8 mm X70 ROT configuration
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Figure C.9: 11 mm X70 ROT configuration
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Figure C.10: 12 mm X70 ROT configuration
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Figure C.11: 15 mm X70 ROT configuration
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Figure C.12: 15 mm X70 alternating banks ROT configuration
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Figure C.13: 15 mm X70 all banks ROT configuration
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Figure C.14: 15 mm X70 early cooling ROT configuration
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Figure C.15: 15 mm X70 late cooling ROT configuration
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C.3 IR Calibration and Validation

Figure C.16: Calibrated 8 mm IR data using emissivity of 0.74
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Figure C.17: Calibrated 11 mm IR data using emissivity of 0.89
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Appendix D. Oxides

Appendix D covers the oxide properties used for modelling. All values were previously

gathered by Prescott et al [116].

D.1 Oxide Properties

Table D.5: Density of various oxides kg
m3

Wustite Hematite Magnetite

5700 5260 5046
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Table D.6: Specific thermal conductivity of various oxides ( W
m∗K )

Temperature (℃) Wustite Hematite Magnetite

273 5.6 19.9 21.6

323 5.3 16.8 18.3

373 5.0 14.5 15.8

423 4.7 12.8 14.0

473 4.5 11.5 12.5

523 4.2 10.4 11.3

573 4.0 9.5 10.3

623 3.9 8.7 9.5

673 3.7 8.1 8.8

723 3.5 7.5 8.2

773 3.4 7.0 7.6

823 3.3 6.6 7.2

873 3.3 6.2 6.8

923 3.4 5.9 6.5

973 3.4 5.8 6.5

1023 3.5 5.6 6.5

1073 3.6 5.5 6.5
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Table D.7: Specific heat capacity of various oxides ( J
kg∗K )

Temperature (℃) Wustite Hematite Magnetite

273 686 944 993

323 707 944 1012

373 723 944 1026

423 736 944 1037

473 746 944 1046

523 756 944 1054

573 764 944 1062

623 772 944 1069

673 780 944 1075

723 787 944 1082

773 794 944 1088

823 801 944 1094

873 808 944 1100

923 814 944 868

973 821 944 868

1023 827 944 868

1073 834 944 868
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Appendix E. Curve Fitting

Appendix E contains all the dilatometer data fit to a single set of constants

E.1 Curve Fitting of Dilatometer Curves

0.00

0.20

0.40

0.60

0.80

1.00

500 550 600 650 700 750 800

f

Temperature (oC)

Measured Predicted

Figure E.1: 1 ℃/s dilatometer data fit to a single set of constants
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Figure E.2: 5 ℃/s dilatometer data fit to a single set of constants
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Figure E.3: 15 ℃/s dilatometer data fit to a single set of constants
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Figure E.4: 22 ℃/s dilatometer data fit to a single set of constants
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Figure E.5: 30 ℃/s dilatometer data fit to a single set of constants
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Figure E.6: 50 ℃/s dilatometer data fit to a single set of constants
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Figure E.7: 80 ℃/s dilatometer data fit to a single set of constants
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Figure E.8: 120 ℃/s dilatometer data fit to a single set of constants
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