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Abstract

Data-driven modeling has been finding increasing prominence in process systems en-

gineering in both academia and industries. Latent variable modeling forms an impor-

tant component of data-driven modeling. Through latent variable modeling, not only

can we deal with issues such as collinearity, noise, and high data dimensionality, but

we can also impart the ”notions” that we have regarding the process into the model.

Imparting such notions makes the latent variables process-relevant and enhances the

accuracy of the models. This thesis explores such ways of making the latent vari-

ables process-relevant by incorporating aspects such as slowness, monotonicity, and

impulsivity that are commonly observed in various industrial processes.

Many chemical engineering processes are typically characterized primarily by slow

variations. The latent variables of such processes will be characterized by high tem-

poral correlation or low velocities. This aspect is considered in slow feature analysis

which is a latent variable method that aims to extract slowly varying features. Since

the basic version of slow feature analysis is unsupervised, the first contribution of

the thesis explores supervised learning of slow features through a linear model. In

this case, the objective function of the slow feature analysis method is modified by

adding a term that maximizes the correlation of the slow features with the output

variables. Two such formulations are proposed to achieve the required objective and

corresponding algorithms to achieve each objective are proposed.

The second contribution extends the supervised slow feature extraction problem

to a nonlinear case. The nonlinearity is achieved through the usage of Siamese neural

networks. Siamese neural networks contain two identical networks that give them
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the ability to handle two samples at a time. Since the objective of slow feature

analysis is to reduce the velocity of the latent variables, it needs to handle two samples

simultaneously. Hence, this work uses the Siamese networks to perform supervised

slow feature analysis.

The third contribution of the thesis considers the monotonicity aspect in latent

variable modeling for degrading processes. Processes that have degradation in ei-

ther equipment or the quality of the process are overall non-stationarity in nature.

Since degradation or damage usually evolves monotonically, latent variable modeling

of such processes needs to include the monotonicity condition. This work proposes a

state-space model to characterize such systems where the latent variable correspond-

ing to the degrading component is modeled using a closed skew-normal random walk

model, and other stationary variations are modeled by a Gaussian dynamic model.

Here, the objective is to separate the monotonically degrading component of the

data from other stationary variations for effective monitoring of the process. The

resulting simultaneous state-and-parameter estimation problem is solved using the

expectation-maximization approach and the smoothing algorithm is rigorously de-

rived for a system defined by a closed skew-normal distribution random walk model.

In the fourth contribution of the thesis, processes that are characterized by sudden

or impulsive changes are studied. To characterize such behaviors the system is mod-

eled using a state-space model with the dynamics of one of the states being defined

by a Cauchy distribution. Since the Cauchy distribution has a fat tail, it can model

the sudden jumps in a process. Hence, the resulting model has a mix of Cauchy and

Gaussian latent variables, where the Cauchy latent variable models the sudden jumps

and the Gaussian latent variables model other variations. The states and parame-

ters of the resulting model are identified in a Bayesian manner using the variational

Bayesian inference framework. The efficacy of all the contributions is verified through

both numerical and relevant industrial case studies.
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Chapter 1

Introduction

The process industry has been continuously exploring various avenues to enhance the

operation of industrial processes to meet the standards of green, safe and sustainable

production. With improvements in the technology to store and handle vast quantities

of data, the industry is looking to leverage such capabilities to achieve these standards.

Data-driven modeling thus presents an attractive way to model industrial processes

for efficient operation [1]. This chapter outlines the motivation for the proposed

data-driven approaches to model industrial processes and provides an overview of the

relevant existing literature.

1.1 Motivation

For the efficient and smooth running of an industrial process, the accurate knowl-

edge of key variables and indicators through tools such as soft sensors [2] or process

monitoring statistics [3] is of primal importance. Data-driven modeling aims at esti-

mating these based on the observed historical data. Raw industrial data has issues

of collinearity, outliers, high dimensionality, missing values, etc. Hence, the raw data

is usually projected onto a latent space and these latent variables (LV) are then used

to develop models. But, a pure data-based approach may not be the most effective

way of latent variable modeling and hence it is important to make the LVs process-

relevant. Hence, it becomes pertinent to perform LV modeling in such a way that it

allows one to impart the ”notions” that one may have regarding the nature of the

process. These notions could be either based on the knowledge of the physics of the

process or the observed data.
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Every process possesses its own unique characteristic such as stationarity or non-

stationarity, temporal slowness, impulsivity, multi-modal behavior, oscillatory behav-

ior, etc. Hence, the LVs developed must be tailored to each process such that it reflects

the nature of the process intended to be captured by the model. This thesis mainly

focuses on three key characters of the industrial processes: slowness, monotonicity,

and impulsivity. The following sections will discuss each behavior in detail.

1.1.1 Slowness

Many chemical engineering processes are primarily slow in nature as the process con-

ditions vary slowly. Hence, the LVs that characterize such processes must primarily

be slow in nature. Slow feature analysis (SFA) is a linear LV extracting method that

is based on this notion. SFA [4] extracts the latent space by minimizing the velocity of

the LVs. The slowest LVs are usually used for further modeling as they are considered

to be the most informative if the process in consideration is believed to be primarily

slowly driven. The faster ones are usually attributed to noise or other disturbances

that are not representative of the dynamics of the process. Fig. 1.1 depicts the result

after SFA is performed on the observed data. It can be observed that the extracted

SFs are segregated according to their velocities and usually the slowest ones are used

for modeling.

The vanilla version of SFA is unsupervised in nature [4], meaning the slow features

(SF) are extracted without consideration of the output variable. Hence, if supervised

learning is the task at hand, such as the development of soft sensors, this is not

the most effective way of extracting the SFs. This hence prompts the exploration

of supervised learning of SFs such that the extracted SFs are more relevant to the

outputs they predict and hence improve the accuracy of the model. This argument is

similar to the one used typically in the case of partial least squares (PLS) and principal

component regression (PCR) case where the supervised nature of PLS makes it more

suited for such cases. Motivated by this, this thesis presents a method of performing

supervised slow feature extraction which combines the aspects of PLS with SFA.

The resulting formulation improves the performance of the model on the datasets of

processes where slowness is the key factor.

Deep learning in recent years has seen a big boom owing to the emergence of
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Figure 1.1: Depiction of SFA where the observed data x is mapped to the SFs s.
The observed data is mapped to SFs which are segregated according to the velocities.
The slowest features are more representative of the true nature of the dynamics of
the process.

enhanced computational ability and importantly due to the development of sophisti-

cated algorithms. As a result, artificial neural networks and their variants have been

prominently used in machine learning research and applications [5]. Process systems

engineering too has seen increasing usage of deep learning techniques including soft

sensors [6]. Hence, to model nonlinear processes characterized by slowness, the power-

ful tools of deep learning can be used. This thesis presents a method for achieving the

aforementioned objective of supervised SFA for nonlinear systems through Siamese

neural networks, a neural network architecture containing two identical coupled net-

works [7].

1.1.2 Monotonicity

Processes involving either degradation of process quality (catalyst deactivation, foul-

ing, etc) or damage in physical equipment (wear and tear, corrosion, etc) usually are

non-stationary in nature. In particular, this non-stationarity is characterized by a

monotonically evolving factor. Monotonicity refers to the non-stationary behavior

where a signal is either strictly increasing or strictly decreasing. Tracking signals

which exhibit such behaviors is vital for effective monitoring of such processes.

But in many processes, this health factor is masked by observation noise as shown

in Fig. 1.2. This makes it difficult to monitor the process and hence filtering tech-
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Figure 1.2: An example of a monotonically evolving health factor masked by obser-
vation noise. The objective is to extract this latent monotonic trend for effective
process monitoring.

niques may be used to remove the observed noise. But this filtering cannot be a

straightforward unconstrained filtering scheme as the monotonic nature of the LV

must be respected. This thesis proposes a method for modeling and estimating the

LV of such a system where the monotonicity constraint is implemented through a

closed skew-normal distribution.

The problem depicted in Fig. 1.2 is that of a single variable case, i.e when the

health factor is directly observed, but subject to noise. This thesis also considers

an extended case where the health factor is not directly observed but needs to be

extracted from a multivariate dataset. In such cases, the health factor will not only

be masked by noise but also additionally will be masked by signals of stationary

nature. This is because, in spite of the monotonic degradation nature of the process,

there will also exist some stationary relationships between different process variables.

Hence, the observed dataset of such systems will overall be non-stationary but will be

a mixture of stationary and non-stationary (monotonic in this case) sources. Hence,

for effective monitoring, one needs to separate the signals that correspond to the
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(b) Stationary impulsive changes

Figure 1.3: Example depiction of impulsive behavior in dynamic processes

monotonic, and stationary sources. In other words, the objective is to estimate and

separate the latent monotonic trend (LMT) and latent stationary trends (LST) from

the observed dataset. This thesis proposes a method of modeling and estimation of

such systems where the monotonic component is modeled using a closed skew-normal

distribution and the stationary components are modeled using Gaussian distribution.

The resulting model is estimated using the expectation-maximization algorithm.

1.1.3 Impulsivity

Another commonly occurring type of dynamic behavior in industrial datasets is that

of impulsive behavior. This is characterized by sudden jumps or abrupt changes in

the variable. An example of such a behavior is depicted in Fig. 1.3a and 1.3b. Such

behaviors can be observed when the process condition itself is moved from one regime

to another quickly, or when there is a sudden injection of a disturbance in some either

observed or unobserved variables. Hence, based on the types, one can have either a

non-stationary or a stationary impulsive behavior respectively. Fig. 1.3a and 1.3b

depict the non-stationary and stationary impulsive behaviors respectively. It needs

to be noted that the abrupt jumps seen in the stationary impulsive behavior case are

not measurement outliers, but true changes that happen due to a sudden injection of

disturbance.

This thesis presents a method to model such systems using a state-space model

where one of the latent variables evolves according to a Cauchy distribution. Cauchy
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distribution is a fat-tailed distribution and hence can easily have realizations that

are farther from the center when compared with a Gaussian distribution. Hence,

the Cauchy distribution can capture such abrupt jumps better than the Gaussian.

For a single variable case, it may be sufficient to just filter out the available signal.

But in a multivariate case, there will also exist some slower variations mixed with

the impulsive ones which can be characterized by Gaussian state variables. This

thus results in a model containing a mixture of Cauchy and Gaussian LVs. The

resulting model is estimated in a Bayesian manner using the variational Bayesian

inference approach. The Bayesian scheme provides a convenient way of imposing the

beliefs about states, and parameters. Since the objective is to separate impulsive

and slower variations, the preferences regarding slowness can be implemented in a

Bayesian scheme conveniently [8].

While multimodal modeling is a solution to such problems, particularly for the

non-stationary case depicted in Fig. 1.3a, it may not be the most suitable option

always. This is because modeling with such a perspective might need one to model

for a huge number of modes which may not feasible. So a feasible solution in such a

scenario is to separate the abrupt jumps from the slower stationary variations for a

better understanding of the operation.

1.2 Background Literature

This section presents the background literature related to the various algorithms

developed in the thesis. Since three characteristics of the LVs are considered, the lit-

erature overview is divided into three subsections each covering the literature related

to slowness, monotonicity, and impulsivity.

1.2.1 Slowness

Among the various LV methods principal component analysis (PCA) [9] and PLS-

based are still among the most widely used ones [1]. In both of these methods, LVs

are extracted based on the notions of variances; preserving the variance in the case of

PCR and maximizing the covariance with the outputs in the case of PLS. These are

widely used in unsupervised learning applications such as process monitoring [10–13]
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Figure 1.4: The SFA literature classification

and supervised learning applications such as soft sensors [14, 15]. For soft sensor

applications, given the supervised nature of LV extraction in PLS, it is preferred over

PCR. PLS as such does not consider the dynamic nature of the process and hence

various versions of PLS are developed where the dynamic nature of the process is

considered. These include but not limited to dynamic PLS [16–18], dynamic inner

PLS [19, 20], recursive PLS [21], adaptive PLS [22], ensemble PLS [23, 24], locally

weighted PLS [25, 26]. Except for the dynamic inner PLS method, other versions of

PLS do not have an explicit model for the dynamics of the process. As discussed

earlier many chemical processes are characterized primarily by slower dynamics and

hence the LV model that explicitly considers the slowness principle is more desirable.

The aspect of slowness is considered in the framework of SFA. The vanilla version

of SFA was proposed by Wiskott and Sejnowski [4] with the notion that slowly varying

representation of faster appearing sensory signals is of a higher abstraction level.

The idea of the slowness principle is based on a theory in neuroscience according

to which, the processing of imagery in the brain happens based on slowly moving

features. In computer science, this idea is used as a basis to perform SFA for the

analysis of videos [27–30]. SFA has been increasingly used in chemical engineering

applications such as process monitoring, soft sensor design, etc. The literature of SFA

can be broadly categorized into two classes of deterministic SFA and probabilistic slow

feature analysis(PSFA)-based approaches (Fig. 1.4).
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1.2.1.1 Deterministic SFA

Among the unsupervised applications, SFA has been used in many process monitoring

applications such as control loop performance assessment [31], detection of plant-wide

oscillations [32], operation condition monitoring and anomaly detection [33], batch

process monitoring [34]. Shang et al. [35] demonstrated the effectiveness of vanilla

SFA on quality prediction problems using slow feature regression (SFR) where the SFs

extracted in an unsupervised manner are used for regression. The recent research in

SFA has been either to modify SFA or to use SFA in conjunction with other algorithms

so as to improve the performance and widen the horizon of applicability of the vanilla

SFA (Fig. 1.4).

The natural extension of SFA to dynamic SFA [36,37], recursive SFA [38], ensemble

SFA [39], locally weighted SFR [40] etc have also been explored. Besides these, many

improvements to the vanilla SFA have been proposed. A multi-lag SFA (and multi-

lag dynamic SFA) framework has been proposed to consider multi-lag correlations to

improve the detection and isolation of oscillations [41]. Another such improvement is

the recursive exponential SFA where instead of the covariance matrices of the variables

and their velocities, the exponential of these matrices is taken. This results in SFs

that are further slower than the vanilla SFs [42]. An improvement over dynamic SFA

in the form of dynamic inner SFA is proposed. Similar to its PLS counterpart, an

autoregressive moving average model (ARMA) is assumed for the latent SFs [43, 44]

thus incorporating dynamics into the model explicitly.

Another approach is to use SFA along with other algorithms to cater to a wider

range of problems. Since, SFA does not explicitly consider non-stationarity, for non-

stationary processes SFA can be combined with non-stationary analysis methods to

improve the performance. Zhao and Huang [45] used cointegration analysis (CA)

to monitor the non-stationary components and SFA for the stationary ones. An

extension of this approach for the nonlinear case also has been explored [46]. Another

method where multiple SFA models are developed for different time slices which are

defined based on the process condition is developed to suit the SFA framework for non-

stationary processes [47]. Besides these SFA has been used to complement numerous

methods such as canonical correlation analysis to obtain features that have the quality
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of slowness and are relevant to the performance variables [48]. The usage of SFA in

various frameworks in literature all point to the effectiveness of extracting a latent

space that considers the slowness aspect explicitly for analyzing chemical engineering

process datasets. And considering the fact that in the existing literature of SFA where

SFA is used for regression, the simultaneous considerations of the input space and

the output space for extracting the SFs have not been done, thus prompting further

exploration of ways to achieve this objective.

1.2.1.2 Probabilistic SFA

Probabilistic modeling has many advantages such as the handling of missing data,

handling outliers, etc because the latent space is defined in terms of probability dis-

tributions rather than deterministic quantities [49]. The probabilistic counterparts of

PCA [50] and PLS [51, 52] certainly have these advantages over their deterministic

counterparts. In consideration of these advantages the probabilistic counterpart of

SFA, PSFA also has been proposed [53]. In this formulation, the slow features are

assumed to evolve as dictated by a Markov chain. The slow features are mapped

to the observed dataset, through a linear transformation. Essentially, PSFA is a

state-space model with special assumptions regarding the parameters of the state

transition equations to make the states the SFs with conditions of decorrelation and

unit-variance. Such a model can be solved for the states and the parameters through

the expectation-maximization (EM) algorithm [54, 55]. This basic PSFA model has

been used to perform process monitoring [56], develop soft sensors [55], model gross

errors [57]. Due to the probabilistic framework of PSFA, it has been shown to be

effective in the cases of missing data, multi-rate measurements, etc.

Various extensions of PSFA have been studied in the literature which combine

various aspects of state-space models, probability theory, etc to tackle common issues

observed in industrial datasets. The PSFA model structure could be tweaked in

multiple ways to attain the objective at hand, thus providing a more convenient

way than the SFA. If the observed dataset has outliers, these could influence the

estimation of the SFs and the model parameters. To make the model robust to

these outliers, a fat-tailed distribution such as the student’s t-distribution can be

used instead of the Gaussian distribution in the measurement equation of the PSFA
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model [58]. PSFA can be easily extended to systems with non-stationary behavior by

including additional states modeled by a random-walk model [59]. If the system has

oscillations, instead of a diagonal matrix for state transition, a block diagonal matrix

that results in complex poles for the system can be assumed [60]. Such a structure

would result in a better extraction of the oscillating SFs than the conventional PSFA.

For the supervised learning case, one can have an augmented output model combining

both inputs and outputs. Given the probabilistic nature, this framework enables a

convenient way of performing semi-supervised learning [61]. Deep learning is another

avenue that PSFA can utilize to extend its capabilities to nonlinear systems. Jiang

et al [62] proposed a deep Bayesian SFA using the gated recurrent unit.

The probabilistic approach also allows one to not only model the states (SFs) and

observations as random variables but also the parameters (mapping matrices and

variances) as random variables. Such problems can be solved using the variational

Bayesian (VB) inference framework which is an extension of the EM algorithm for

the Bayesian inference of the parameters [63,64]. Ma and Huang [65] proposed a VB

inference scheme for the PSFA model by considering the parameters of the PSFA

model as random variables. The constraints to certain parameters were enforced by

using particular distributions as priors to those parameters (e.g. Gamma distribution

to model the inverse of the variance, also known as precision). An extension of this

method for the multimodal operation is proposed where multiple output models are

trained and then switched appropriately to suit the current operating mode [66]. A

more general extension of this idea is proposed using the concept of transfer learning

where the SFs learned from multiple PSFA models are adaptively weighted to predict

the outputs of the new target domain [67]. In spite of the vast literature, there is still

scope to use PSFA in conjunction with other types of latent models that deal with

various types of processes behaviors such as impulsivity, monotonicity, etc.

1.2.2 Monotonicity

Process quality degradation or damage usually evolves monotonically because once

the damage sets in, it cannot be reversed during the course of the operation. Hence,

modeling of such processes must incorporate this aspect into the LVs. Such problems

may be formulated as regression problems and solved under a constrained optimiza-
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tion framework. This is commonly referred to as isotonic regression [68]. However, for

online monitoring application of processes driven by LMT, formulating the problem

as that of state estimation of a dynamic linear model (DLM) is more desirable [69].

In these cases, a monotonic random-walk model is commonly assumed for the LMT

and a distribution with support of [0,∞] (for a monotonically increasing trend) is

used. For the output equation, the Gaussian noise is used. In 2004, Gorinevsky [69]

used an exponential distribution to define the evolution of the LMT and proposed a

batch optimization problem to obtain the maximum a posteriori probability (MAP)

estimates of the state. The same method was further extended under a moving hori-

zon estimation framework [70, 71]. Gamma distribution, another distribution with

a positive support, has been more widely used in predictive maintenance to model

the evolution of the LMT [72]. Schirru et al. [73] and Susto et al. [74] modeled the

deteriorating health factor using a hidden gamma process. Since the calculation of

posteriors becomes intractable, these works propose an approximate inference method

using particle filtering schemes to extract the LMT. Besides the gamma distribution,

distributions such as inverse gamma distribution [75] and inverse Gaussian distribu-

tion [76] have been used to model the incremental changes in a degradation process.

These result in analytical solutions to the state estimates, but have been used under

the assumption that the degrading factor is observed without any noise.

The choice of exponential or gamma distributions to model the LMT leads to

the adoption of either numerical optimization approaches or approximate solutions

through particle filtering to obtain the distribution of the monotonic variable. To get

analytical solutions, the distribution of choice should lead to tractable distributions

in the prediction, update, and smoothing steps of a state estimation procedure. Al-

though the Gaussian distribution has these properties, it cannot be used to model

the LMT as its support spans (−∞, ∞). This thesis explores the usage of the closed

skew-normal distribution to model the evolution of the LMT. Closed skew-normal dis-

tribution (CSN) as the name suggests is a skewed distribution and can be considered

as a generalized version of a Gaussian distribution. It is closed under linear transfor-

mation and Bayesian rule which makes it an attractive alternative to the Gaussian

distribution for the cases that desire skewness. In this work, the modeling of LMT as

a CSN process is explored and a simultaneous state and parameter estimation method

11
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Figure 1.5: Depiction of commonly used probability distributions to model the mono-
tonic trend. CSN although not strictly truncated ar zero, can be made to look so
through appropriate parameter settings.

is proposed for such processes. Fig. 1.5 depicts a few commonly used distributions

to model the monotonic trend along with the CSN.

The CSN generalizes the skew-normal distributions discussed in Azzalini and

Dalla [77] and the distribution initially was proposed by Copas and Li [78]. It was

used to model the distribution of a variable with another associated variable with

missing data. This can be generalized to define a multivariate CSN distribution [79].

Gonzalez-Farias et al. [79] showed the closedness of the CSN under the operations of

a linear transformation, conditional inference, marginalization, etc. These properties

are vital for developing recursive schemes for filtering and smoothing. The develop-

ment of such methods has been explored in the literature [80]. Karimi et al. [81]

show that the posterior is a CSN when the prior and the likelihood are CSN and

derive equations for the posterior estimate of the CSN. Rezaie and Eidsvik [82] pro-

vide an overview of the prediction and update equations for CSN-Kalman filtering.

For nonlinear systems, ensemble filter [82] and unscented Kalman filter [83] in the

CSN framework have been explored. Arellano-Valle et al. [84] derive the filtering

12



and smoothing scheme of a CSN where the process evolves with a Gaussian noise

and the observations are corrupted by a CSN. The CSN filtering schemes have been

implemented on cases like petroleum reservoir simulations [82], event-based state es-

timation [85], [86], etc.

Although CSN has been used in solving predictive maintenance problems, the

modeling in these cases is not of a DLM with CSN noises. Peng and Tseng [87] pro-

posed a skew-Wiener degradation model where the observations are directly modeled

as a CSN. Huang et al. [88] take the initial value of the state as a CSN, but the

increments in the state are taken as Gaussian. These formulations are not for mono-

tonically deteriorating faults. In this thesis, a model that models the deteriorating

process conditions as a monotonic fault and also separates the LST is proposed. As

discussed earlier, the notion is that in a degrading process, the degrading variable

need not be measured directly. This monotonic trend will be latent in the observed

data which will be a mixture of stationary and non-stationary trends. Our objective

is to separate these two latent trends for effective monitoring and visualization of

faults.

1.2.3 Impulsivity

Certain processes are characterized by sudden jumps as observed through their datasets.

One way of modeling such systems, particularly of the type depicted in Fig. 1.3a is

by modeling them as piecewise constant signals [89,90]. These kinds of problems are

usually solved by optimization-based techniques [91, 92]. If one is to look at the as-

pects such as online predictions, randomness or uncertainties in the predictions, etc,

a stochastic time series modeling of such behavior is useful. Moreover, in multivariate

industrial datasets such a behavior might be observed in multiple variables and also

will be mixed with other variations. Hence, rather than a signal filtering approach,

an LV modeling approach is more useful.

If probabilistic modeling of such systems is to be performed, then the dynamics

of the systems needs to be modeled by a distribution that has heavy tails. Hence,

the Gaussian distribution cannot be used. α-stable distribution is a family of mostly

heavy-tailed distributions that can be used for this purpose. In this family, the

Gaussian and the Cauchy distributions are the only symmetric distributions that
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have a closed-form expression for the probability distribution function (pdf), and the

rest of them can only be expressed in terms of the characteristic function. Hence, they

cannot be conveniently used to model the dynamics as the inference of the parameters

can be complicated [93]. Cauchy distribution is a fat-tailed distribution that has a

closed-form expression for the pdf and thus can be used to model the impulsive

noises [94]. For a state-space model that is characterized by Cauchy distributions in

both the state transition and output equations, recursive state estimation schemes

can be derived using characteristic function-based filtering schemes [95–97]. Cauchy

noise-based state space models have been used in robust state estimation [98] and

control [99].

Heavier-tailed distributions are commonly used in such problems to achieve ro-

bustness w.r.t the measurement outliers. The most commonly used ones are the

student’s t-distribution [58, 100] and the Cauchy distribution [101]. The latter in

fact is a special case of the student’s t-distribution. While such models consider the

jumps as the outliers, when the process itself has a behavior characterized by abrupt

jumps, one would want to capture those jumps by modeling it in the state transition

equations. The key issue is that, such a LV extraction problem from datasets with

impulsive behavior leads to a simultaneous state and parameter estimation problem.

In this case, one of the LVs is modeled according to a Cauchy distribution and the

remaining follow Gaussian distribution. Such research is scarce in the literature, par-

ticularly in process systems engineering and this thesis aims to bridge this gap by

solving this problem in a VB framework.

1.3 Thesis Outline

With the presented motivations and the background literature reviewed in Chapter

1, the thesis proceeds to detail each of the contributions in the forthcoming chapters.

The rest of the thesis is organized as follows.

In Chapter 2, the mathematical background relevant to the proposed methods is

presented. The first and the second contributions use the principle of slowness and

hence the basic version of the deterministic and probabilistic SFA are revisited. Since

the first contribution also uses PLS to make the SFs output-relevant, the formulation
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of PLS and algorithms to extract LVs in PLS are also discussed. The third and the

fourth contributions are modeled in a probabilistic framework. These are solved using

the EM algorithm and the VB framework respectively. Hence, these two algorithms

are discussed in detail particularly from the perspective of estimation of linear dy-

namic models. Finally, particle filtering and smoothing algorithms are also revisited

as the fourth contribution relies on these state estimation techniques to extract the

LVs.

The contributions of this thesis are discussed in detail from Chapter 3 to Chapter

6. Each chapter discusses the proposed model, algorithms to solve the proposed

model, and demonstrations of the proposed approaches on relevant numerical and

industrial case studies.

Chapter 3 discusses the first contribution of the thesis in detail which is the

output-relevant slow feature extraction using partial least squares. The proposed

modifications to the objective function of the vanilla SFA are presented. Two such

modifications are proposed and two algorithms to solve the proposed objective are

presented. These algorithms are modifications of the existing well-known algorithm

for PLS. The proposed methods combine the advantages of SFA and PLS and result

in a fewer number of the LVs required to define the system. These advantages are

demonstrated through a numerical case study, an open-source industrial dataset, and

an experimental dataset.

The second contribution of the thesis is discussed in chapter 4 which extends the

same objective as that of Chapter 1 to a nonlinear case. This is achieved through the

power of deep learning using a special type of neural network known as the Siamese

neural network. The slowness aspect is related to the velocity of the LVs which needs

handling two adjacent samples in time simultaneously. Siamese neural networks have

such a provision and thus are employed in the proposed method. Two architectures

based on the Siamese networks are proposed and the efficacy of these is shown through

relevant case studies.

Chapter 5 presents the third contribution of the thesis that deals with the mono-

tonicity in the LV. A state-space formulation of the system is proposed containing two

types of LVs: LMT and LST. The LMT is modeled according to a CSN random-walk

model and the LST is modeled according to a Gaussian distribution. The resulting
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simultaneous state and parameter estimation problem is solved by the EM algorithm.

The resulting state estimation problem now involved CSN distribution. A rigorous

derivation of the analytical expressions of the filtering and smoothing steps for such a

system is given. The effectiveness of the method is demonstrated through a numerical

case study and an industrial fouling monitoring problem.

Chapter 6 presents the final contribution of the thesis which is the modeling of a

process that shows impulsive behavior. This behavior can be caused by the sudden

injection of a disturbance or a sudden change in process condition. Similar to the

previous monotonic case, a state-space formulation of the system is proposed with

the latent space containing Gaussian variables that model the slower variations and a

Cauchy variable that models the abrupt changes. The resulting model is identified in a

VB framework. The VB framework is adopted here because the modeling preferences

for the slower variations modeled as SFs can be conveniently incorporated. Relevant

prior distributions are assumed for all the parameters considering various constraints

for each of the parameters. The states are estimated using a particle smoother algo-

rithm as the system contains a mix of Gaussian and Cauchy LVs. The efficacy of the

proposed method is demonstrated through a numerical case study and an industrial

dataset obtained from a steam-assisted gravity drainage (SAGD) process.

Chapter 7 is the final chapter of the thesis and it summarizes the conclusions

drawn from the various developed models and algorithms. The possible future work

is also outlined in this chapter.

1.4 Main Contributions

The main contributions of the thesis are outlined in the following points.

1. A method of performing supervised extraction of SFs is proposed that combines

SFA and PLS to result in a more efficient way of extracting meaningful features.

2. Deep learning is used to extract SFs in a supervised manner for nonlinear sys-

tems through the usage of Siamese neural networks.

3. An approach towards the formulation and estimation of systems that have both

monotonical and stationary variations in the latent space of the observed data is
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proposed. A state estimation procedure for such a system is rigorously derived.

4. An approach towards the formulation and estimation of systems that have both

impulsive and slow variations in the latent space is proposed. The resulting

problem is solved in a VB framework.
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Chapter 2

Mathematical Background

This chapter provides a review of the various algorithms employed in the methods

proposed in this thesis. As discussed, all the proposed methods are LV modeling

methods. Of the four contributions, the first two are deterministic LV modeling

methods and the next two are probabilistic ones. The first contribution is based on

SFA and PLS and hence mathematical foundations of each of these are presented in

detail. The second contribution involves Siamese neural networks and the relevant

discussion regarding these is presented in Chapter 4. The third and fourth contri-

butions involve probabilistic modeling of latent variables and involve the adoption

of the variational inference framework. The VB method and its special case of EM

algorithm both are presented in detail in this chapter. The final contribution also

involves particle filtering and smoothing and thus description of these algorithms is

also presented here.

2.1 PLS

The PLS method emerged as an alternative to multivariate linear regression and

PCR, and continues to be one of the most widely used methods in process data

analysis [1, 102]. PLS is essentially an optimization algorithm where the objective is

to extract latent features which are most correlated with the outputs. Two of the

popular algorithms for solving PLS objective function are nonlinear iterative partial

least squares (NIPALS) [103] and statistically inspired modification of partial least

squares (SIMPLS) [104]. These algorithms provide a way of systematically solving

the objective function by extracting latent features in a stage-wise manner. Each
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method slightly differs in terms of the objective function they solve, but the overall

model structure is similar in both cases. The PLS model is given by the following

equations [103]

X = TP ′ + E (2.1)

Y = UQ′ +G (2.2)

Here X is the n × nx dimensional input data matrix containing n samples of input

vectors x arranged as X = [x1, x2, ..., xn]
′. Similarly, Y is the n × ny dimensional

output data matrix. T and U are input and output score matrices with dimensions

n×nl with nl being the number of latent features. P and Q are the input and output

loading matrices. The input and output scores are extracted such that they have

maximum covariance between them. Equations (2.1) and (2.2) represent how the

scores result in the respective observations.

2.1.1 NIPALS

As the name suggests NIPALS is an iterative method and at each iteration, although

not explicitly mentioned, the algorithm essentially maximizes the following objective

function.
maximize

wa

w′
aX

′
aYaY

′
aXawa

subject to w′
awa = 1, t′bta = 0 for a > b

(2.3)

Here a represents the iteration number, and wa is the weight of Xa. Matrices Xa

and Ya represent the original input and output data matrices if a = 1 or the depre-

ciated input and output data matrices if a > 1. The NIPALS algorithm is given in

Algorithm. 2.1. Here, ta and ua represent the scores of Xa and Ya respectively, and

ca represents the weight of Ya. BPLS represents the final regression coefficient, and

W , P , and C are matrices whose columns are wa, pa and ca respectively. Höskulds-

son [105] has shown that if we substitute expression for ua in (2.5) using (3.10), then

substitute ca by (3.8) and substitute ta using (2.7), we will reach the following result

wa ∝ X ′
aYaY

′
aXa wa (2.4)

In the above equation, we can see that wa is nothing but the eigenvector of the matrix

X ′
aYaY

′
aXa. This hence is the solution of the optimization problem shown in (2.3).
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Algorithm 2.1 The NIPALS algorithm

1. Take a column of Ya as an initial guess for ua.

2. Perform a regression of Xa on ua to get the coefficients wa. The vector wa

contains information about covariance between Xa and ua.

wa =
1

u′
aua

X ′
a ua (2.5)

3. Normalize wa.

wa =
wa√
w′

awa

(2.6)

4. Project Xa onto wa to get scores of Xa.

ta = Xa wa (2.7)

5. Regress Ya on ta to get ca. The regression coefficients ca contain information
about covariance between Ya and scores of Xa.

ca =
1

t′ata
Y ′
a ta (2.8)

6. Normalize ca.

ca =
ca√
c′aca

(2.9)

7. Project Ya onto ca to get scores of Ya.

ua = Ya ca (2.10)

8. Iterate from step 2 to 7 till convergence.

9. Regress ua on ta. Deflate Xa and Ya and continue with step 1.

ba =
1

t′ata
u′
ata (2.11)

pa =
1

t′ata
X ′

a ta (2.12)

Xa+1 = Xa − ta t′a Xa
1

t′ata
(2.13)

Ya+1 = Ya − ta t′a Ya
1

t′ata
(2.14)

10. Iterate from steps 1 to 9 till the required number of features are extracted.

11. Calculate the final regression coefficient matrix as

BPLS = W (P ′W )−1BC ′ (2.15)
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Algorithm 2.2 The SIMPLS algorithm

1. Define the covariance matrix between X and Y as

S = X ′Y (2.16)

2. Find the dominant eigenvector of S ′
aSa. This gives ca, the weights of Y .

3. Obtain the weights of X as
wa = Sca (2.17)

4. Project X onto wa to get the scores of X.

ta = Xwa (2.18)

5. Normalize ta and scale wa using the norm of ta.

wa =
wa√
t′ata

(2.19)

ta =
ta√
t′ata

(2.20)

6. Find the X and Y loadings, pa and za.

pa = X ′ta (2.21)

za = Y ′ta (2.22)

7. Project Y onto za to get the scores of Y

ua = Y za (2.23)

8. Make the current loading orthogonal to the previous loadings.

va = pa (2.24)

v = va − V V ′pa (2.25)

9. Normalize va.

va =
va√
v′ava

(2.26)

10. Deflate S by projecting it onto a subspace orthogonal to the current loading.

Sa = (I − vav
′
a)Sa (2.27)

11. Repeat steps 2 through 10 till the required number of features are extracted.

12. Calculate the final regression coefficient matrix as

BPLS = WW ′S0 = WT′Y (2.28)

21



2.1.2 SIMPLS

Unlike NIPALS, the SIMPLS approach is formulated such that first an objective

function is specified, and then the algorithm solves the formulated objective function

[104]. The SIMPLS method is a computationally effective and more intuitive version

(in terms of the calculation of the weights) of the original version of the PLS. The

objective of the SIMPLS algorithm is to find weights, wa and ca, such that they

maximize the covariance between input and output scores. The objective function is

given as
maximize

pa,ca
w′

aX
′Y ca

subject to w′
awa = 1, c′aca = 1, t′bta = 0 for a > b

(2.29)

The solution to the above objective function is again in the form of eigenvector ex-

traction. The SIMPLS algorithm extracts eigenvectors from S ′S, where S = X ′Y , in

a stage-wise manner solving the above objective. The SIMPLS algorithm is shown in

Algorithm. 2.2.

Both the SIMPLS and NIPALS algorithms extract latent features from the input

space and the output spaces such that they are maximally correlated. In both cases,

in each step, there is deflation of certain matrices to remove the variance explained

by the extracted LVs and to make the subsequent LVs independent of the current

ones. In NIPALS, X and Y matrices are deflated and hence the scores and loadings

are calculated based on the deflated matrices. The SIMPLS method is designed such

that the matrix S is directly deflated by projecting it onto a subspace orthogonal to

the subspace spanned by the previous loadings. In SIMPLS, the weights are directly

calculated based on original matrices and hence the SIMPLS algorithm involves fewer

computational steps.

2.2 SFA

SFA was proposed as an unsupervised method of extracting features based on tem-

poral slowness [4]. Since the feature extraction is based on the slowness principle,

SFA provides a way of extracting and segregating features based on their ’velocities’.

For processes driven by slower variations, the slower features contain more relevant

information about the process than the faster ones. In general, if the observed data
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Figure 2.1: A comparison of SFA and PCR for the case where the observed data is
a mixture of sine waves. Three sine waves with different frequencies (velocities) are
mixed to obtain the observed data. PCA does not recover the original sine waves,
whereas SFA does.

is a mixture of multiple sources, each characterized by a unique velocity, then SFA

is a more apt LV modeling approach. A classical example for this case is when the

observed data is a mixture of sine waves with different frequencies. In this case, each

source is characterized by a unique velocity, and hence an analysis in terms of the

velocities of the LVs is more appropriate. As a result, SFA recovers the sources (LVs)

more accurately than PCA as shown in Fig. 2.1.

2.2.1 Deterministic SFA

In the conventional slow feature analysis [4], the aim is to find a function g(y) =

[g1(y) g2(y) ... gk(y)] that maps the data y to its features, s. The following optimiza-
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tion problem is solved to obtain the slow features.

min
gj
⟨ṡ2j(t)⟩ or ⟨∆s2j(t)⟩ (2.30)

subject to the following constraints

⟨sj(t)⟩ = 0 (2.31)

⟨s2j(t)⟩ = 1 (2.32)

⟨sj′(t) sj(t)⟩ = 0 ∀j′ < j (2.33)

Here ṡj(t) is the velocity of the jth feature. For sampled systems, this can be replaced

by ∆sj(t) = sj(t+1)−sj(t). The angled brackets ⟨·⟩ in the above expressions indicate

the expectation over time.

⟨f⟩ = 1

t1 − t0

∫︂ t1

t0

f(t)dt (2.34)

Constraints (2.31) and (2.32) are imposed to make the features have zero mean and

unit covariance. This is to avoid trivial solutions of the features being mapped to a

constant signal (sj(t) = k). Constraint (2.33) ensures that the obtained features are

not correlated so that there is no duplication of the information that each feature

contains.

For the linear SFA, the solution to the problem is similar to that of PCA. First, the

data is transformed to have zero mean and identity matrix as its covariance matrix.

This process is called sphering. It can be achieved through a PCA on the centered

dataset.

z = S(ỹ − ⟨ỹ⟩) (2.35)

After this, the ’velocities’ of the variables are calculated, and PCA is performed on

∆z(t). The covariance of the ’velocity’ data is ⟨∆z(t)∆z(t)′⟩. The features corre-

sponding to the lowest eigenvalues represent the slowest features. Since we want to

extract latent features with slow temporal variations, low ⟨∆s2j(t)⟩ is preferred. Hence

features with low eigenvalues for ⟨∆z(t)∆z(t)′⟩ are retained.

2.2.2 Probabilistic SFA

The PSFA [53] model is a DLM with a special structure to ensure slowness along with

the constraints in (2.31), (2.32), and (2.33). The PSFA model is represented by the
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following equations.

st = Ast−1 + vt, vt ∼ N (vt;0,Σv) (2.36)

yt = Hst + ut, ut ∼ N (ut;0,Σu) (2.37)

Here, st represents the LV which is the SF at time instant t, and vt represents the

process noise. The observed data yt is generated by the LVs st as dictated by the

matrix H and observation noise ut. Both noises vt and ut are taken as Gaussian

distributions with zero mean and covariance matrix given by Σv and Σu respectively.

The above equations represent a general state-space model. For PSFA, the state

evolution equation has a particular structure given by the following equations.

A =

⎡⎢⎢⎢⎣
a1 0 · · · 0
0 a2 · · · 0
...

...
. . .

...
0 0 · · · ans

⎤⎥⎥⎥⎦ ; 0 < ai < 1; Σv =

⎡⎢⎢⎢⎣
1− a21 0 · · · 0

0 1− a2 · · · 0
...

...
. . .

...
0 0 · · · 1− ans

⎤⎥⎥⎥⎦
(2.38)

The matrix A is assumed to be a diagonal matrix to ensure that the SFs are un-

correlated with each other. Each diagonal entry of A is restricted to be between

0 and 1. An ai close to 1 indicates a slow feature. The farther it is from 1, the

faster it is. This is because, the expected value of the squared velocity is given as

⟨(s(i)t −s
(i)
t−1)

2⟩ = 2 (1−ai), where s
(i) represents ith SF. This phenomenon is depicted

in Fig. 2.2. The noise covariance structure assumed for Σv in the above equation is

to ensure that the SFs have unit variance.

The estimation of the SFs in the probabilistic formulation involves the estimation

of the LVs st and the parameters H, A, Σu, and Σv. This can be viewed as a simul-

taneous state and parameter estimation problem. Given the probabilistic framework

of the problem, depending upon the estimation preference, the problem can be ap-

proached either from the point of view of maximizing the likelihood of the observed

data or as a maximum a-posteriori estimation problem of estimating the distribu-

tions of the random variables. The next section discusses these approaches from the

perspective of the estimation of the DLM expressed in (2.36) and (2.37).
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Figure 2.2: Depiction of the SFs in PSFA. The closer a is to 1, the slower is the
feature.

2.3 Probabilistic Model Estimation Methods

In probabilistic approaches, the estimation of the models is done in a maximum

likelihood estimation (MLE) framework which is based on the observed data, or a

Bayesian framework where the prior beliefs about the parameters are used along with

the observed data. For models involving LVs, these cannot be implemented in a

straightforward manner because of the unobserved variables and hence other efficient

techniques need to be adopted. This section presents two such methods which are

the EM algorithm and the VB inference approach that are used for MLE and MAP

problems respectively.

2.3.1 EM algorithm

The EM algorithm is a technique that can be used for maximizing the likelihood

function of a system when the data for some of the variables are missing [106, 107].

It is one of the standard techniques used for latent variable modeling. In these cases,
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maximizing the likelihood directly is infeasible. Let Y be the observed dataset and S

be the latent variables. Let the parameters of the model be represented by θ. For the

DLM shown in (2.36) and (2.37), S = {s1, s2, . . . , sT} represents the set of all latent

variables st, and Y = {y1, y2, . . . , yT} represents the set of all observed variables yt.

θ represents the set of all parameters to be identified in the model, i.e,θ = [A, Σv,

H, Σu]. It can be noted that θ includes Σv separately for a general DLM and for

the PSFA model it will not be so as Σv is a function of A. Since S is not observed,

one cannot maximize the total data likelihood of p(Y, S|θ). Hence the likelihood that

needs to maximize is

ln p(Y |θ) = ln

(︃∫︂
p(Y, S|θ) dS

)︃
(2.39)

Since S is not observable, let q(S) be an arbitrary distribution of S through which S

can be observed. This is also known as the proposal distribution. The likelihood can

be written as

ln p(Y |θ) = ln

(︃∫︂
p(Y, S|θ)
q(S)

q(S) dS

)︃
(2.40)

One can consider the above equation as an expectation of p(Y,S|θ)
q(S)

w.r.t q(S) evaluated

inside a logarithm. Maximizing such quantities is not feasible as there is an integration

inside a logarithm. An easier quantity to maximize would be a logarithm inside an

expectation. This can be arrived at using the Jensen’s inequality according to which

for a concave function such as a logarithm, the following inequality holds.

f(E[x]) ≥ E[f(x)] (2.41)

Hence, the log-likelihood can be written as

ln

(︄∫︂
q(S)

p(Y, S|θ)
q(S)

dS

)︄
≥
∫︂

q(S) ln

(︄
p(Y, S|θ)
q(S)

)︄
dS = L(q, θ) (2.42)

Here, L(q, θ) is called the evidence lower bound (ELBO) as it is a lower bound on the

log-evidence (marginal log-likelihood). Hence, maximizing this lower bound would

be an alternative solution to maximizing the observed data likelihood. A closer look

at the lower bound reveals its relationship with the actual log-likelihood and the
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inequality gap in the above equation.

L(q, θ) =
∫︂

q(S) ln

(︄
p(Y, S|θ)
q(S)

)︄
dS

=

∫︂
q(S) ln

(︄
p(S|Y, θ) p(Y |θ)

q(S)

)︄
dS

=

∫︂
q(S) ln

(︄
p(S|Y, θ)
q(S)

)︄
dS +

∫︂
q(S) ln

(︁
p(Y |θ)

)︁
dS

= −DKL(q(S)||p(S|Y, θ) + ln
(︁
p(Y |θ)

)︁
(2.43)

Here, DKL(q(S)||p(S|Y, θ) represents the Kullback–Leibler (KL) divergence between

the distributions q(S) and p(S|Y, θ) which is a measure of the distance between two

distributions. This measure is always a positive quantity and it can be observed that

the inequality in (2.42) is plugged by this KL divergence. Finally, we have

L(q, θ) = −DKL(q(S)||p(S|Y, θ)) + ln
(︁
p(Y |θ)

)︁
(2.44)

To arrive at the final steps of the EM algorithm, one needs to further examine the

ELBO. We can simplify ELBO as

L(q, θ) =
∫︂

q(S) ln

(︄
p(Y, S|θ)
q(S)

)︄
dS =

∫︂
q(S) ln

(︁
p(Y, S|θ)

)︁
dS −

∫︂
q(S) ln

(︁
q(S)

)︁
dS

(2.45)

The objective is to maximize the ELBO w.r.t the missing/hidden data (states) S,

and the parameters θ. It can be observed that q(S) appears only in the first term of

ELBO in (2.44), and θ appears only in the first term of ELBO in (2.45). Hence, the

optimization problem can be split into two steps, one where θ is optimized, and the

other where S, or q(S) is optimized. These two steps are iterated till convergence.

1. The first step is finding the q that maximizes the ELBO. For this we consider

(2.44) where q(S) appears in the KL divergence term. As mentioned earlier, KL

divergence is a measure of the distance between two distributions and is a pos-

itive quantity. Since KL divergence is subtracted from ln
(︁
p(Y |θ)

)︁
, maximizing

ELBO is equivalent to minimizing the KL divergence. The minimum value of

KL divergence is zero when the two distributions are equal. Hence,

q∗ = argmax
q

L(q, θold) = p(S|Y, θold) (2.46)
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Figure 2.3: Sample depiction of the EM algorithm. The ELBO evaluated at θold is
maximized to get the updated parameters to θnew.

2. The second step is finding the θnew that maximizes the ELBO. Since θ appears

on only one term in (2.45), this equation could be used to maximize ELBO w.r.t

θ. Hence, we have

θnew = argmax
θ

L(q∗, θold) =
∫︂

q∗(S) ln
(︁
p(Y, S|θ)

)︁
dS

= ES∼p(S|Y,θold)
[︁
ln
(︁
p(Y, S|θ)

)︁]︁
(2.47)

3. Iterate the two steps till convergence.

The first step where the distribution of the hidden states is estimated is nothing

but the E-step. The expectation step or the E-step involves finding the expected

values of various quantities which are a function of the LVs. This needs the knowledge

of the distribution of the LVs which is obtained in the first step. The second step

updates the parameters by maximizing the expected value of the complete data log-

likelihood, with the expectation being taken according to the conditional distribution

of the latent variables p(S|Y, θold). This step is called the maximization step or the

M-step. Fig. 2.3 shows the evolution of the ELBO during the iterations of the EM

algorithm. The following points include some important aspects of the EM algorithm.
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1. Maximization aspects: The EM algorithm does not explicitly maximize the

likelihood, rather maximizes a lower bound on it. It can be shown that in

each iteration, maximizing the lower bound also maximizes the observed data

likelihood. Moreover, in each iteration, the likelihood always increases.

2. Local optimum: Even though the likelihood increases in every iteration, there

is no guarantee that the algorithm converges to a global optimum. The case

depicted in Fig. 2.3 corresponds to such a scenario where the EM algorithm

may get stuck in a local minimum.

3. Initial guess: The final result of the EM algorithm depends on the initial

guess of the parameters θ due to the presence of multiple local minima. One

way is to have an initial guess based on some a-priori knowledge of the system

(e.g. for PSFA, the deterministic SFA model can be used to get a good initial

guess [55]). But in the absence of such knowledge, a random initialization is the

best option. The iterations can be started from multiple initial guesses selected

randomly, and the one resulting in the highest likelihood after convergence can

be selected.

The DLM shown in (2.36) and (2.37) can be estimated through the EM algorithm.

The M-step involves the estimation of the parameters θ = [A, Σv, H, Σu]. The LVs

{s1:T} (SFs in this case) are estimated in the estimation step which involves estimating

the first and the second moments of the LVs. This can be achieved through the

Kalman filter and Rauch–Tung–Striebel (RTS) smoother algorithms [55,106]. If any

of the modeling choices results in the case where the analytical realization of the

E-step is not possible (the posterior p(S|Y, θold is not tractable), then other filtering

and smoothing algorithms need to be used including the particle-based algorithms.

2.3.2 VB Inference

The MAP inference is a Bayesian inference method where the prior notions about the

parameters are combined with the observed data to obtain the updated parameters.

In this case, the parameters are also considered as random variables. This approach

is particularly useful in the case where we have certain beliefs or notions about that
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process and want to integrate them into the modeling process. Such modeling prefer-

ences can be realized by assuming the appropriate prior structure to the parameters.

Besides imparting notions, one can also handle constraints on the parameters such as

the ones in (2.38) through appropriate choice of the prior distribution. The VB infer-

ence framework is suitable for this case which works on similar notions as that of the

EM algorithm, but extends to the case of Bayesian learning of the parameters [63,64].

In the EM algorithm for a DLM, the total data likelihood was p(Y, S|θ). Now,

since the parameters θ are also considered as random variables, the total data like-

lihood is p(Y, S, θ|θpr) where θpr represents the parameters of the prior distribution

of θ which are the hyper-parameters of the model. These result in the meshing of

modeling preferences into the model. Hence, the relationship between the observed

data likelihood and the total likelihood is represented as

ln p(Y |θpr) = ln

(︃∫︂
p(Y, S, θ|θpr)

q(S, θ)
q(S, θ) dS dθ

)︃
(2.48)

Proceeding similar to the EM algorithm case, the ELBO can be expressed as

L(q(S, θ)) =
∫︂

q(S, θ) ln

(︄
p(Y, S, θ|θpr)

q(S, θ)

)︄
dS dθ

=

∫︂
q(S, θ) ln

(︁
p(Y, S, θ|θpr)

)︁
dS dθ −

∫︂
q(S, θ) ln

(︁
q(S, θ)

)︁
dS dθ (2.49)

The objective is now to predict the distribution q(S, θ). Although the ELBO can be

expressed as

L(q(S, θ)) = −DKL(q(S, θ)||p(S, θ|Y, θpr) + ln
(︁
p(Y |θpr)

)︁
, (2.50)

this form only suggests that the best q(S, θ) is the posterior p(S, θ|Y, θpr) and it may

not be feasible to calculate this posterior as it would be a complicated, intractable

distribution of all states and parameters. Hence, an assumption is made regarding

the structure of q(S, θ) that results in an efficient iterative solution to the problem.

This is called the mean-field approximation [64]. According to this, the variational

distribution over all the random variables in the model is factorized as

q(S, θ) = q(S) · q(θ) (2.51)

Since θ = [A, Σv, H, Σu], the assumption is also extended to each of the parameters.

Hence,

q(S, θ) = q(S) · q(A) · q(Σv) · q(H) · q(Σu) (2.52)
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Minimizing the ELBO in (2.49) w.r.t q(S, θ) as such is not feasible. The above

factorization is thus substituted into (2.49) to further simplify it. Let Z represent

a general random variable of the problem and Z̃ be all the remaining ones. Hence

we have {Z, Z̃} = {S, A, Σv, H, Σu}. The first term of (2.49) can be viewed as an

expectation of the total data likelihood w.r.t the proposal distribution. Due to the

factorization, one can have the following result.∫︂
q(Z, Z̃)⏞ ⏟⏟ ⏞
q(Z) q(Z̃)

ln
(︁
p(Y, Z, Z̃|θpr)

)︁
dZ dZ̃ =

∫︂
q(Z)EZ̃∼q(Z̃)

[︂
ln p(Y, Z, Z̃|θpr)

]︂
dZ (2.53)

Similarly the second term in the ELBO can be expressed as∫︂
q(Z, Z̃) ln

(︁
q(Z, Z̃)

)︁
dZ dZ̃ =

∫︂
q(Z) ln q(Z) dZ +

∫︂
q(Z̃) ln

(︁
q(Z̃)

)︁
dZ̃ (2.54)

Hence, the ELBO can be written as follows.

L(q(Z, Z̃)) =
∫︂

q(Z)EZ̃∼q(Z̃)

[︂
ln p(Y, Z, Z̃|θpr)

]︂
dZ −

∫︂
q(Z) ln q(Z) dZ

−
∫︂

q(Z̃) ln
(︁
q(Z̃)

)︁
dZ̃ (2.55)

One can make the following modification to the first term in the RHS of the above

equation.

L(q(Z, Z̃)) =
∫︂

q(Z) ln
(︂
exp

(︂
EZ̃∼q(Z̃)

[︂
ln p(Y, Z, Z̃|θpr)

]︂)︂)︂
dZ −

∫︂
q(Z) ln q(Z) dZ⏞ ⏟⏟ ⏞

DKL form

−
∫︂

q(Z̃) ln
(︁
q(Z̃)

)︁
dZ̃

(2.56)

Using the definition of KL divergence, the ELBO can be expressed as follows.

L(q(Z, Z̃)) = −DKL

(︂
q(Z)|| exp

(︂
EZ̃∼q(Z̃)

[︂
ln p(Y, Z, Z̃|θpr)

]︂)︂)︂
−
∫︂

q(Z̃) ln
(︁
q(Z̃)

)︁
dZ̃

(2.57)

The objective is to maximize the ELBO as expressed in the above equation. It can

be observed that the term Z appears only in the KL divergence term. Hence, to

maximize the ELBO w.r.t Z, only the KL divergence term needs to be considered.

Since the expression in (2.57) has a negative KL divergence term, the maximum is

reached when the KL divergence is zero. Hence,

q(Z) ∝ exp
(︂
EZ̃∼q(Z̃)

[︂
ln p(Y, Z, Z̃|θpr)

]︂)︂
(2.58)
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The distribution of each random variable of the model is expressed according to the

above expression. Since each variable mostly appears once each in the likelihood term

and the prior term, usually the above expression boils down to

q(Z) ∝ exp
(︂
EZ̃∼q(Z̃) [ln (likelihood× prior)]

)︂
(2.59)

For example, the total data likelihood for the DLM model can be written as

p(S, Y,A,Σv, H,Σu) = p(S|A,Σv) · p(Y |H,Σu) · p(A) · p(Σv) · p(H) · p(Σu) (2.60)

And, if one is to write an expression for q(A), only the pdf terms that have A in them

need to be considered and rest can be clubbed in the constant term of (2.57). Thus,

the expression for q(A) can be written as

q(A) ∝ exp
(︂
E{S,Σu}∼q(S,Σu

˜ ) [ln p(S|A,Σv) · p(A)]
)︂

(2.61)

which has the form given in (2.59). While estimating the posterior as in (2.59), if

the prior and the likelihood form a conjugate pair, then q(Z) will have an analytical

expression. If that is not the case, sampling-based methods will need to be followed to

estimate q(Z). For the model parameters, usually importance sampling is employed

for the non-conjugate pair case. For the states, since they are part of a dynamic

equation, particle filtering and smoothing methods need to be used. The fourth

contribution of this thesis uses the Cauchy distribution to model the state transition

of one of the states. Since this results in no tractable expression for the posterior,

particle smoothing is used. The next section presents the sampling-based algorithms

such as importance sampling, particle filtering, and particle smoothing which are used

in this thesis.

2.4 Sampling-based algorithms

It is common to encounter situations where one cannot have a tractable distribution.

The common example is the case of Bayesian learning of a parameter when the prior

and the likelihood do not form a conjugate pair. In such cases, one may not have a

closed-form expression for the posterior distribution. In such cases, it is not possible

to get an analytical expression for the moments of the distribution. In several other
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cases even with an analytical expression for the distribution, it may not be possible

to calculate the moments analytically. In such cases, one resorts to sampling-based

algorithms which as the name suggests involves generating samples from a distribu-

tion. These samples represent the distribution and are used to calculate the moments

of the distribution. Let {x(1), x(2), . . . , x(N)} represent a set of N samples drawn from

a distribution p(x). The estimate of the distribution is represented as follows [108].

p̂(x) =
1

N

N∑︂
i=1

δ(x− x(i)) (2.62)

Here, δ(x− x(i)) is the Dirac delta function.

δ(x− a) =

{︄
+∞, if x = a

0, otherwise
;

∫︂ +∞

−∞
δ(x− a) dx = 1 (2.63)

With such a definition, it can be observed that any expectation of a function f(x)

evaluated according to p(x) can be approximated as follows.

Ep[f(x)] =

∫︂ +∞

−∞
f(x) p(x) dx ≈

∫︂ +∞

−∞
f(x)

1

N

(︄
N∑︂
i=1

δ(x− x(i))

)︄
dx

=
1

N

N∑︂
i=1

∫︂ +∞

−∞
f(x)δ(x− x(i)) dx =

1

N

N∑︂
i=1

f(x(i))

(2.64)

Hence, any moment of p(x) can be calculated according to the above expression.

It must be noted that in the above case each sample is generated from p(x), i.e.,

x(i) ∼ p(x). For the case where p(x) is not tractable, one cannot generate samples

from p(x), and the approach to solving this problem is discussed in the next section.

2.4.1 Importance sampling

As mentioned earlier, if p(x) is intractable then it is not possible to sample from

it. In such a scenario one can generate samples from an easy-to-sample distribution

q(x), also called the importance distribution, and use these samples to estimate the

distribution. In this case, instead of using the samples directly, an importance weight

is assigned to each sample calculated such that it compensates for the fact that the

sample belongs to a different distribution. The notion behind importance sampling
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Figure 2.4: Depiction of importance sampling

and importance weights is shown in the following equations. Say the objective is to

evaluate E[f(x)] with x ∼ p(x). We have

E[f(x)] =
∫︂

f(x)p(x)dx =

∫︂
f(x)

p(x)

q(x)
q(x)dx =

∫︂
w(x)f(x)q(x) d(x) (2.65)

Now, f(x)w(x) can be considered as a function and q(x) as the distribution according

to which the expectation is to be evaluated. Hence, one can generate N samples from

q(x) such that the samples {x(i)} represent q(x) and can be represented similar to

(2.62). Substituting the approximate form q̂(x) into (2.65) we get the following result.

E[f(x)] =
1

N

N∑︂
i=1

w(x(i))f(x(i)); w(x(i)) =
p(x(i))

q(x(i))
; x(i) ∼ q(x). (2.66)

Consequently, the distribution can be represented in terms of the importance weights.

p̂(x) =
1

N

N∑︂
i=1

w(i)δ(x− x(i)) (2.67)

Importance sampling results in a biased estimate of the expected value which can

be easily observed for an extreme case when N = 1. Nevertheless, it gives a consistent

estimate, meaning the bias approaches zero as N approaches a large number and the

bias is O (1/N) [109]. Fig. 2.4 depicts the process of importance sampling. In this
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case, p(x) is a complex distribution that has no tractable posterior. Hence, a Gaussian

distribution is selected as the importance distribution q(x) from which samples can

be generated conveniently.

2.4.2 Particle-based state estimation

The state estimation procedure for a DLM comprises of two main steps: the filtering

and the smoothing step. For the DLM represented in (2.36) and (2.37), the filtering

step involves estimating the pdf p(st|y1:t) and the smoothing step involves estimating

the pdf p(st|y1:T ), where T > t. These steps for a DLM with Gaussian process and

observation noises are rather straightforward due to the ”closedness” property of the

Gaussian which is, the resultant distribution after a Bayesian inversion and a convo-

lution operation is always a Gaussian if all the involved distributions are Gaussian.

This results in a recursive estimation procedure which is realized by the Kalman filter

and RTS smoother algorithms. In most of the cases where non-Gaussian distributions

are involved, or if the system model is nonlinear, then such recursive derivations of

the filtering and smoothing steps are not possible because of the tractability issue of

estimating p(st|y1:t) and p(st|y1:T ). In such cases, particle (sample)-based algorithms

are used which are essentially performing sequential importance sampling, which is

an extension of the importance sampling discussed in the previous section to the

dynamic model case [109,110].

2.4.2.1 Particle filtering

A hidden Markov model is characterized by two probability distributions: the state

transition distribution p(st|st−1) and the observation noise distribution p(yt|st). Par-

ticle filtering aims at inferring the distribution of the states given the observations.

The popular versions of the particle filtering algorithms focus on the estimation of

the joint density p(s1:t|y1:t). With the Markovian assumption and the assumption of

independence between observation noises, we have the following result.

p(s1:t) = p(st|st−1) · p(s1:t−1) =
t∏︂

i=2

p(si|si−1) · p(s1) (2.68)

p(y1:t|s1:t) = p(yt|st) · p(y1:t−1|s1:t−1) =
t∏︂

i=1

p(yi|si) (2.69)
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With the above results, the recursive relation between p(s1:t|y1:t) and p(s1:t−1|y1:t−1)

can be arrived at, as follows.

p(s1:t|y1:t) =
p(y1:t|s1:t) · p(s1:t)

p(y1:t)
=

p(yt|st)p(y1:t−1|s1:t−1) · p(st|st−1)p(s1:t−1)

p(y1:t)

=
p(yt|st) · p(st|st−1) · p(s1:t−1|y1:t−1)

p(yt|y1:t−1)
(2.70)

The above relation forms the basis of the particle filtering algorithms which relates

p(s1:t−1|y1:t−1) to its updated form for the next time step p(s1:t|y1:t). Since any of the

posteriors p(s1:i|y1:i) are not tractable, these are represented in terms of weights as

discussed in the previous section of importance sampling. With the help of (2.70),

the weights that correspond to p(s1:t−1|y1:t−1) can be recursively updated using the

state transition pdf and the observation noise pdf to get the weights for p(s1:t|y1:t).

A general particle filtering algorithm is represented in Algorithm. 2.3.

Algorithm 2.3 A generic particle filtering algorithm

At t = 1

1. Sample s
(i)
1 ∼ q(s1|y1)

2. Compute the weights and normalize them.

w(s
(i)
1 ) =

p(s
(i)
1 ) p(y1|s(i)1 )

q(s
(i)
1 |y1)

; w̃(s
(i)
1 ) ∝ w(s

(i)
1 )

3. Resample (if required) {w̃(s(i)1 ), s
(i)
1 } to get {1/N, s̄

(i)
1 }

For t ≥ 2

1. Sample s
(i)
t ∼ q(st|s̄(i)t−1, yt) and set s

(i)
1:t ← {s

(i)
t , s̄

(i)
1:t−1}

2. Compute the weights and normalize them.

w(s
(i)
1:t) =

p(yt|s(i)t ) p(s
(i)
t |s̄

(i)
t−1)

q(s
(i)
t |s̄

(i)
t−1, yt)

w̃(s
(i)
1:t−1); w̃(s

(i)
1:t) ∝ w(s

(i)
1:t)

3. Resample (if required) {w̃(s(i)1:t), s
(i)
1:t} to get {1/N, s̄

(i)
1:t}

Step 3 in Algorithm. 2.3 is called the resampling step. In sequential importance

sampling, the variance of the estimate increases over time and it may also result in
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a scenario where many weights are close to zero. In this case, many particles will be

rendered ineffective as they do not represent the distribution. An effective way to

solve this issue is the resampling technique. As the name suggests, this step involves

resampling the current particles with each particle assigned a probability equal to its

normalized weight. This results in particles that are equally weighted and hence the

weight of the new set of particles is 1/N for each particle. It must be noted that

resampling need not be done in every step and can be performed only if the effective

number of samples calculated as 1∑︁N
i=1(w̃(s

(i)
1:t))

2
falls below a certain threshold (typically

N/2). Here w̃(s
(i)
1:t) represents the normalized weight associated with the augmented

sample s
(i)
1:t.

An important aspect to be noted about (2.70) and Algorithm. 2.3 is that the

distribution being learned is a joint distribution of the states over all the instants of

past time i.e., p(s1:t|y1:t). In many cases, the marginal distribution of p(st|y1:t) is of

interest particularly for the case of smoothing which is based on marginal distribution

weights. In such a case, a particle filter that recursively estimates the weights of the

marginal distribution is of interest. One way of achieving this is to extract {s(i)t }

from {s(i)1:t} and associate the weight {w̃(s(i)1:t)} with it. This results in a depletion

problem as only one particular path of s1:t−1 is considered [111]. The proper way

of developing a marginal particle filter should be based on how the general marginal

filtering framework is derived. Thus, the marginal particle filter is based on the

following equation [112].

p(st|y1:t) =
p(yt|st) · p(st|y1:t−1)

p(yt|y1:t−1)
=

p(yt|st) ·
∫︁
p(st|st−1)p(st−1|y1:t−1)dst−1

p(yt|y1:t−1)
(2.71)

In this case, the recursion step is different from the one generic particle filter algorithm

as the previous step’s posterior appears inside an integral. The procedure of the

marginal particle filter [112] is provided in Algorithm. 2.4.

2.4.2.2 Particle smoothing

Smoothing refers to the estimation of the pdf p(st|y1:T ) where T is in the future of t.

In this step, the past states are re-estimated based on the future observations. This

procedure is particularly useful for the case where the estimated states are used to

learn the parameters as in the case of learning the DLM through EM algorithm or
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Algorithm 2.4 Marginal particle filtering algorithm

At t = 1

1. Sample s
(i)
1 ∼ q(s1|y1)

2. Compute the weights and normalize them.

w(s
(i)
1 ) =

p(s
(i)
1 ) p(y1|s(i)1 )

q(s
(i)
1 |y1)

; w̃(s
(i)
1 ) ∝ w(s

(i)
1 )

3. Resample (if required) {w̃(s(i)1 ), s
(i)
1 } to get {1/N, s̄

(i)
1 }

For t ≥ 2

1. Sample s
(i)
t ∼

∑︁N
j=1 w̃

(j)
t−1 q(st|s̄(j)t−1, yt)

2. Compute the weights and normalize them.

w(s
(i)
t ) =

p(yt|s(i)t )
∑︁N

j=1 w̃
(j)
t−1 p(s

(i)
t |s̄

(j)
t−1)∑︁N

j=1 w̃
(j)
t−1 q(s

(i)
t |s̄

(j)
t−1, yt)

; w̃(s
(i)
t ) ∝ w(s

(i)
t )

3. Resample (if required) {w̃(s(i)t ), s
(i)
t } to get {1/N, s̄

(i)
t }

VB inference. The equation for smoothing is expressed as follows.

p(st|y1:T ) =
∫︂

p(st+1|st)p(st|y1:t)∫︁
p(st+1|st)p(st|y1:t) dst

p(st+1|y1:T ) dst+1 (2.72)

As seen from the above equation, in this case, one moves backward in time i.e.,

p(st|y1:T ) is estimated based on p(st+1|y1:T ). The particle version of the above equation

can be expressed as follows.

w(s
(i)
t|T ) = w(s

(i)
t )

[︄
N∑︂
j=1

w(s
(j)
t+1|T )

p(s
(j)
t+1|s

(i)
t )∑︁N

k=1w(s
(k)
t ) p(s

(j)
t+1|s

(k)
t )

]︄
(2.73)

It is to be noted that in the above equation all the weights involved represent the

marginal distributions thus requiring a marginal particle filter in the forward pass.

The computational complexities of the marginal particle filter and particle smoother

are high (O(N2T )). Although lesser computationally intensive alternatives exist, they

are not accurate because the marginal distribution weight calculation is not accurate

in those cases. Since the particle filtering and smoothing algorithms are run together

only offline, such high computational complexity may be tolerated.
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Chapter 3

Output-Relevant Slow Feature
Extraction Using Partial Least
Squares *

This chapter presents the first contribution of the thesis which is based on SFA.

As discussed earlier, SFA is an approach that extracts features from a time series

dataset in an unsupervised manner based on the temporal slowness principle. These

SFs contain relevant information about the dynamics of the process and hence are

useful for developing models. For supervised learning objectives, these SFs need to

be relevant to the outputs. Partial least squares (PLS) is a method used to perform

supervised feature extraction and build models. For time series datasets this approach

cannot be used directly as it assumes each sample to be sequentially independent of

each other. This work proposes an approach to perform feature extraction which

combines the temporal slowness element of SFA and the output-relevance element of

PLS. The proposed approach extracts temporally SFs that are relevant to the outputs,

which is an essential aspect of supervised learning. The proposed formulations can

be solved using the existing PLS algorithms like NIPALS and SIMPLS with proposed

modifications. The proposed methods are applied to three case studies: simulated,

industrial, and experimental case studies to demonstrate their efficacy.

*This chapter has been published as: R. Chiplunkar and B. Huang, “Output-relevant slow
feature extraction using partial least squares,” Chemometrics and Intelligent Laboratory Systems,
vol. 191, pp. 148–157, 2019.
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3.1 Introduction

For soft sensor development, among the linear regression methods, PCR and PLS

are the commonly used approaches. The conventional PCR and PLS methods have

limitations when it comes to time series models. These methods assume indepen-

dence between samples which is not the case for time series data. In time series data

successive samples are correlated with each other. This relationship between succes-

sive samples needs to be considered while developing models for time series datasets.

Methods like dynamic principal component analysis (DPCA) and dynamic partial

least squares (DPLS) (section 1.2.1) augment current observations with past ones to

incorporate system dynamics. These result in increased dimensionality of the data.

Process datasets generally contain a huge number of variables and these approaches

blow up the dimensionality of the problem and are not suitable for big data problems.

Although various versions of DPLS have been proposed that do not have this issue of

augmentation, they do not consider the aspect of temporal correlation or slowness.

Temporal correlation is an important aspect of time series data. Hence, the latent

variables that underlie the data set, have strong temporal correlations or in other

words, must be smoother or slowly varying. Slow feature analysis (SFA) is an un-

supervised method of extracting features subject to temporal slowness from a time

series dataset [4]. The objective is to obtain slowly varying features that contain use-

ful information about the process. This approach is particularly suitable for chemical

processes whose dynamics is slow by nature and hence the primary latent variables

of the data must be slow in nature. Hence the slower latent variables contain key

information about the data and faster ones are usually associated with noise. As

discussed in section 1.2.1, SFA and its variants have been increasingly studied for

industrial applications. As pointed in that section, the SFA-based algorithms where

the objective is to perform supervised learning using the extracted FSs, do not extract

the SFs in a supervised manner. This thesis hence proposes to achieve this goal by

combining the temporal slowness aspect of SFA with the output-relevance aspect of

PLS.

Shang et al [114] have proposed an approach in which the temporal smoothness

aspect is brought into DPLS as an L2 regularization term, regularizing the differ-
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ence between the weights of successive samples in the DPLS objective function. The

method resulted in an enhanced performance when compared against the uncon-

strained DPLS method. This approach is applicable to DPLS, but cannot be applied

to PLS as it does not consider temporal slowness directly, rather achieves it by reg-

ularizing weights. This work proposes an approach that extracts SFs in a supervised

manner resulting in SFs that explain the output data well. The objective of the pro-

posed formulation is a combination of PLS and SFA methods. The combined objective

results in features with the properties of high covariance with outputs while retaining

temporal slowness. This work also proposes solutions to the PLS-SFA formulation

which are similar to the conventional PLS algorithms but with modifications. The

formulations of the conventional PLS methods result in objective functions whose

solutions are given by extracting eigenvectors from a certain matrix. Two of the

popular algorithms for solving PLS objective function are nonlinear iterative partial

least squares (NIPALS) [103] and statistically inspired modification of partial least

squares (SIMPLS) [104]. These algorithms provide a way of systematically solving

the objective function by extracting latent features in a stage-wise manner. It will be

shown that the proposed output-relevant SF extraction formulation too results in an

objective function whose solution will be given by successive extraction of eigenvectors

from a certain matrix. It will be shown that the solutions to the proposed formula-

tions will proceed similarly to the NIPALS and SIMPLS algorithms with proposed

modifications to result in the temporal slowness of the extracted features.

The proposed approaches are implemented in three case studies. The first of these

is a simulated example. The second one is the data from a debutanizer column. This

is an open-source industrial dataset [115]. The final case study has an experimental

dataset obtained from a hybrid tank system. The obtained results from these case

studies are compared with conventional linear models PCR, PLS, and SFR. For time-

varying systems, adaptive modeling strategies like recursive PLS [21] and just-in-

time [116] have been proven to be more effective. But since the proposed method

models a static model and is not adaptive in nature, the comparisons are limited to

linear soft sensor models which are not adaptive in nature. The contributions of this

work are as follows.
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1. Formulation of the problem to extract output-relevant SFs, which combines the

aspects of both PLS and SFA.

2. Algorithms for solving the proposed formulation.

The rest of this chapter is organized as follows. In section 3.2 the conventional

SFA problem is revisited. In section 3.3 the PLS model is discussed. In section

3.4 the proposed formulations of output-relevant SF extraction and modifications

to NIPALS and SIMPLS are presented. Results from the three case studies are

presented in section 3.5. Finally, section 3.6 summarizes the proposed approaches

and the conclusions drawn from the results.

3.2 SFA

The conventional SFA was introduced in section 2.2.1 as proposed by the original

authors [4]. This section revisits it briefly to introduce the objective function in

the concise notation that will be used in this chapter. The SFA extracts LVs by

minimizing the velocity of the LVs. For a linear model, the objective is to obtain a

weight matrix w that map the data matrix X = [x1, x2, ..., xn]
′ such that the velocity

of the scores Xw is minimized. This is same as minimizing the signal ∆Xw where

∆X is the temporal difference data matrix calculated as ∆X = [x2−x1, x3−x2, . . . ,

xn − xn−1]. This results in the following objective function.

minimize
wa

w′
a∆X ′∆Xw

subject to w′X ′Xw = I
(3.1)

Here, I is an identity matrix. The constraint in the above equation realizes the

constraints in (2.31), (2.32), and (2.33). The above problem can be solved as a

generalized eigenvalue problem [55].

3.3 PLS

As discussed in section 2.1, the PLS algorithms are of many types, the primary ones

are the NIPALS and SIMPLS. The objective function for the NIPALS is as follows.

maximize
wa

w′
aX

′
aYaY

′
aXawa

subject to w′
awa = 1, t′bta = 0 for a > b

(3.2)
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And the SIMPLS objective function is as follows.

maximize
pa,ca

w′
aX

′Y ca

subject to w′
awa = 1, c′aca = 1, t′bta = 0 for a > b

(3.3)

3.4 Output-relevant SFA

In PLS, feature extraction is performed using both input and output data so that the

extracted features aid in improved prediction ability of the model. The feature extrac-

tion in PLS is performed considering the covariance between the extracted features

from the input and output spaces. For these reasons, in the proposed approach SFA is

combined with PLS to obtain output-relevant SFs. NIPALS and SIMPLS algorithms

are among the popular algorithms used to solve PLS problems. In this section, the

proposed formulation of the optimization problem of these two algorithms, and the

solutions to obtain output-relevant SFs are presented.

3.4.1 NIPALS for slow feature extraction

The NIPALS objective function for PLS as expressed in (3.2) maximizes the squared

covariance of the scores ofX with the output. Since the objective in the proposed case

is to obtain slower features with the output-relevance aspect, the proposed objective

function combines the objective of SFA in (3.1) and the objective of the NIPALS

method. The combined objective function is expressed as follows.

maximize
wa

w′
aX

′
aYaY

′
aXawa − α w′

a∆X ′
a∆Xawa

s.t w′
awa = 1

(3.4)

This formulation will achieve two objectives. The first term is the PLS objective

function while the second one is the SFA objective function. The two objectives can

be appropriately weighed using the weight α. This is a hyper-parameter and the

procedure for tuning α is presented in section 3.4.3. In the conventional SFA (sec.

2.2.1) sphering is performed on the original data followed by PCA on the velocity of

the sphered data. So it is similar to solving an optimization problem minimizing the

quantity given by w′
a∆X ′

a∆Xawa. Incorporating this term into the PLS objective

function will bring the temporal slowness aspect into PLS. The new objective function

in (3.4) can be viewed as a PLS objective function that penalizes the velocities of the
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input features, or as an SFA objective function that extracts SFs which are correlated

with outputs.

The iterative procedure in Algorithm. 3.1 essentially converges in the following

result.

wa ∝ X ′
aYaY

′
aXa wa − α ∆X ′

a∆Xawa (3.16)

This means that wa is the eigenvector of X ′
aYaY

′
aXa − α ∆X ′

a∆Xa. Hence, such

an iterative procedure is not required. Nevertheless, it is presented for the sake of

completeness as the original NIPALS algorithm followed such an iterative procedure.

Algorithm. 3.1 can be simplified as represented in Algorithm. 3.2.

Properties of weights,loadings and scores The weights, scores, and loadings in

the NIPALS algorithm have special properties. The four key properties are

1. The weights are orthogonal to each other i.e., w′
iwj = 0, ∀ i ̸= j

2. The scores are orthogonal to each other i.e., t′itj = 0, ∀ i ̸= j

3. The weights are orthogonal to subsequent loadings i.e., w′
ipj = 0, ∀ i < j

4. The loadings are orthogonal in the kernel space ofX i.e., p′i(X
′X)−1pj = 0, ∀ i ̸=

j

The second property particularly implies that the scores are independent of each

other which is essential because one would want every latent variable to give new

information. The above properties hold for the proposed approach as well. The proofs

for the above properties for the NIPALS method are given in Höskuldsson [105]. The

proof for the first property for the proposed method is presented here. The matrix

deflation equation can be written as

Xi = Xi−1 − ti−1p
′
i−1 = Xi−1 − ti−1

t′i−1Xi−1

t′i−1ti−1

(3.25)

Multiplying both sides by wi−1

Xiwi−1 = Xi−1wi−1 − ti−1

t′i−1Xi−1wi−1

t′i−1ti−1

= 0 (3.26)
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Algorithm 3.1 The modified NIPALS algorithm for output-relevant SFA

1. Take a column of Ya as an initial guess for ua. Take a column of ∆Xa as an
initial guess for ra.

2. Calculate wa as

wa =
1

u′
aua

X ′
a ua −

α

r′ara
∆X ′

a ra (3.5)

3. Normalize wa.

wa =
wa√
w′

awa

(3.6)

4. Project Xa onto wa to get scores of Xa. Similarly, project ∆Xa onto wa to get
scores of ∆Xa.

ta = Xa wa; ra = ∆Xa wa (3.7)

5. Regress Ya on ta to get ca. The regression coefficients ca contain information
about covariance between Ya and scores of Xa.

ca =
1

t′ata
Y ′
a ta (3.8)

6. Normalize ca.

ca =
ca√
c′aca

(3.9)

7. Project Ya onto ca to get scores of Ya.

ua = Ya ca (3.10)

8. Iterate from step 2 to 7 till convergence.

9. Regress ua on ta. Deflate Xa and Ya and continue with step 1.

ba =
1

t′ata
u′
ata (3.11)

pa =
1

t′ata
X ′

a ta (3.12)

Xa+1 = Xa − ta t′a Xa
1

t′ata
(3.13)

Ya+1 = Ya − ta t′a Ya
1

t′ata
(3.14)

10. Iterate from steps 1 to 9 till the required number of features are extracted.

11. Calculate the final regression coefficient matrix as

BPLS = W (P ′W )−1BC ′ (3.15)
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Algorithm 3.2 The simplified version of the modified NIPALS algorithm for output-
relevant SFA

1. Find wa as the largest eigenvector of the matrix X ′
aYaY

′
aXa − α ∆X ′

a∆Xa.

2. Project Xa onto wa to get the scores ta.

ta = Xa wa (3.17)

3. Regress Ya onto ta to get ca.

ca =
1

t′ata
Y ′
a ta (3.18)

4. Normalize ca.

ca =
ca√
c′aca

(3.19)

5. Find scores of Ya.
ua = Yaca (3.20)

6. Perform regression between output and input scores and deflate the data ma-
trices.

ba =
1

t′ata
u′
ata (3.21)

pa =
1

t′ata
X ′

a ta (3.22)

Xa+1 = Xa − ta t′a Xa
1

t′ata
(3.23)

Ya+1 = Ya − ta t′a Ya
1

t′ata
(3.24)

7. Continue till the required number of features are obtained.
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The above property can be proved for any pair of Xj and wk with j > k. From this

result, for the NIPALS method, it can be observed that

w′
iwi−1 ∝ wiX

′
iYiY

′
i Xiwi−1 = 0 (3.27)

For the proposed method, (3.27) becomes

w′
iwi−1 ∝ wi(X

′
iYiY

′
i Xi − α∆X ′

i∆Xi)wi−1 (3.28)

= −αwi(X
t+1
i −X t

i )
′(X t+1

i −X t
i )wi−1 (3.29)

= 0 (3.30)

Here, X t+1
i is nothing but the Xi matrix without the first sample and X t

i is the Xi

matrix without the last sample. The proofs for the remaining properties are similar

to the ones for the NIPALS method and are given in Höskuldsson [105].

3.4.2 SIMPLS for slow feature extraction

Similar to the previous case, the objective function of the SIMPLS algorithm too can

be extended to include the slowness aspect into the LVs. To incorporate temporal

slowness into the objective function of PLS, the new objective function is formed by

adding the temporal slowness term similar to the previous case ( (3.4)). The resulting

objective function is expressed as

maximize
wa,ca

w′
aX

′Y ca − α w′
a∆X ′∆Xwa

subject to w′
awa = 1, c′aca = 1 and t′bta = 0 for a > b

(3.31)

The above formulation in this form does not have a solution in terms of eigenvectors.

It can be modified to convert it into a form such that the solutions can be expressed

in terms of eigenvectors. The decision variables, wa and ca can be concatenated to

get the decision variable za.

za =

[︃
wa

ca

]︃
(3.32)

The objective function can now be expressed in terms of za

maximize
za

z′aQaza (3.33)

Q =

[︃
−α∆X ′∆X 1

2
X ′Y

1
2
Y ′X 0

]︃
(3.34)
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The solution of the above objective is a simple eigenvalue-eigenvector solution with

za being the decision variable. The Q matrix of the proposed formulation can be

written as

Q =

[︃
D 1

2
S

1
2
S ′ 0

]︃
(3.35)

where D = −α∆X ′∆X is the velocity covariance matrix of inputs and S = X ′Y is

the covariance between inputs and outputs. Looking at the Q matrix and (3.35), in

the modified approach the matrices to be deflated are S and D. The deflation of S

is performed similarly to SIMPLS as the constraints for the SIMPLS-SFA objective

are the same as that of SIMPLS (since the matrix deflation equations arise from the

constraints). The matrix D is deflated as given by the (3.45). The modified SIM-

PLS algorithm for supervised SF extraction is given as in Algorithm. 3.3. Although

SIMPLS is computationally more effective than NIPALS, with today’s computational

advances, both methods can be easily implemented. Given the more intuitive defini-

tion of scores and weights in SIMPLS, it could be preferred over NIPALS in general.

Properties of weights,loadings and scores In the SIMPLS method, the input

scores are orthogonal to each other. Also, the input weights are orthogonal to the

loadings [104]. This is because in every step the input weights are projected onto a

subspace orthogonal to the previous loadings. This is achieved by projecting S repeat-

edly onto a subspace orthogonal to the loadings. Since the weights are eigenvectors

of SS ′, the subsequent weights also will be orthogonal to the previous loadings. This

aspect is crucial in achieving independent scores. Since a similar approach is followed

in the proposed method, the proposed method also has similar properties, i.e., the

scores are orthogonal to each other and weights are orthogonal to loadings. In the

proposed method, in addition to S, D is also deflated. If one looks at the objective

function (equation (3.31)), in the slowness term, since wa appears on both sides of the

matrix, to achieve the orthogonal subspace projection of wa, the projection matrix

must appear on both sides of the velocity covariance matrix. Hence, the D matrix

must be deflated as in (3.45). These considerations lead to orthogonality between

weights and loadings and hence orthogonality between the scores in the proposed

method.
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Algorithm 3.3 The modified SIMPLS algorithm for output-relevant SFA

1. Calculate the matrices Da and Sa

Da = −α∆X ′
a∆Xa; Sa = X ′

aYa (3.36)

2. Form the Qa matrix as

Qa =

[︃
Da

1
2
Sa

1
2
S ′
a 0

]︃
(3.37)

3. Find the largest eigenvector of the matrix Qa which yields the weight vectors,
wa and ca.

4. Project X onto wa to get the scores of X.

ta = Xwa (3.38)

5. Normalize ta and scale wa using the norm of ta.

wa =
wa√
t′ata

; ta =
ta√
t′ata

(3.39)

6. Find the X and Y loadings, pa and za.

pa = X ′ta; za = Y ′ta (3.40)

7. Project Y onto za to get the scores of Y

ua = Y za (3.41)

8. Make the current loading orthogonal to the previous loadings.

va = pa; v = va − V V ′pa (3.42)

9. Normalize va.

va =
va√
v′ava

(3.43)

10. Deflate the matrices Sa and Da

Sa+1 = (I − vav
′
a)Sa (3.44)

Da+1 = (I − vav
′
a)Da(I − vav

′
a) (3.45)

Or, the Qa matrix can be directly deflated as

Qa+1 =

[︃
I − vav

′
a 0

0 I

]︃
Qa

[︃
I − vav

′
a 0

0 I

]︃
(3.46)

11. Repeat the above steps till the required number of features are extracted.
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Figure 3.1: The behavior of error with α for the modified NIPALS method

3.4.3 Tuning α and the definiteness of the matrices in the
objective functions

In both of the proposed methods, the objective function contains two parts. One is

the covariance between the output and input matrices, and the other is the velocity

covariance matrix whose relative importance is controlled by the hyper-parameter α.

In the case of the NIPALS approach shown in (3.4), the matrix that appears in

the objective function is the difference between the square of the covariance between

input and output, and the variance of the velocities of the input scores (weighted

with α). Eigenvector extraction hence is performed on the matrix resulting from the

difference between the two matrices. Both of these matrices, X ′Y Y ′X and ∆X ′∆X

are positive definite matrices. But since a difference of these is taken, the resulting

matrix need not be positive definite. As the value of α increases, at some point, the

matrix loses its positive definiteness and becomes an indefinite matrix and then may

become a negative semi-definite or negative definite matrix. In the results, it has

been found that as α is increased, the prediction errors on training and validation

sets decrease steadily. But beyond a certain value of α, the prediction errors increase
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Figure 3.2: Plot of predicted response against the actual data for the test data of the
simulated dataset

and start to oscillate. It has been observed that this behavior starts when the highest

eigenvalue of the matrix X ′Y Y ′X − α ∆X ′∆X becomes zero. Hence one needs to

stop at a point before the value of α beyond which the errors become unstable. Fig.

3.1 depicts such behavior for the Debutanizer column case study. In this case, an α

value of 850 is chosen. For the SIMPLS case too, similar behavior is observed when

the highest eigenvalue of the Q matrix approaches zero with an increase in α. In this

case also, α cannot be increased beyond this point.

3.5 Results

The proposed methods have been applied to three case studies. This section presents

the results obtained.
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3.5.1 Simulated case study

The data for this case study is created using the probabilistic slow feature analysis

(PSFA) model. The PSFA model is a state-space model described by the following

equations.

st = Ast−1 + vt; vt ∼ N (0,Σs) (3.47)

xt = Hst + wt; wt ∼ N (0,Σx) (3.48)

Here s represents the SFs and x represents the observed inputs. The matrix A

defines how SFs evolve, and is diagonal to ensure that the SFs are independent of

each other. Matrix H describes how the SFs generate the observed data. v and

w are Gaussian white noise. Using the PSFA model, eight features with different

velocities are generated. Five inputs are generated using a linear transformation of

all eight features through matrixH. The elements of the matrixH are sampled from a

discrete uniform distribution ranging from -10 to 10 (although some changes are made

after sampling). Two SFs are used to construct the output (equation 3.51). This is

according to the rationale that the observed input data that has underlying SFs and

these SFs result in the outputs. The following parameters are used to construct the

simulated dataset.

A = diag(0.999, 0.99, 0.97, 0.95, 0.94, 0.93, 0.1, 0.05) (3.49)

H ′ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−1 0 0 1 5
−1 1 −5 5 7
−10 6 −9 2 9
−3 3 −4 8 6
−5 8 1 0 −2
4 8 −6 −1 −2
7 −10 3 −1 4
−1 −3 −9 −10 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.50)

y(t) = Bs(t) + ey(t) (3.51)

B =
[︁
0 0 0 1 0 −1 0 0

]︁
(3.52)

A total of 2000 samples are generated using (3.47), (3.48) and (3.51). The dataset

is divided into three parts named training, validation, and test sets. The training

dataset is the one used to train the model to get the model parameters. This is the
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set that is used while solving the objective function of the optimization problems.

The validation dataset is used to tune the hyper-parameters. In this case, the hyper-

parameters are the number of features to be extracted and the weighting factor α

in the objective functions of proposed approaches ahown in (3.4) and (3.31). The

combination of the number of latent variables and α that gives a low error on the

validation dataset are chosen. This is illustrated in the second case study. The test

dataset is the set unseen by the model during training. Hence, the performance

of the model on the test dataset is the true indication of the generalization ability

or the model prediction. For this case study, the data split is done in the ratio of

50:25:25. The test data comes after the validation data which comes after the training

data. The proposed approaches are compared against conventional linear models,

PCR, PLS and SFR w.r.t root mean squared error (RMSE) values and concordance

correlation coefficient. The Concordance correlation coefficient is a measure of the

agreement between two variables. The concordance correlation coefficient ρc, between

two variables x and y is expressed as

ρc =
2ρσxσy

σ2
x + σ2

y + (µx − µy)2
(3.53)

Table 3.1: Comparing the RMSE values for training, validation and test sets of con-
ventional linear regression methods and proposed methods for the simulated dataset

Method n RMSEtrain RMSEval RMSEtest

PCR 5 0.4395 0.4730 0.5448
PLS 4 0.4412 0.4717 0.5269
SFR 3 0.4605 0.4912 0.5275

Prop - 1 2 0.4580 0.4773 0.4596
Prop - 2 2 0.4682 0.4895 0.4510

In the tables and figures, proposed method-1 and proposed method-2 refer to the

proposed modified NIPALS and modified SIMPLS methods respectively. A plot of

predicted response versus the actual data for the test dataset is presented in Fig. 3.2.

The black line in this figure is the 45◦ line (when observed and predicted values are

equal) and the points are expected to lie close to this line. It can be observed from the

figure that the points corresponding to the proposed methods, particularly from the
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Table 3.2: Comparing the Concordance correlation coefficient values for training, val-
idation and test sets of conventional linear regression methods and proposed methods
for the simulated dataset

Method n ρctrain ρcval ρctest
PCR 5 0.9123 0.8718 0.7851
PLS 4 0.9116 0.8718 0.7975
SFR 3 0.9030 0.8587 0.7977

Prop - 1 2 0.9041 0.8682 0.8405
Prop - 2 2 0.8993 0.8620 0.8457

SIMPLS based method, lie closer to the 45◦ line. The points corresponding to PCR,

PLS, and SFR are mostly on one side of the line resulting in a higher RMSE. The

obtained results are quantified in the Table. 3.1 and 3.2. The slowness term on the

proposed objective functions can be seen as a regularization term. So the error on the

training dataset for the proposed approaches is more than that for the conventional

approaches as expected since by regularization one sacrifices the performance of the

model on the training set in terms of fitting so that the model has better generalization

ability. It can be observed that the proposed approaches have improved the RMSE.

To test if the RMSE of the proposed methods is significantly smaller than the RMSE

of the conventional methods, a t-test can be performed. The null hypothesis is that

the RMSE values are not significantly different and the alternate hypothesis being

RMSE of conventional methods is larger than that of the proposed methods. Since

PCR and PLS are the most common conventional methods, a t-test is performed

here with the best of the RMSEs among PCR and PLS, which is PLS in this case.

Different estimates of the RMSE are obtained by randomly sampling from the test

data without replacement such that all the samples in the test dataset are used. The

t statistic for the two-sample test is calculated as

t =
(x1 − x2)− (µ1 − µ2)√︂

s21
n1

+
s22
n2

(3.54)

Here x, µ and s2 are the sample mean, population mean, and sample variance respec-

tively. Since, the null hypothesis is that the RMSE values are same, µ1 − µ2 = 0.

Hence the t-statistic is

t =
(RMSEPLS −RMSEprop)√︂

s2PLS

n
+

s2prop
n

(3.55)
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The degrees of freedom is calculated using the following equation.

dof =

(︂
s21
n1

+
s22
n2

)︂2
1

(n1−1)

(︂
s21
n1

)︂2
+ 1

(n2−1)

(︂
s22
n2

)︂2 (3.56)

Twenty-five sets of samples are obtained from the test data and the mean of RMSE

for PLS is 0.5207 and for the proposed methods is 0.4523 and 0.4435 respectively (The

values in Table. 3.1 are for the whole test data). The critical value of the statistic for

a one-sided, 95% confidence interval test is t0.95,48 = 1.6772. The t values for the two

proposed methods are 2.9180 and 3.2869 respectively. Hence it can be concluded that

the proposed methods have reduced the RMSE. The proposed approaches have also

improved the concordance between the predicted output and the actual output. In

the table, the column labeled n represents the number of latent variables required by

the corresponding method. It can be seen that the proposed methods require a lesser

number of latent variables than the conventional methods in order to explain the

outputs. It can be inferred that the proposed approaches are efficient in extracting

the hidden features. The lesser number of latent variables can be advantageous as

they help in reducing the variance of the predictions as well as reliability for practical

applications.

3.5.2 Debutanizer column

The debutanizer column dataset is a benchmark industrial dataset for soft sensor

designing [115]. The debutanizer column is used to remove butane and other lighter

hydrocarbons from naphtha. The objective is to design a soft sensor to estimate the

butane content in the bottoms stream of the debutanizer column. There are 7 input

variables: top temperature, top pressure, reflux flow, flow to the next process, the

temperature of the sixth tray in the column, and the bottom temperature measured at

two points. The schematic of the process is depicted in Fig. 3.3, and the description

of the variables is shown in Tab. 3.3 [115]. There are a total of 2393 samples in the

data set. The first 2200 are used in this case study. The data is split into three parts

such that the training data accounts for a good amount of variations in the variables.

In this case, the points are split as 1200-400-600 is used for training, validation, and

testing purposes.
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Figure 3.3: A schematic disgram of the debutanizer column [115]

Table 3.3: Description of the variables in the debutanizer column process dataset

Variable Description

x(1) Top temperature
x(2) Top pressure
x(3) Reflux flow
x(4) Flow to next process
x(5) 6th tray temperature
x(6) Bottom temperature
x(7) Bottom pressure
y C4 content in the debutanizer bottoms

Similar to the previous case, proposed methods are implemented on the dataset

and the performance is compared with PCR, PLS, and SFR. For this case, it is found

that taking just the seven regressors gives poor results. Hence for each input variable,

a lagged variable is also taken to enhance the performance of the soft sensor. The

number of lags is decided based on the correlation of the lagged input variable with

the output. For each variable, a lag of up to 10 samples is considered and the lag

that gives the highest correlation with the outputs is selected. Augmenting lagged

measurements does increase the dimensionality of the problem. But for this case, a

static model gave a poor performance, and hence a dynamic model is used. Hence

in actuality, the comparison here would be made between the dynamic version of
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Figure 3.4: Comparison of the output predicted by PCR, PLS, SFR and proposed
methods on the test data of the debutanizer column dataset

the proposed approach and DPCR, DPLS, and DSFR. Due to the augmentation of

the lagged variables, the velocity of the features will appear twice in the velocity

covariance matrix for most of the samples (in the second term of the objective in

(3.4) and (3.31)). But this will be taken care of by the weighting factor α which is

tuned using the validation dataset similar to the previous case.

The plot of predictions versus the observations for the five methods is depicted in

Fig. 3.4. The proposed methods result in a tighter spread around the 45◦ line. This

can be seen particularly when the response is above 0.75. The comparison results

w.r.t RMSE and ρc are tabulated in Table. 3.4 and 3.5. Similar to the previous case,

the proposed methods have resulted in reduced RMSE and increased concordance,

particularly in the case of SIMPLS based method. To test the significance of the

results the t-test is done similar to the previous case study. A t-test is conducted

between the proposed methods and PCR (in this case PCR is better than PLS in

terms of RMSE) to test the significance in RMSE reduction. The t-statistic values
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Figure 3.5: Comparison of the variation of training error with the number of features

for the proposed methods are 1.2929 and 2.4031 while the critical values are t0.05,48

= 1.6722 and t0.05,47 = 1.6780 respectively. The second proposed method passes this

test while the first one does not. The p-value for the first proposed method is 0.1011.

Nevertheless, the proposed method uses a significantly less number of latent variables

than the PCR. The proposed methods require the least number of features to describe

the dataset. Due to the augmentation of lagged samples, there can be a maximum of

14 latent variables. While PCR, PLS, and SFR required 12, 4, and 10 latent variables

respectively to explain the observed outputs, the proposed methods give enhanced

results with just two latent variables. The proposed approaches hence are efficient at

the extraction of relevant features for the outputs. This can be seen in Fig. 3.5 and

3.6. It can be seen that the training error monotonously decreases with added features

and the error for the proposed methods is lower than the conventional methods. The

validation dataset is used to tune the hyper-parameter α and also select the number of

features. It can be observed that the validation error for the proposed methods drops

quickly to low values when compared with the conventional methods. The number of

59



2 4 6 8 10 12 14
Number of features

0.10

0.12

0.14

0.16

0.18
Va

lid
at

io
n 

er
ro

r

PCR
PLS
SFR
Prop 1
Prop 2

Figure 3.6: Comparison of the variation of validation error with the number of features

features required to describe the data is selected when a low value of validation error

is obtained.

3.5.3 Hybrid tank system

The data for this case study is taken from a hybrid tank system containing three

tanks. The experimental setup is located in the process control laboratory at the

University of Alberta. The soft sensor is developed to predict the level of water in

the middle tank. The experimental setup is shown in Fig. 3.7.

The system consists of three vertical tanks at the top and a storage tank at the

bottom. There are two pumps each on the left and right side to pump water into

the left and right tanks respectively. There are nine valves indicated as V1 to V9 in

the figure. Valves V1 to V4, V6, and V8 facilitate water flow between middle and

side tanks. Valves V5, V7, and V9 connect the three vertical tanks and the storage

tank. Except for valves V1 and V2, all other valves were kept open during the course

of the experiment. The liquid level in the middle tank is kept around the halfway
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Table 3.4: Comparing the RMSE values for training, validation and test sets of
conventional linear regression methods and proposed methods for the debutanizer
column dataset

Method n RMSEtrain RMSEval RMSEtest

PCR 12 0.1040 0.1032 0.1348
PLS 4 0.1052 0.1046 0.1373
SFR 10 0.1043 0.1030 0.1288

Prop - 1 2 0.1082 0.1044 0.1273
Prop - 2 2 0.1065 0.1032 0.1217

Table 3.5: Comparing the Concordance correlation coefficient values for training, val-
idation and test sets of conventional linear regression methods and proposed methods
for the debutanizer column dataset

Method n ρctrain ρcval ρctest
PCR 12 0.6923 0.6888 0.7457
PLS 4 0.6829 0.6802 0.7350
SFR 10 0.6893 0.6897 0.7793

Prop - 1 2 0.6576 0.6850 0.7589
Prop - 2 2 0.6721 0.7033 0.7940

mark of the total height, i.e., between the valves V2 and V4. Ten input variables are

chosen. These are the liquid level, pump outlet flow rate, pump speed, primary and

slave controller outputs that set the level inside the tank and the pump speed. Two

sets of each of these five variables are taken, one for the left side and the other for

the right side.

Similar to the previous case studies, the proposed approaches are implemented on

the dataset and compared against PCR, PLS, and SFR and the results are as given

in Table. 3.6 and 3.7.

The RMSE on the test data of the proposed methods is lower than that of the

existing linear regression methods. Similar to the previous case studies, a t-test is

performed to check for if the reduction in RMSE is significant or not as compared

with PCR. The t values are 3.6473 and 8.8987 while the critical value are 1.6722

and 1.6780 respectively. Both the proposed methods pass the test implying a signifi-

cant reduction in the RMSE of the proposed methods. The concordance correlation

coefficient between data and predictions by the proposed approaches is higher than

the conventional methods. It must also be noted that the number of latent features
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Figure 3.7: Experimental setup of the hybrid tank system

required for the proposed method is lower than that of the conventional methods. All

these observations follow a trend similar to the previous case studies. In Fig. 3.8, the

predictions by the five methods are plotted against the test data. To avoid cluttering

of the points, the data is down-sampled and then plotted in this figure. The SIMPLS

based method results in a spread on both sides of the 45◦ line and the spread is tighter

than the PCR, PLS, and SFR methods. For the NIPALS based method, although

one-sided, the points are closer to the 45◦ than the conventional methods.
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Figure 3.8: Comparison of the liquid level in the middle tank predicted by PCR, PLS,
SFR and proposed methods on the test dataset

Table 3.6: Comparing the RMSE values for training, validation and test sets of
conventional linear regression methods and proposed methods for the hybrid tank
system dataset

Method n RMSEtrain RMSEval RMSEtest

PCR 6 0.4351 0.4963 0.6326
PLS 4 0.4347 0.4983 0.6385
SFR 6 0.4413 0.5140 0.6673

Prop - 1 3 0.4391 0.4314 0.5354
Prop - 2 3 0.4493 0.4038 0.4034
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Table 3.7: Comparing the Concordance correlation coefficient values for training, val-
idation and test sets of conventional linear regression methods and proposed methods
for the hybrid tank system dataset

Method n ρctrain ρcval ρctest
PCR 6 0.8510 0.7040 0.9280
PLS 4 0.8514 0.7069 0.9285
SFR 6 0.8453 0.7040 0.9144

Prop - 1 3 0.8474 0.7066 0.9486
Prop - 2 3 0.8379 0.6854 0.9672

3.6 Conclusion

A new approach for extracting output-relevant SFs is presented in this article. The

method combines the elements of output-relevant feature extraction from PLS and

feature extraction with temporal slowness from SFA. The proposed method helps to

bring the temporal correlation aspect into PLS, which is essential for time-series data.

Similar to PLS, the proposed problem also results in a solution that can be expressed

in terms of eigenvectors of certain matrices. Algorithms to solve the proposed problem

have also been presented which are modified versions of popular PLS algorithms

NIPALS and SIMPLS and convenient to use. The proposed methods are applied

to three case studies for evaluating the effectiveness of the approaches. It is found

that the proposed approaches not only result in smaller RMSE of predictions and

larger concordance correlation values as compared with PCR, PLS, and SFR, but

also require a lesser number of latent features to explain the relationship between

the inputs and the outputs. This observation implies that the proposed approach

extracts more meaningful features than the conventional methods.
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Chapter 4

Siamese Neural Network-Based
Supervised Slow Feature
Extraction *

In this chapter, the idea of supervised SF extraction is extended to nonlinear systems.

Although various nonlinear modeling techniques exist, this thesis explores the usage

of deep learning techniques due to their rich representational ability. Artificial neural

networks, owing to their ability to model complex nonlinearities, can be used to

extract slow features (SFs) from a dataset obtained from a complicated process.

A special type of network called the Siamese neural network can be used for this

purpose. Siamese neural networks have a provision of handling two samples at a time

and this aspect helps in extracting SFs. In this chapter, we present two approaches

that extract SFs using Siamese neural networks in a supervised manner. The output-

relevance aspect is brought into feature extraction as a regularization term in the

objective function of the Siamese neural network. Such regularization improves the

performance of the neural network model. The proposed approaches are implemented

on three datasets to demonstrate their effectiveness.

4.1 Introduction

Machine learning algorithms can be categorized into unsupervised, supervised and

reinforcement learning categories and soft sensors fall under the category of supervised

*This chapter has been published as R. Chiplunkar and B. Huang, ”Siamese Neural Network-
Based Supervised Slow Feature Extraction for Soft Sensor Application,” IEEE Transactions on
Industrial Electronics, vol. 68, no. 9, pp. 8953-8962, 2021.
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learning. Soft sensor models can be broadly classified as linear and nonlinear methods.

Linear methods for soft sensors are mostly based on principal component regression

(PCR) and partial least squares (PLS). Since most industrial processes are nonlinear,

methods like kernel PLS [118], support vector regression [119], and artificial neural

networks (ANN) [6] are used.

ANNs are a class of nonlinear models inspired by the network of neurons in the

brain. The multi-layered nature of the network results in a good representation power.

Algorithms such as greedy layer-wise training [120, 121] enabled the usage of deeper

network architectures. Deep learning has a rich representational ability as it can

extract low-level features from the data. Deep learning has revolutionized fields such

as computer vision, speech recognition, etc [122]. Neural networks have generated a

lot of interest in process systems engineering too. Multilayer perceptrons or vanilla

feedforward neural networks (FNN) have been used to develop soft sensors for various

applications such as the estimation of the concentration of top and bottom products in

a debutanizer column [123], estimation of viscosity in a polymerization process [124],

monitoring NOx emissions in industrial boilers [125], and more.

The recent implementations of deep learning techniques have been increasingly

focusing on extracting latent features with a certain rationale and can be broadly

classified as unsupervised and supervised latent feature extraction methods. Unsu-

pervised layer-wise pre-training methods like deep belief networks [126,127], extreme

learning machine-based stacked autoencoders called hierarchical extreme learning ma-

chine (HELM) [128], stacked denoising autoencoders [129] have been used to extract

nonlinear latent structures which are then used to perform supervised learning. Re-

cently, the focus has been more towards extracting latent features in a supervised

and semi-supervised manner. A technique called the variable-wise weighted stacked

autoencoder (VW-SAE) algorithm to perform deep feature extraction in a super-

vised manner has been developed that trains the autoencoders in a supervised man-

ner [130, 131]. The method is based on SAE, but solves a weighted least squares

problem, with weights calculated based on a correlation measure of latent variables

with the outputs. A variant of the same algorithm named stacked quality relevant

autoencoder in which the latent features extracted using augmented input-output

data has also been proposed [132]. The problem of supervised latent variable extrac-
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tion has also been explored in the frameworks of variational autoencoders [133, 134].

For processes with long-term dynamic dependencies, soft sensors based on long-short

term memory (LSTM) networks have been used. Sun and Ge [135] proposed a method

where a restricted Boltzmann machine (RBM) was trained in an unsupervised manner

to obtain the latent space which was used to predict the outputs using LSTM. Similar

to the supervised latent feature extraction extensions to autoencoder-based methods,

supervised LSTM schemes have been proposed in recent times. LSTM architectures

that incorporate attributes such as adaptive quality relevant feature selection [136],

supervised learning of the latent space by input-output augmentation [137] have been

studied. The supervised nature of training has been found to enhance the performance

in all these cases.

In this chapter, we combine the two aspects of supervised SF extraction and

deep learning, and present two methods in which SFs are extracted using neural

networks in a supervised manner. Although nonlinear SFA can be achieved using

a nonlinear transformation of the data [4] or by kernel SFA [138], deep learning is

more powerful than these approaches as discussed earlier. We have used the Siamese

neural networks for this purpose [7]. These networks contain two identical neural

networks in parallel. This enables us to handle two samples at a time, a useful feature

when considering temporal relations between samples. Siamese networks can also be

viewed as manifold embedding algorithms [139]. Siamese networks have been used

to perform unsupervised SF extraction in computer vision [140–142]. The focus in

computer vision is more on unsupervised feature extraction to obtain meaningful low-

level features based on the idea that the human brain processes visual information

in an unsupervised manner. In the case of soft sensors, it is more important to

generate features that help in predicting the output accurately. Supervised feature

extraction results in features that contain information relevant to both inputs and

outputs, which leads to better prediction of the outputs; an argument similar to PLS

vs PCR. Hence, the proposed methods here focus on the supervised extraction of

SFs. In both the proposed methods, this is achieved by adding an extra term in the

objective function of the Siamese network. These terms are chosen such that they

regularize the training of the Siamese network in a way that results in supervised

extraction of SFs. The proposed methods are implemented in three case studies. The
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Figure 4.1: Configuration of a Siamese neural network

first one is a simulated dataset. The second one is an open-source industrial dataset

of a debutanizer column [115]. The final case study is on an experimental setup of a

hybrid tank system.

The rest of the chapter is organized as follows. Section 4.2 gives an overview of the

Siamese neural networks. The proposed approaches are presented in section 4.3. The

two case studies are presented in section 4.4. Section 4.5 discusses the conclusions.

4.2 Siamese neural networks

The proposed methods are based on SFA and Siamese neural networks. As the SFA

is already discussed in section 2.2.1, this section provides an overview of the Siamese

neural networks.

Siamese neural networks are a class of neural networks that contain two identical

subnetworks. The subnetworks are identical to each other both in structure and

parameters. Each of the subnetworks hence provides an identical mapping of inputs

to the latent features. The output of the network is a difference metric between the

two latent features. Since the two networks are identical, if two very similar inputs

are given to the network, then the resulting features also should lie very close to

each other in the feature space. Siamese neural networks are used when we need to

learn about the similarity or dissimilarity between two inputs. The configuration of

the Siamese neural network is depicted in Fig. 4.1. The block named ’Encoder’ in
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the figure refers to a feedforward network that encodes the input x into the hidden

feature s. Both the encoder networks are identical to each other providing the same

nonlinear function f(x). The output of the network is the difference metric between

the extracted features s(1) and s(2) corresponding to the input samples x(1) and x(2)

respectively. This metric indicates if the samples are similar or not. The input to

a Siamese network should always be in pairs. The objective function for Siamese

networks is given as [143]

L =

{︄
d{f(x(1)), f(x(2))}, if x(1) and x(2) are similar

max(0, δ − d{f(x(1)), f(x(2))}), otherwise
. (4.1)

Here, d{f(x(1)), f(x(2))} is a distance metric between the hidden features f(x1) and

f(x2). If Euclidean distance is taken as the distance metric then this term can be

written as
⃦⃦
f(x(1))− f(x(2))

⃦⃦2
2
. The hyper-parameter δ is the minimum distance

between the hidden features of the dissimilar samples. Hence the objective during

the training of a Siamese neural network is to minimize the distance between the

hidden features of two samples if they are similar and to have a minimum distance of

δ between the features of dissimilar samples. In the proposed approaches, the notion

of similarity between samples is based on the time proximity of the samples. While

training the network, the parameters of both networks are updated simultaneously

and in a similar way so that the networks represent the same nonlinear function.

4.3 Proposed methods

In SFA, feature extraction is performed such that the obtained features vary slowly

or have slow velocities. This means that s(t) will be very close to s(t − 1). In other

words, the difference between s(t) and s(t − 1) will be small. In the case of deep

learning, such mappings from x to s can be obtained using Siamese neural networks.

Thus, x(1) and x(2) become x(t) and x(t−1) and the distance between s(t) and s(t−1)

is minimized. Hence, the objective function for the unsupervised SF extraction using

Siamese networks is given by

L =

{︄
∥f(x(t1))− f(x(t2))∥22 , if |t1 − t2| = 1

max(0, δ − ∥f(x(t1))− f(x(t2))∥22), otherwise.
(4.2)
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Even though neural networks are a powerful class of nonlinear models, solving SFA

using the above formulations as such may not lead to good results. This is because,

for different configurations of the network, different sets of SFs will be obtained. This

will make it difficult to determine the relevance of these extracted SFs, particularly

for supervised learning cases. As stated earlier, for supervised learning applications,

the extracted features must be able to explain the observed outputs well. Hence,

we propose two methods to perform Supervised Slow Feature Analysis by Siamese

Networks. Here onwards, the proposed methods will be referred to as SSFASN1 and

SSFASN2 respectively.

4.3.1 SSFASN1

The configuration of the network in this approach is shown in Fig. 4.2. A two-step

approach is proposed to train this configuration. In the first step, the network as

shown in the figure is used to extract SFs which are decorrelated with each other

and these SFs are used to construct the outputs. This results in a supervised SF

extraction since only the SFs that can explain the output are extracted. The block

named ’Encoder’ is a feedforward network that maps the inputs x to the hidden

features s. These hidden features are then mapped to the outputs y by the ’Output

network’ which again is a neural network. The loss function to be minimized for this

step is given as

min
f,g

∑︂
∥f(xt)− f(xt−1)∥2)2⏞ ⏟⏟ ⏞
Slowness of features

+ α
∑︂

(y − g(s))2⏞ ⏟⏟ ⏞
Output error

+ β||cov(f(X))− I||⏞ ⏟⏟ ⏞
Independence and unit variance

.

(4.3)

The above objective has three terms in it

� The first term minimizes the Euclidean distance between the features of two

samples that are adjacent to each other in the time series, reflecting the velocity

aspect. This term ensures the extraction of hidden features that vary slowly.

� The second term minimizes the error between the observed outputs and the

outputs predicted using the extracted SFs. Training the encoder network such
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Figure 4.2: Configuration of the network for SSNSFA1. Step 1 and Step 2 architec-
tures correspond to the objective functions in (4.3) and (4.5) respectively.

that the extracted SFs predict the output makes the SF extraction supervised.

This term is weighted by the hyperparameter α > 0.

� The third term is added to obtain SFs that are decorrelated and have unit

variance. Making the covariance matrix of the extracted features an identity

matrix ensures this. This term is weighted by the hyperparameter β > 0.

It is important to note that it is the covariance matrix that needs to be identity and

not the correlation matrix. The slowness objective tries to make the variations in

features very small and since the neural networks are powerful functions, the features

may be mapped to constant signals. This is avoided by the output error term in this

approach as the variations in outputs influence the feature space and hence constant

signals as features will not be obtained. But, the slowness term will make the variance

in features very small. The obtained features in a true sense will not be slow in such

a scenario (this is because multiplying a very fast signal by a very small number

does not make it a slow signal). Hence the third term is added to achieve this and

to incorporate the constraints in the formulation of conventional SFA ((2.31) and
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(2.32)).

We can represent each term in (4.3) as inner products. So the slowness term

becomes ∆f(X)T∆f(X), the output error term becomes (Y −g(f(x)))T (Y −g(f(x))),

and the last term is tr((f(X)Tf(X) − I)T (f(X)Tf(X) − I)). If we calculate the

gradient of the above objective function with respect to any of the weights in the

encoder network, we get

∂L
∂wf

= 2∆f(X)T
∂∆f(X)

∂wf

+ 2α(Y − g(f(X)))
−∂g(f(X))

∂wf

+ 2β
∑︂(︄

(f(Xi)
Tf(Xi)− 1)f(Xi)

T ∂f(Xi)

∂wf

)︄

+ 2β
∑︂(︄

(f(Xi)
Tf(Xj))f(Xi)

T ∂f(Xj)

∂wf

)︄
. (4.4)

Here, L is the overall loss function of (4.3) and f(X) is the vector containing latent

features of all the samples in the mini-batch. The parameter wf is any parameter in

the encoder network. From (4.4), we can see that the gradients of the loss function

w.r.t the encoder network parameters are affected by the output error. Therefore,

the updates of the parameters in the encoder network and hence the function realized

by the encoder network will depend on the output error. As a result of this, the

extracted SFs will be performed in a supervised manner making them relevant to the

outputs.

In the second step, the SFs obtained in the first step are used to construct the

output. The objective function for this step is

min
g

∑︂
(y − g(s))2. (4.5)

Only the output network is trained in this step. This is because the features obtained

from the previous steps are used as inputs. The parameters obtained from the first

step are taken as the initial guess and the parameters are tuned according to the

objective function in (4.5).

Both steps can be solved using stochastic gradient descent. For (4.3), to ensure

that samples are generated in pairs for stochastic gradient descent, the sampling can

be done as follows. A random subset of the samples is generated which is to be passed

into one half of the network. For every sample taken, its adjacent sample ( preceding
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or succeeding) is passed through the other half of the network. The same samples are

then used to evaluate the loss functions. During the testing phase, only the upper

half of the network shown in Fig. 4.2 is used. Once a test sample x̃ is obtained, it

is passed through the encoder network to get s̃ = f(x̃) which is then passed through

the output network to get the estimated value ỹ̂ = g(s̃).

Tuning the weights: It can be noted from the objective function in 4.3 that apart

from the weights and biases of the encoder and output networks, there are two hyper-

parameters α and β to be tuned. Hence, the data used for learning the model is split

into two parts, the training and the validation datasets. The weights and biases are

learned directly through the stochastic gradient descent as discussed earlier using the

training dataset. Hyperparameters such as α and β, activation functions and their

parameters, etc are learned using the validation dataset. The validation dataset is

also used for early-stopping of the training procedure so as to avoid over-fitting. All

three weights must be carefully tuned such that all the objectives are achieved to a

satisfactory level. For example, correlation between f(X) and Y , and cov(f(X)) can

be calculated for the validation dataset. If a good correlation with outputs and a

diagonally dominant covariance matrix for cov(f(X)) is obtained, it can be inferred

that the objectives have been met regarding output-relevance and independence. Re-

garding slowness, a good way of judging if the objective is achieved or not is by

calculating the velocities of the latent features and comparing them with those of the

input variables w.r.t the validation dataset. If few of the latent features are slower

than all of the inputs, the nonlinear map has successfully projected the data to a

slower latent surface, thus achieving the objective. Finally, a third set called the test

dataset is used to test the performance of the model and this dataset is not ’seen’ by

the model during the training phase.

Deep learning enables the extraction of deeper features with deeper levels of ab-

straction. So the encoder network can be typically configured to have more hidden

layers than the output network. Once the feature representation is obtained, the out-

put layer will function as a mapping of the features to the outputs. Hence a shallow

network can be used here.

73



Identical
Networks

x(t)

x(t-1)

s(t)

s(t-1)

X
S

Y

STY

Step	1

Step	2ys

Identical
Networks

Encoder	-	f(x)

Encoder	-	f(X)

Output		Network	-	g(s)

Figure 4.3: Configuration of the network for SSNSFA2. Step 1 architecture corre-
sponds to the objective in (4.6). Step 2 is same as the Step 2 in SSNSFA1

4.3.2 SSFASN2

The configuration of the network for SSFASN2 is shown in Fig. 4.3. Similar to

SSFASN1, SSFASN2 is also a two-step procedure. In the first step, the objective is to

obtain SFs via the encoder network that are correlated with outputs. The objective

function of SSFASN2 is as follows.

min
f

∑︂
∥f(xt)− f(xt−1)∥2)2⏞ ⏟⏟ ⏞
Slowness of features

− α∥cov(f(X), Y )∥⏞ ⏟⏟ ⏞
Output covariance

+ β||cov(f(X))− I||⏞ ⏟⏟ ⏞
Independence and unit variance

(4.6)

The above objective has three terms.

� The first term is similar to SSFASN1. It minimizes the distance between ex-

tracted features so that it results in the extracted features being slow.

� The second term tries to maximize the covariance between the extracted feature

and the output. In PLS, feature extraction is performed such the features

74



extracted from input and output spaces have the maximum covariance. This

term is similar to the objective function of PLS [102]. This term is weighted by

a positive α as the negative sign is already included in the loss function.

� The third term is again similar to that in SSFASN1 which results in decorrelated

features.

In the first step of the approach, only the encoder network is trained. Incorporation

of the output covariance terms results in a high covariance between the extracted SFs

and the outputs. This makes the features extracted relevant to the outputs. If we

expand the gradient of (4.6) similar to (4.4), we can observe that the gradient w.r.t

any parameter in the encoder section is affected by the outputs through the output

covariance term making the latent variable learning supervised. Once the training of

the encoder network is done, this can be used to extract the latent features and these

can be used as inputs to the output network which is trained to minimize the output

error with the objective function the same as the one in (4.5).

The training and testing are done similarly to the SSFASN1. The difference

between SSFASN1 and SSFASN2 is that in the former, both encoder and output

networks are trained together in the first step and the second step acts as a tuning

step for the output network. For SSFASN2, the encoder and output networks are

trained separately. The whole network can be tuned again using the parameters

obtained in steps 1 and 2 as initial guesses. But it is possible that tuning the whole

network again may lead to losing the slowness characteristics of latent features which

may lead to noisier predictions of the output. This can be avoided to a certain extent

using smaller steps and keeping the slowness penalty term during the training of the

whole network.

The training times for SSFASN1 and SSFASN2 are higher than those for an un-

regularized neural network training. This is because the added regularizing terms

in the objective functions mean more computational complexity to evaluate the ob-

jective function and its gradients. Besides this, the stagewise training nature of the

proposed algorithms and the number of hyperparameters to be tuned, also mean an

increased computation time. But, since the training is performed offline, the added

computation time will not be a limiting factor.
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4.4 Results

The proposed methods are implemented in three case studies: a simulated, an indus-

trial, and an experimental dataset. The neural network simulations are performed

using Python’s TensorFlow library. Networks are trained by the stochastic gradient

descent using the Adam algorithm implemented by TensorFlow’s AdamOptimizer. In

the simulations, as discussed earlier, the total data is split into training, validation,

and test datasets. Training and validation sets are used to train the parameters and

tune the hyperparameters respectively. The hyperparameters are the structure of the

network, activation function, weights α and β in the proposed approaches. The pro-

posed methods are aimed at developing static models by incorporating the temporal

correlation (slowness) aspect. Hence, in the comparative analysis, we have selected

two of the recently developed deep learning models HELM [128] and VW-SAE [130]

which are static in nature. Along with these, we have also included results from

FNN and slow feature regression(SFR). In SFR, the SFs are extracted using SFA,

and the features are ordered according to their correlation with output. Regression is

performed between the SFs and outputs and the number of SFs is decided based on

the performance on the validation dataset. A comparison of these methods with the

proposed ones is made in terms of root-mean-squared error (RMSE) and concordance

correlation coefficient (ρc). RMSE is expressed as

RMSE =

√︄∑︁N
i=1(yî − yi)2

N
. (4.7)

Here, ŷ and y are the estimated and the actual value of the output. ρc is a measure

of agreement between a set of paired values. It is a measure of how the data spreads

around the 45◦ line when ŷ is plotted against y. ρc is expressed as

ρc =
2ρσŷσy

σ2
ŷ + σ2

y + (µŷ − µy)2
. (4.8)

Here, ρ is the correlation coefficient between y and ŷ. σ• and µ• are the standard

deviations and means of the corresponding variables. The value of ρc ranges from -1

to 1, with 1 implying perfect agreement between the two sets.
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4.4.1 Simulated case study

In this case study, SFs are generated using the PSFA model. These are then non-

linearly mapped to get the input and the output signals. This is according to the

rationale that the SFs are primarily responsible for the observed outputs for processes

that are primarily slow in nature. The PSFA model is given as follows.

st = Ast + vt; vt ∼ N (0,Σs) (4.9)

xt = Hst + wt; wt ∼ N (0,Σx) (4.10)

The matrix A is a diagonal matrix with diagonal entries ai lying between 0 and 1. The

closer ai is to 1, the slower the feature is. The noise covariance matrix Σs is diagonal

with the covariance being 1−a2i to make the SFs have unit variance. Equation (4.10)

describes a linear relationship between the SFs and the inputs. In this case study,

the SFs are mapped nonlinearly to get the input data as well as the output data.

In this case study, three SFs are generated using (4.9). The matrix A is taken

as diag(0.999,0.997,0.995). These SFs are mapped using nonlinear functions to get

the input dataset x. The nonlinear functions used in this case study are of the form

sk, s · exp(k · s), exp(k · sk), exp( k
c+s

), log(k · s), tanh(k · s). These functions in

various combinations are used to generate eight input signals from the three SFs. To

generate the outputs, a quadratic polynomial function of the three SFs is used. Using

this formulation, 8000 samples are generated. If we normalize the generated signals

and calculate the mean of the squared velocities (MSV), we get the following results.

⟨(∆x)2⟩ = [0.0165, 0.0534, 0.0185, 0.0676,

0.0252, 0.0318, 0.0313, 0.0325]
(4.11)

The same value for the latent variables and the output signals are [0.0057 0.0067

0.0075] and 0.0106 respectively. Hence, the output is slower than all of the input

signals. Hence it would be pertinent to do an analysis in terms of the velocities or

the slowness of the features that result in the output which is the aspect on which

the proposed approaches are based.

The dataset is split in the ratio of 50:25:25 between training, validation, and test

sets. The split is made such that the temporal sequence of points is maintained, i.e,

the test set comes after the validation set, which comes after the training set in the
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Figure 4.4: Scatter plot of predictions vs. actual data for the simulated dataset

time series. The network has the following structure [8-6-4-3-2-1] and the number of

SFs is taken to be three. The activation function used is the leaky rectified linear

unit (ReLU). ReLU activation function is expressed as f(x) =max(x, ax) and the

hyperparameter a is tuned using the validation dataset. For this case, a is 0.05 for
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Table 4.1: Comparison of RMSE and ρc obtained for FNN, HELM, VW-SAE, SFR
and proposed methods for the simulated dataset

Method RMSE ρc

FNN 0.5902 0.8199

HELM 0.5336 0.8427

VW-SAE 0.5171 0.8608

SFR 0.6848 0.8226

SSFASN1 0.4466 0.8953

SSFASN2 0.4377 0.9001

VW-SAE and the proposed methods, 0.1 for FNN, and 0.2 for HELM. The last layer

is set to be a linear layer. The same structure of the overall network is chosen for

FNN, VW-SAE and the two proposed methods.

The proposed approaches are implemented on the dataset and the performance

is compared with that of FNN, VW-SAE, and SFR. Fig. 4.4 shows the plot of pre-

dicted output against the actual output for the test dataset. The top figure compares

SSFASN1 with FNN, VW-SAE, and SFR and the bottom figure is for SSFASN2.

The closer the points lie to the 45◦ line, the better is the approach. We can observe

that the points are spread more tightly around the 45◦ line for the proposed methods

than that for FNN, VW-SAE, and SFR. The RMSE and ρc values obtained on the

test data for the four methods are presented in Table. 4.1. It can be seen that the

proposed methods have a smaller RMSE and larger ρc than FNN and VW-SAE. The

average reduction in RMSE for the proposed methods is 25.08% w.r.t FNN, 17.14%

w.r.t HELM, 14.49% w.r.t VW-SAE, and 35.45% w.r.t SFR. SFR gives the largest

RMSE as it is a linear method (but results in a better ρc than FNN as the data

has slow latent features). But, the main reason is the supervised nature of latent

feature extraction which can be observed if we consider the correlation of SFs with

outputs. For SFR, the top three correlations are [0.3844, 0.4101, 0.7023]. While for

the SSFASN1 and SSFASN2 are [−0.5373, 0.3334, 0.8229] and [0.2628, 0.7153, 0.6015]

respectively. This higher correlation leads to better predictions. Among the neural

networks, FNN gives the largest RMSE because in training an FNN, the objective

is only to build an input-output model and no attention is paid towards the latent
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representations of the data. A lack of such considerations may lead to a model with

a poor generalization ability. HELM and VW-SAE extract the latent features from

the inputs in stages, in unsupervised and supervised manners respectively and this

results in a better representation of the latent structure of the data. This leads to

a better generalization ability than FNN. But, in these methods (and also in FNN),

the temporal nature of the data is not considered. Proposed SSFASN1 and SSFASN2

learn the latent structures considering the temporal nature of the data and latent

features are learned in a supervised manner. This results in a better performance on

datasets with the characteristics considered in this work.

Both the proposed approaches have three terms in the objective function and as

a result, there are two weights α and β to be tuned. It is very likely that all the

objectives may not be achieved while training the network. Hence, careful considera-

tions must be given while tuning the weights such that all the objectives are achieved

to a certain degree. In SSFASN1, the objective is to obtain SFs that will construct

the output well (4.3). If α is low, the SFs may not be relevant to the outputs and

if β is low, it is possible that all three features are highly correlated. If the weights

are too high, the obtained features may not be slow at all. Because, with the slow-

ness objective, it is easy to map inputs such that the features overall have a very

low variance satisfying the slowness objective. But such signals are not necessarily

slow and it must be ensured that they have unit variance. A similar analysis follows

for SSFASN2 also. In this study, these facts are considered and weights are tuned

such that all the objectives are achieved. For SSFASN1, the covariance matrix of the

obtained features is

Cov(f(X)) =

⎡⎣ 0.8859 0.0107 −0.1915
0.0107 0.8564 0.0017
−0.1915 0.0017 0.7841

⎤⎦ . (4.12)

Although not exactly an identity matrix, the variances are close to one and the matrix

is diagonally dominant. When it comes to the slowness aspect, the obtained features

have the following MSV: [0.0136, 0.0216, 0.0242]. Overall, these values are lower

than the same for the input signals (4.11). This shows that the trained network has

resulted in SFs. Hence, it can be concluded that all the objectives in the objective

function are achieved. For SSFASN2, a diagonally dominant structure was obtained

80



in step-wise training. But when the whole network was trained (encoder and output

networks trained together), such a structure was lost.

4.4.2 Debutanizer column

The second case study is performed on the debutanizer column dataset [115]. This

is an open-source industrial dataset. Debutanizer column is used in a refinery to

remove the lighter components of propane and butane from the naphtha. One of the

objectives in the operation is to minimize the concentration of butane in the bottoms

for which real-time measurement of the same is needed. This can be achieved using

a soft sensor. The dataset contains 2394 samples with seven input variables. These

variables are top temperature (x1), top pressure (x2), reflux flow (x3), flow to the next

process (x4), sixth tray temperature (x5) and bottom temperatures (x6, x7). The

schematic diagram of the process and the description of the variables of the dataset

are given in Fig. 3.3 and Table. 3.3 respectively [115]. Similar to the previous case,

if we normalize the dataset and calculate the MSV of inputs, we get the following

result.

⟨(∆x)2⟩ =[0.0400, 0.2802, 0.0438, 0.0293,

0.0436, 0.0493, 0.0419]
(4.13)

This value for the output is 0.0067 implying that the output is slower than all the

inputs. The first 2200 samples in the dataset are used for the analysis. Similar to the

previous case, the data is split into three portions, one each for training, validation,

and testing in the ratio of 50:25:25. To enhance the performance of the soft sensors,

delayed inputs are augmented. For every variable, a delayed sample is augmented

based on its correlation with the output. Variables x6 and x7 are combined to get

x6̃ =
x6+x7

2
. Variable x5 overall has a high correlation with the outputs. Hence three

delayed samples are taken. For every variable, up to 10 delays are considered. In

total there are 14 inputs and one output.

x̃(t) =[x1(t), x2(t), x3(t), x4(t), x5(t), x6̃(t),

x1(t− 9), x2(t− 6), x3(t− 9), x4(t− 9),

x5(t− 9), x6̃(t− 9), x5(t− 3), x3(t− 6)]

(4.14)

After augmentation, x̃(t) and x̃(t− 1) are still adjacent in time. Hence the argument

that latent features of two adjacent samples must be close to each other still holds
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Figure 4.5: Scatter plot of predictions vs. actual data for the debutanizer column
dataset

here. The structure of the neural network is [14-10-6-3-2-1] with the number of SFs

taken as three. The ReLU parameter a is taken as 0.05 for FNN and 0.1 for VW-SAE.

For the proposed methods, it is taken as {0.2, 0.2, 0.5, 0.2} after tuning. The latent
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Table 4.2: Comparison of RMSE and ρc obtained for FNN, HELM, VW-SAE, SFR
and proposed methods for debutanizer column dataset

Method RMSE ρc

FNN 0.1430 0.5669

HELM 0.1365 0.6234

VW-SAE 0.1262 0.6685

SFR 0.1260 0.7507

SSFASN1 0.1004 0.7783

SSFASN2 0.1018 0.7673

variable layer required a higher value of a to meet the objectives of decorrelation and

slowness.

Fig. 4.5 shows the scatter plot of predictions vs. actual data for the test dataset.

It can be observed that the proposed methods result in a tighter bound around the

45◦ line indicating better predictive ability. The results are quantified in Table. 4.2

which compares the RMSE and ρc values of the proposed methods against those of

FNN, HELM, VW-SAE and SFR. The average reduction in RMSE in comparison with

FNN, HELM, VW-SAE, and SFR is 29.30%, 25.93% 19.89%, and 19.76% respectively.

It can be observed that SFR performs better than FNN indicating that the process

is primarily driven by slow latent features and incorporating slowness into neural

networks improves the results. The debutanizer column dataset has been used in

[130], [132] and [137]. But it must be noted that in these cases yt−1 is used to predict

yt. We have developed models to predict outputs solely based on the inputs which

are suitable for a scenario when y measurements are not available.

The weights of all the terms in the objective are carefully tuned so as to achieve

each objective. For SSFASN1, the covariance matrix of the hidden features is

Cov(f(X)) =

⎡⎣ 0.8999 0.0194 −0.0005
0.0194 0.8607 0.1198
−0.0005 0.1198 0.9440

⎤⎦ . (4.15)

The diagonal entries are close to one and the matrix is diagonally dominant. The

MSV of the hidden features are 0.0205, 0.0222 and 0.0300 which are overall smaller
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than the MSV of input signals (4.13). For SSFASN2, we get

Cov(f(X)) =

⎡⎣1.0406 0.1858 0.2222
0.1858 1.0202 0.1769
0.2222 0.1769 1.0344

⎤⎦ . (4.16)

The variances are close to one and the matrix is diagonally dominant. The MSV of

the features are 0.0361, 0.0347, and 0.0489 which indicate that the extracted features

are overall slower than the inputs. These indicate that the weights are properly tuned

in order to achieve all the objectives.

4.4.3 Hybrid tank system

This is an experimental case study and the data is obtained from a hybrid tank

system. The experimental setup consists of three tanks connected as shown in Fig.

3.7, two pumps, and nine valves. Valves V1-V4 connect the middle tank and the

side tanks, and valves V5, V7, and V9 connect the tanks and the storage tank. The

flow of water from the tanks to the storage tank is due to gravity making the system

nonlinear and the interactions between the tanks increase the nonlinear nature of the

system. The objective is to develop a soft sensor to predict the height of water in

the middle tank. Eight input variables are selected: flowrate, side tank liquid level,

pump-speed, slave controller output for both sides of the system. Heights usually

vary slower than the input variables. Hence it would be advantageous to impart the

slowness constraints on the latent variables. This can be seen through MSV for inputs

and outputs. The MSV for inputs is

⟨(∆x)2⟩ =[0.4061, 0.0006, 1.0438, 0.0019,

0.4072, 0.0006, 1.0562, 0.0018]
(4.17)

The MSV for output is 0.0006. We can see that the heights are slower than the

remaining inputs. A total of 10,000 samples are collected and are split as 50:25:25

into training, validation, and test sets. The network structures are taken as [8-6-5-

4-2-1] with the latent structure taken as four. The ReLU parameter for the hidden

layers is taken as {0.2, 0.2, 0.5, 0.2} for the proposed methods and 0.2 and 0.05 for

all layers for FNN and VW-SAE respectively. The RMSE and ρc values are given in

Table. 4.3 and the scatter plot of the predictions against actual data for test data is

shown in Fig. 4.6. The proposed methods gave a tighter spread around the 45◦ line
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Table 4.3: Comparison of RMSE and ρc obtained for FNN, HELM, VW-SAE, SFR
and proposed methods for the hybrid tank system dataset

Method RMSE ρc

FNN 0.6643 0.7650

HELM 0.8042 0.5861

VW-SAE 0.6165 0.8101

SFR 1.4731 0.5158

SSFASN1 0.5220 0.8552

SSFASN2 0.4823 0.8766

than FNN, HELM, VW-SAE, and SFR. Conventional SFR gave poor results when

compared with nonlinear methods while incorporating slowness into neural networks

by the proposed methods gave the best results both in terms of RMSE and ρc. Similar

to the previous two case studies near-identity covariance matrices are obtained for

the latent space for both methods.
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Figure 4.6: Scatter plot of predictions vs. actual data for the hybrid tank system
dataset
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4.5 Conclusion

In this chapter, two approaches are presented that perform output-relevant slow fea-

ture extraction. The proposed methods try to learn the latent space of time-series

data considering two aspects: temporal relations and relevance of latent features to

the outputs. Both these aspects are important to consider in the supervised learning

of time series datasets. The proposed methods are implemented using Siamese neural

networks. In neural networks, it is important that training is performed in a struc-

tured way to get better results. The proposed approaches provide such a structure

from a perspective of temporal relation and output relevance. These methods can also

be seen as a way of regularizing the deep learning process to give a certain structure

to the latent space. The simulation results have shown that it is indeed beneficial

to consider the temporal relations and the output relevance aspect for time-series

data. The performance of the proposed SSFASN1 and SSFASN2 is better than FNN,

HELM, and VW-SAE where such aspects are not considered.
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Chapter 5

Latent Variable Modeling and
State Estimation of Non-stationary
Processes Driven by Monotonic
Trends *

This chapter presents the latent variable modeling approach considering the mono-

tonicity aspect of the latent variables. In certain non-stationary processes, the non-

stationary dynamics is caused by degradation or wearing of certain process compo-

nents. Such dynamics can be characterized by a latent monotonic signal. Meanwhile,

there also exist stationary dynamics characterizing the regular process variables. It

hence becomes pertinent to distinguish these two sets of latent variables for the mon-

itoring of the process from both the stationary and non-stationary aspects. In this

regard, we propose a methodology to achieve such a goal by modeling the latent

monotonic trend as a closed skew-normal random walk model. The other stationary

relations are characterized by a state-space model with Gaussian noises. The prob-

lem is solved as a simultaneous state and parameter estimation problem using the

expectation-maximization algorithm. As a result of the closed skew-normal random

walk model for the monotonic trend, the state estimation problem becomes a skew-

normal filtering and smoothing problem. The effectiveness of the proposed method is

verified through a numerical simulation, and the algorithm is applied to solve a Hot

Lime Softener fouling predictive monitoring problem.

*This chapter has been published as R. Chiplunkar and B. Huang, ”Latent variable modeling
and state estimation of non-stationary processes driven by monotonic trends”, Journal of Process
Control, vol. 108, pp. 40-54, 2021.
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5.1 Introduction

Processes accompanied by deteriorating ”health factors” are often driven by a latent

non-stationary variable which is monotonic in nature. Catalyst activity, fouling de-

position, equipment damage, etc would be a few typical examples for such processes

where the process progresses in a monotonic way. Yet there will be many relation-

ships between the variables that would remain the same through time which could

be characterized by a stationary nature. The observed multivariate dataset of such

processes would still have an overall non-stationary character as it is a mixture of

both stationary and non-stationary data trends. For effective monitoring of such

processes, one needs to isolate the latent monotonic trend (LMT) from the latent

stationery trends (LST).

Although such problems may be formulated as constrained optimization problems,

modeling such systems with a DLM and approaching it with a state and parameter es-

timation perspective is more convenient for dynamic systems. As discussed in section

1.2.2, the process noise for a monotonically evolving signal should be a distribution

with a positive support (for a monotonically increasing signal). In the literature, var-

ious distributions such as the exponential distribution, gamma distribution, etc have

been used to model the monotonic signal. With these distributions, the monotonic

signal’s distribution cannot be exactly inferred because of non-conjugacy issue in the

state estimation procedure. This thesis hence explores the usage of the closed skew-

normal distribution (CSN) to model the evolution of the monotonic signal. the CSN

distribution hase the properties of closedness, meaning the resulting distribution is

always a CSN upon a convolution or Bayesian inversion operation as long as the dis-

tributions involved in these operations are CSN. This results in a recursive derivation

of the state estimation procedure for a DLM modeled using CSN.

In deteriorating processes, the monotonic nature will not be apparent as it may be

mixed with other stationary sources. As discussed earlier, the objective in this case

is to model and separate the LMT and LST sources from the observed dataset for

efficient monitoring of the processes. Monotonicity is a special case of non-stationary

behavior. Separation of the stationary and non-stationary trends has been researched

previously. Co-integration analysis (CA) [146–148] is an approach where the non-
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stationary system, modeled typically as a vector autoregressive model, is linearly

projected onto a stationary subspace. Stationary subspace analysis (SSA) [149–151]

is another approach towards this where the observed data is assumed to be a lin-

ear mixture of stationary and non-stationary sources and an optimization problem is

solved to learn a matrix that maps the data to its stationary subspace. The main lim-

itation of these methods is that they do not consider the monotonicity aspect. Since

the faults considered in this work are assumed to evolve monotonically, CA and SSA

cannot be used for such cases. Secondly, these approaches rely on linear projections of

the available data onto the stationary and non-stationary subspaces. So, if the system

has a mixture of nm non-stationary components and ns stationary components, and

the number of observed signals ny is such that ny < nm+ns, these approaches cannot

be used. Another approach to separate the stationary and non-stationary sources is

based on state-space modeling. Scott et al. [59] approached the problem by having

two independent state-space models, one for stationary and another random-walk

model for non-stationary characteristics, and identifying the state-space models. In

this work, the current problem is approached via the state-space model approach as

it provides two main advantages. The first one is that it is convenient to incorporate

the monotonicity constraint through the state-space model approach as the LMT is

modeled using a CSN. The second one is that the number of observed signals can

be less than the mixed stationary and non-stationary signals. The combined state

and parameter estimation problem is then solved using the expectation-maximization

(EM) algorithm [106,107]. The state estimation portion of the problem then reduces

to a Kalman filtering and Rauch–Tung–Striebel (RTS) smoothing problem with CSN

distribution. In this work, a complete analytical derivation of the recursive equations

of the filtering and smoothing steps is provided. Finally, the efficacy of the proposed

methods is verified on two case studies. The first one is a simulated case study. The

second one is on an industrial fouling dataset where the proposed method is used to

monitor the fouling buildup in a hot lime softener process. The contributions of this

chapter are as follows.

1. Separation of stationary and non-stationary sources of a monotonically deteri-

orating process by formulating the system as a CSN state-space model
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2. Develop recursive smoothing equations analytically for a CSN model when the

process noise is CSN and observation noise is Gaussian.

The rest of the chapter is organized as follows. In section 5.2, the proposed model is

presented. In section 5.3, the solution for the proposed model by the EM algorithm

is given. Section 5.4 presents the results of the case studies and section 5.5 concludes

the chapter. The derivations involved in this Chapter for the E-step are setailed in

Appendix A.

5.2 Latent variable model with a hidden mono-

tonic trend

The section presents the proposed model to model the LMT and LST. Before that,

the CSN distribution and its notion is visited briefly.

5.2.1 Closed skew-normal distribution - Revisit

The CSN, as proposed in [78] and [79], can be described using two variables, one of

which has truncated observations. Let us consider the following equations.

l = αk + el, el ∼ N (el; 0, σ2
l ) (5.1)

m = βk + em, em ∼ N (em; 0, σ2
m) (5.2)

Let the covariance between the two noises be σlm. In the remainder of this chapter, the

following notations are used to denote the Gaussian probability distribution function

(pdf) and cumulative distribution function (cdf) respectively: Ndimension(variable;

mean, variance) for the pdf and Φdimension (limit; mean, variance) for the cdf. The

joint distribution of y and z now can be expressed as[︃
l
m

]︃
∼ N1+1

(︄[︃
l
m

]︃
;

[︃
αk
βk

]︃
,

[︃
σ2
l σlm

σml σ2
m

]︃)︄
. (5.3)

Let us look at the distribution p(l|k,m ≥ 0).

p(l|k,m ≥ 0) =
p(m ≥ 0|l, k) p(l|k)

p(m ≥ 0|k)

=
(1− Φ1(0; µm|l,k, σm|l,k)) N1(l; αk, σ2

l )

(1− Φ1(0; βk, σ2
m))

(5.4)
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Here,

µm|l,k = βk +
σml

σ2
l

(l − αk); σm|l,k = σ2
m −

σ2
ml

σ2
l

(5.5)

Equation (5.4) can be simplified as

p(l|k,m ≥ 0) =
N1(l; αk, σ2

l ) Φ1(
σml

σ2
l
(l − αk); −βk, σm|l,k)

Φ1(0; −βk, σ2
m)

(5.6)

From the above equation, one can see that the distribution has two terms which are

a function of l. The Gaussian pdf and the Gaussian cdf. The cdf term is the one that

causes skewness in the distribution. The denominator is a normalization constant.

Equation (5.6) can be generalized to define the pdf of CSN. The pdf of x distributed

as a CSN is given as

p(x) =
Nn(x; µ,Σ) Φq(Γ(x− µ); ν,∆)

Φq(0; ν,∆+ ΓΣΓ′)
(5.7)

which can be represented in a compact form as

x ∼ CSNn,q(x; µ,Σ,Γ, ν,∆) (5.8)

Here n is the dimension of x and hence the dimension of the Gaussian pdf term.

q is the dimension of the cdf term. The CSN is parameterized by five parameters.

µ(n × 1) and Σ(n × n) are the mean and covariance of the pdf term, while ν(q × 1)

and ∆(q × q) are the mean and covariances of the cdf term. Γ(q × n) is called the

skewness parameter and when Γ = 0, CSN reduces to a Gaussian distribution.

5.2.2 Model formulation

The objective is to extract LMT({mt}) and LST({st}), given the observations ({yt}).

Here { . } represents the set of all variables from time t = 1 to t = T . The proposed

model is defined in the following equations.

st = A st−1 + vt, vt ∼ Nns(vt; 0,Σv) (5.9)

mt = mt−1 + et (5.10)

rt = wt (5.11)

yt = H1 mt +H2 st + ut, ut ∼ Nny(ut; 0,Σu) (5.12)
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It is assumed that the overall non-stationarity is caused by a single source of degra-

dation which is taken to be the LMT in this case. The stationary part of the system

has no such assumption and hence is represented by a higher-order system as given in

(5.9) of the proposed formulation. Here, the evolution of the stationary component

of the process s is represented by A which is an ns × ns matrix. The matrix A must

have all the eigenvalues within the unit circle for stability, but mainly to ensure that

(5.9) does not model the non-stationary dynamics. vt is the process noise for st with

a mean of a ns × 1 vector of zeros represented by 0 and a covariance matrix of Σv

which is assumed to be diagonal. Here onwards whenever the LST modeled by (5.9)

is referred to as being stationary, we imply weak stationary dynamics, i.e the case

where the mean is constant throughout time, but the covariance need not be. One

could assume special structures in Σv to make the (5.9) strictly stationary. However, a

weak-stationary model is assumed in this work for a more general case. The observed

data is defined as a linear mixture of the LMT and LST and hence is represented as

in (5.12). Here, ut is the observation noise with a zero mean and a covariance matrix

Σu which is taken as a diagonal matrix. Equations (5.10) (a random walk model) and

(5.11) together represent the LMT. Here, mt represents the LMT and rt is a latent

variable that is introduced just to make mt monotonic (similar to m in (5.2)). Noises

et and wt are correlated and the Pearson correlation coefficient is ρ > 0. All other

noises are uncorrelated with each other. The dimensionality of mt (and also rt) is

taken to be one because of the assumption that the overall degradation in the process

can be represented by a single LMT. With these definitions, the joint distribution of

mt and rt can be expressed as[︃
mt

rt

]︃
∼ N2

(︄[︃
mt−1

0

]︃
,

[︃
σ2
e ρσ2

e

ρσ2
e σ2

e

]︃)︄
. (5.13)

The variance of both et and wt is taken to be σ2
e . Here onwards, the model and the

procedure presented is to extract a monotonically increasing trend. The extension for

a decreasing one is straightforward. To ensure that x is monotonically increasing, one

must define the transition probability for x such that mt ≥ mt−1. Hence one would

want to find the pdf p(mt|mt−1, rt ≥ 0). The reason to have the condition that rt is

greater than zero is as follows: the signal rt is nothing but a white noise wt and if wt

is correlated with et, and ρ is set close to 1, rt ≥ 0 or wt ≥ 0 would result in et ≥ 0

93



-3 -2 -1 0 1 2 3

x

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

p
(x

)

 = 0

 = 0.9

 = 0.99

 = 0.9999

Figure 5.1: The pdf of CSN at different values of ρ.

with a greater probability. et ≥ 0 ensures that mt ≥ mt−1. The pdf p(mt|mt−1 ≥ 0)

can be written as

p(mt|mt−1, rt ≥ 0) =
p(rt ≥ 0|mt−1,mt) p(mt|mt−1)

p(rt ≥ 0|mt−1)
. (5.14)

It can be observed that this has a form similar to the pdf p(p(l|k,m ≥ 0)) defined in

section 5.2.1. One can now substitute each term in the above equation as follows.

p(mt|mt−1) = N1(mt; mt−1, σ
2
e), (5.15)

p(rt ≥ 0|mt−1) = p(rt ≥ 0) = 0.5 = Φ1(0; 0, σ2
e). (5.16)

The skewness term in the numerator is

p(rt ≥ 0|mt−1,mt) =1− Φ1(0; ρ(mt −mt−1), σ
2
e(1− ρ2))

=Φ1(ρ(mt −mt−1); 0, σ2
e(1− ρ2)). (5.17)

Substituting these terms in (5.14), the following expression is obtained.

p(mt|mt−1, rt ≥ 0) = CSN1,1(mt; mt−1, σ
2
e , ρ, 0, σ

2
e(1− ρ2)). (5.18)
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Figure 5.2: The hierarchical probabilistic graphical model of the proposed approach
to extract the monotonic signal

Ideally, one would want a truncated Gaussian distribution to ensure that mt is always

greater than mt−1. We still define it in terms of a CSN as even a half-truncated

Gaussian distribution would make the states follow CSN in the E-step (discussed later)

due to the fact that the convolution of a half-truncated Gaussian with a Gaussian

leads to CSN, and also a CSN process has a nice recursive structure during filtering.

CSN moreover generalizes a half-truncated Gaussian distribution thus also providing

an extra parameter ρ for tuning. This gives one more flexibility as not all datasets

need a very high ρ to ensure the extracted signal to be monotonic in nature as shown

in the case studies. Fig. 5.1 shows the pdf of CSN(x; 0, 1, ρ, 0, (1− ρ2)) at different

values of ρ. One can observe that as ρ approaches 1, the skewness of the distribution

increases and the pdf resembles a truncated Gaussian distribution when ρ is close to

1. At ρ = 1, the pdf in fact becomes a truncated Gaussian distribution. Although

this parameter adds some flexibility in tuning the LMT, particularly the rate of the

LMT’s evolution, it must be tuned carefully so as to ensure a monotonic trend.

Finally, the proposed model can be summarized in terms of the distributions as
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follows.

p(st|st−1) = Nns(st; Ast−1,Σv) (5.19)

p(mt|mt−1, rt ≥ 0) = CSN1,1(mt; mt−1, σ
2
e , ρ, 0, σ

2
e(1− ρ2)) (5.20)

p(yt|mt, st) = Nny(yt; H1mt +H2st,Σu) (5.21)

The states to be estimated are {[m′
t s

′
t]
′} and the parameters are {A,H1, H2,Σv, σ

2
e ,Σu}.

This state and parameter estimation problem can be solved using the EM algorithm.

Note that in the remainder of this chapter, mentioning of the condition rt ≥ 0 is

left out for the convenience of presentation. The hierarchical probabilistic graphical

model for the model represented in (5.19), (5.20), and (5.21) is shown in Fig. 5.2

5.3 Maximum likelihood estimation

Given the distributions defined in (5.19), (5.20) and (5.21), the joint likelihood of the

whole dataset conditioned on {rt > 0} can be formulated as follows.

p({mt},{yt}, {st}|{rt ≥ 0})

=
T∏︂
t=1

p(yt|mt, st, rt ≥ 0)×
T∏︂
t=2

p(mt|mt−1, rt ≥ 0)p(st|st−1, rt ≥ 0)

× p(m1|r1 ≥ 0)p(s1|r1 ≥ 0)

=
T∏︂
t=1

p(yt|mt, st)×
T∏︂
t=2

p(mt|mt−1, rt ≥ 0)p(st|st−1)× p(m1|r1 ≥ 0)p(s1)

(5.22)

Maximizing this likelihood directly is infeasible and hence the EM algorithm is used.

5.3.1 EM algorithm - Revisit

The EM algorithm is a technique for maximizing the likelihood function of a system

when the data for some of the variables are missing. It is one of the standard tech-

niques used for latent variable modeling. In these cases, maximizing the likelihood

directly is infeasible. EM algorithm which is an iterative procedure can be followed to

iteratively estimate the latent variables and the parameters. As the name suggests,

the algorithm has two steps: the expectation step (E-step) and the maximization step

(M-step). The details of the algorithm can be found in Bishop [106] and we briefly
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mention the two steps. Suppose we have observed data Y and latent data S, the joint

likelihood of p(Y, S|θ) can be maximized in the following steps.

1. Initialize the parameters θ as θold

2. E-step: Calculate the expected value of the joint log likelihood as a function of θ,

where the expectation is taken w.r.t the conditional distribution of p(S|Y, θold)

. This is called the Q function.

Q(θ|θold) = ES∼p(S|Y,θold)[log p(Y, S|θ)] (5.23)

3. M-step: Maximize the Q function w.r.t θ to update the parameters.

θnew = argmax
θ

Q(θ|θold)

θold = θnew
(5.24)

4. Iterate till convergence.

5.3.2 M-Step

We first present the M-step of the algorithm. Substituting the distributions defined

in (5.19), (5.20) and (5.21) into the likelihood in (5.22) and taking the logarithm,

the log-likelihood function can be obtained as follows. The constant terms can be

ignored as they will not affect the following derivations and the log-likelihood function

is expressed in terms of the states and parameters.

log p({mt}, {yt}, {st}|{rt ≥ 0}) =

−
T∑︂
t=1

1

2
(yt −H1mt −H2st)

′Σ−1
u (yt −H1mt −H2st)

− T

2
log(det(Σu))

−
T∑︂
t=2

1

2
(st − Ast−1)

′Σ−1
v (st − Ast−1)−

T − 1

2
log(det(Σv))

−
T∑︂
t=2

1

2

(mt −mt−1)
2

σ2
e

− T − 1

2
log(σ2

e)

+
T∑︂
t=2

log(Φ1(ρ(mt −mt−1); 0, σ2
e(1− ρ2))) (5.25)
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The Q function can be calculated by taking the expectation of the above expression

w.r.t the distribution of the latent variables given all the observations. To obtain the

expression for certain parameters, the Q function is differentiated w.r.t the parameter

and equated to zero. The whole procedure is straightforward and can be accomplished

using some well-known matrix differentiation lemmas. The following equations for the

mapping matrices of the model are obtained [106].

A =

{︄
T∑︂
t=2

E[sts′t−1]

}︄{︄
T∑︂
t=2

E[st−1s
′
t−1]

}︄−1

(5.26)

H =

{︄
T∑︂
t=1

ytE[[m′
t s

′
t]]

}︄{︄
T∑︂
t=1

E

[︄[︃
mt

st

]︃
[m′

t s
′
t]

]︄}︄−1

(5.27)

Here H = [H1 H2] and the two matrices are estimated together as H by augmenting

the LMT and LST. The two covariance matrices can be estimated as

Σu =
1

T

T∑︂
t=1

{︄
yty

′
t − yt E[[m′

t s
′
t]]H

′ −HE

[︄[︃
mt

st

]︃ ]︄
y′t +HE

[︄[︃
mt

st

]︃
[m′

t s
′
t]

]︄
H ′

}︄
(5.28)

Σv =
1

T − 1

T∑︂
t=2

{︄
E[sts′t]− E[sts′t−1]A

′ − AE[st−1s
′
t]+ AE[st−1s

′
t−1]A

′

}︄
(5.29)

Since we have assumed a diagonal structure for the covariance matrices, only the

diagonal elements of the above matrices are needed to form the updated covariance

matrix.

Σu = diag(diag(Σu)); Σv = diag(diag(Σv)) (5.30)

To obtain the skewness parameter ρ of the LMT, the following term has to be differ-

entiated w.r.t ρ.

E

[︄
T∑︂
t=2

log(Φ1(ρ(mt −mt−1); 0, σ2
e(1− ρ2))

]︄
(5.31)

With the states being inside a nonlinear function of log(Φ()), it is difficult to obtain

closed-form expressions for ρ. Referring back to Fig. 5.1 and the discussion in section

5.2.2, the CSN considered here needs to resemble a half-truncated Gaussian. For

that, ρ needs to be set close to one. Hence ρ is taken as a tuning parameter and
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manually tuned in a range close to 1 such that monotonic realization of the signal mt

is guaranteed. With CSN resembling a half-normal distribution, the Φ(.) term will

disappear from the distribution and the expected log-likelihood of the LMT will be

as follows.

E

[︄
−

T∑︂
t=2

1

2

(mt −mt−1)
2

σ2
e

− T − 1

2
log(σ2

e)

]︄
(5.32)

Differentiating the above term w.r.t σe, gives us

σ2
e =

1

T − 1

T∑︂
t=2

{︄
E[m2

t ]− 2E[mtmt−1]+ E[m2
t−1]

}︄
(5.33)

It can be observed that all the equations for the parameter updates contain the

expected values of the states. These will be estimated in the E-step of the EM

algorithm.

5.3.3 E-step

In the E-step the expected values required to update the parameters are estimated.

As discussed in section 5.3.1, the distribution w.r.t which the expectation of the

quantities are evaluated is p(mt, st|yt, θold). This is now a state estimation problem

where this probability distribution is estimated at each time instant. We briefly visit

the state estimation procedure in the next section. Here onwards, we will denote

the set of measurements from time t = 1 to any time t as Yt = {m1,m2, . . . ,mt}.

Hence YT represents the set of all measurements available and the distributions of

our interest to be estimated are p(mt, st|YT ).

5.3.3.1 State estimation - Revisit

The state estimation procedure of a Markov process defined by a state transition

pdf p(st|st−1) and a observation pdf p(yt|st) has two steps. In the first step called

filtering, one moves forwards from t = 1 to t = T to estimate the pdf p(st|Yt) at each

time instant. The filtering step can be further divided into prediction and update

steps. In the second step called smoothing one moves backwards from t = T to t = 1

estimating the pdf p(st|YT ) [152]. The state s defined in this revisit denotes a general

hidden state. The whole procedure is summarized in the following equations.
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Prediction:

p(st|Yt−1) =

∫︂
p(st|st−1) p(st−1|Yt−1) dst−1 (5.34)

Update:

p(st|Yt) =
p(yt|st) p(st|Yt−1)∫︁

p(yt|st) p(st|Yt−1) dst
(5.35)

Smoothing:

p(st|YT ) =

∫︂
p(st+1|st)p(st|Yt)∫︁
p(st+1|st)p(st|Yt) dst

p(st+1|YT ) dst+1

(5.36)

5.3.3.2 Forward pass - Filtering

In this section we discuss the filtering part of the algorithm which involves solving

(5.34) and (5.35).

Prediction: The prediction step involves calculating the pdf p(mt, st|Yt−1) as in

(5.34). Say at time t, the following distribution is available from t− 1 for the states,

both the LMT and LST.

p(mt−1, st−1|Yt−1) =

CSNns+1,t−1

(︃[︃
mt−1

st−1

]︃
;

[︃
mt−1|t−1

st−1|t−1

]︃
,Σt−1|t−1,Γt−1|t−1, νt−1|t−1,∆t−1|t−1

)︃
(5.37)

The subscripts of the parameters indicate the values of the corresponding parameters

at t− 1 given Yt−1. The transition probability of the states is

p(mt, st|mt−1, st−1) = CSN1,1(mt; mt−1, σ
2
e , ρ, 0, σ

2
e(1− ρ2))×Nns(st; Ast−1,Σv)

= Nns+1

(︃[︃
mt

st

]︃
;

[︃
mt−1

Ast−1

]︃
,

[︃
σ2
e 0
0 Σv

]︃)︃
× Φ1(ρ(mt −mt−1); 0, σ2

e(1− ρ2))

Φ1(0; 0, σ2
e)

(5.38)

Here onwards, we use 0 to represent the vector or matrix of zeros of appropriate size.

The cdf term in the numerator of the above equation can be rewritten as follows

Φ1(ρ(mt −mt−1); 0, σ2
e(1− ρ2)) = Φ1

(︃
γ

[︃
mt −mt−1

st − st−1

]︃
; 0, δ

)︃
(5.39)

with γ = [1 0] and δ = σ2
e(1− ρ2). Finally, the transition pdf can be expressed as

p(mt, st|mt−1, st−1) = CSNns+1,1

(︃[︃
mt

st

]︃
;

[︃
mt−1

Ast−1

]︃
,

[︃
σ2
e 0
0 Σv

]︃
, γ, 0, δ

)︃
(5.40)
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We also define the two following matrices.

Ã =

[︃
1 0
0 A

]︃
; ΣS =

[︃
σ2
e 0
0 Σv

]︃
(5.41)

We can now substitute (5.40) and (5.37) into (5.34) to calculate p(mt, st|Yt−1). The

resulting pdf is also a CSN and the expressions can be found in Rezaie and Eidsvik [82].

We show the probabilistic approach of the derivation for our case in A.1. Looking

at the integral in the derivation, had we selected a truncated Gaussian to model the

LMT, we would still get a CSN for the predicted distribution. This is because instead

of integrating between the limits of (−∞,∞) one would have integrated between

(−∞,mt) which would again result in a CSN (Lemma 5.1 in He et al. [85]). After

the derivation, the final expressions for the parameters of the CSN are as follows.[︃
mt|t−1

st|t−1

]︃
= Ã

[︃
mt−1|t−1

st−1|t−1

]︃
;

Σt|t−1 = ÃΣt−1|t−1Ã
′
+ ΣS;

Γt|t−1 =

[︄
Γt−1|t−1Σt−1|t−1Ã

′
Σ−1

t|t−1

γΣSΣ
−1
t|t−1

]︄
;

νt|t−1 =

[︃
νt−1|t−1

0

]︃
;

∆t|t−1 =

[︃
∆t−1|t−1 0

0 δ

]︃
+

[︃
Γt−1|t−1

−γÃ

]︃
(I − JtÃ)Σt−1|t−1

[︂
Γ′
t−1|t−1 −Ã

′
γ′
]︂

(5.42)

with Jt = Σt−1|t−1Ã
′
(ÃΣt−1|t−1Ã

′
+ΣS)

−1. It can be observed that the cdf parameters

of the CSN involve augmentation of prior and noise cdf parameters. This leads to an

increase in the dimensionality of the skewness term of the resulting CSN from t − 1

to t. Finally, at the end of the prediction step, we have a CSN expressed as follows.

p(mt, st|Yt−1) = CSNns+1,t

(︃[︃
mt

st

]︃
;

[︃
mt|t−1

st|t−1

]︃
,Σt|t−1,Γt|t−1, νt|t−1,∆t|t−1

)︃
(5.43)

Update step: On observing the measurement at t, the update step updates the

prior pdf of p(mt, st|Yt−1) to the posterior p(mt, st|Yt) using the Bayesian rule as given

in (5.35). As the measurement noise is of a Gaussian distribution, the derivation of

the update step is simpler than the prediction step and the details of the derivation

are provided in A.2. After this implementation of the Bayesian rule, the following
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expressions to update the parameters are obtained.[︃
mt|t
st|t

]︃
=

[︃
mt|t−1

st|t−1

]︃
+Kt(yt −H1mt|t−1 −H2st|t−1);

Σt|t = (I −KtH)Σt|t−1;

Γt|t = Γt|t−1;

νt|t = νt|t−1 − Γt|t−1

[︃
mt|t −mt|t−1

st|t − st|t−1

]︃
;

∆t|t = ∆t|t−1 (5.44)

where Kt = Σt|t−1H
′(HΣt|t−1H

′ + Σu)
−1. We finally have a CSN given as follows.

p(mt, st|Yt) = CSNns+1,t

(︃[︃
mt

st

]︃
;

[︃
mt|t
st|t

]︃
,Σt|t,Γt|t, νt|t,∆t|t

)︃
(5.45)

One can see that the dimensionality of the skewness term of the CSN has remained

the same in the update step. This is because of the Gaussian noise of the observation

pdf which has no skewness in it. So at every time instant, there is an increase in the

dimensionality by 1 due to the prediction step. Finally, at the end of these recursions

in the forward pass, we would have a CSN with a T dimensional skewness term.

5.3.3.3 Backward pass - Smoothing

From the update equations for the parameters, it can be observed that the distri-

butions p(mt, st|YT ) are needed. In the forward pass, only p(mt, st|Yt) are estimated

and hence one needs to move backward recursively updating all the parameters when

all the observations are observed. This is a smoothing procedure. The recursive es-

timates for the smoothened parameters can be derived using (5.36). The detailed

derivation is presented in A.3. As evident from (5.36) and A.3, the smoothing step

is the most difficult to derive. To the best of our knowledge, such equations for the

case when the process noise is CSN or truncated Gaussian, have not been derived.

The recursive estimates of the parameters are provided in this section.

At the end of the forward pass, we would have the distribution

p(mT , sT |YT ) = CSNns+1,T

(︃[︃
mT

sT

]︃
;

[︃
mT |T
sT |T

]︃
,ΣT |T ,ΓT |T , νT |T ,∆T |T

)︃
(5.46)

From this, we start to move backwards by estimating p(mT−1, sT−1|YT ), and so on

till t = 1 is reached. At any time t, the equations for the recursive estimates of the
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smoothened distributions are as follows.

Ct = Σt+1|TJ
′
t+1(Jt+1Σt+1|TJ

′
t+1 + (I − Jt+1Ã)Σt|t)

−1

Σ∗
t = (I − CtJt+1)Σt+1|T

Γ∗
t =

[︃
γ(Ct − Ã)
Γ∗
t+1Ct

]︃

ν∗
t =

⎡⎣−γ [︃mt+1|T −mt|T
st+1|T − Ast|T

]︃
ν∗
t+1

⎤⎦
δ∗t =

[︃
δ 0
0 δ∗t+1

]︃
+

[︃
γ

Γ∗
t+1

]︃
Σ∗

t

[︁
γ′ Γ∗

t+1
′]︁[︃

mt|T
st|T

]︃
=

[︃
mt|t
st|t

]︃
+ Jt+1

[︃
mt+1|T −mt+1|t
st+1|T − st+1|t

]︃
Σt|T = Jt+1Σt+1|TJ

′
t+1 + (I − Jt+1Ã)Σt|t

Γt|T =

[︃
Γt|t
Γ∗
t

]︃

νt|T =

⎡⎣νt|t − Γt|t

[︃
mt|T −mt|t
st|T − st|t

]︃
ν∗
t

⎤⎦
∆t|T =

[︃
∆t|t 0
0 δ∗t

]︃
(5.47)

At every time instant, the distribution is

p(mt, st|YT ) = CSNns+1,T

(︃[︃
mt

st

]︃
;

[︃
mt|T
st|T

]︃
,Σt|T ,Γt|T , νt|T ,∆t|T

)︃
(5.48)

It can be observe from the equations that in the backward pass the dimension of

the skewness term of the CSN stays the same. With these parameters, we have the

distributions of mt, st|YT . From these, the necessary first-order moments of E[mt],

E[st], E[[m′
t s

′
t]] and the second-order moments of E[m2

t ], E[sts′t], E

[︄ [︃
mt

st

]︃
[m′

t s
′
t]

]︄
can

be calculated. First-order moments are nothing but the means of the corresponding

distributions and the second-order moments are the covariance + mean × mean’ of

the corresponding distributions.

5.3.3.4 The cross-time joint distribution

Another important required term is the cross covariance term, which can be seen in

the equation for updating the parameters corresponding to the transition pdf which
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include A, Σv and σ2
e . The required expectations are E[sts′t−1] and E[mtmt−1]. To

estimate them, we first need to form the distribution of p(mt−1, st−1,mt, st|YT ). For

CSN, if the conditional and the marginal distributions are CSN, then the joint dis-

tribution is also a CSN. Hence, p(mt−1, st−1 ,mt, st|YT ) is also a CSN. The detailed

derivation of the parameters is given in A.4.

p(mt−1, st−1,mt, st|YT )

=CSN2ns+2,T

⎛⎜⎜⎝
⎡⎢⎢⎣
mt−1

st−1

mt

st

⎤⎥⎥⎦ ; µt−1,t|T ,Σt−1,t|T ,Γt−1,t|T , νt−1,t|T ,∆t−1,t|T

⎞⎟⎟⎠ (5.49)

The parameters of the above CSN are calculated according to the following equations.

µt−1,t|T =

⎡⎢⎢⎣
[︃
mt−1|t−1

st−1|t−1

]︃
+ Jt

[︃
mt|T −mt|t−1

st|T − st|t−1

]︃
[︃
mt|T
st|T

]︃
⎤⎥⎥⎦ ;

Σt−1,t|T =

[︃
JtΣt|TJ

′
t + (I − JtÃ)Σt−1|t−1 JtΣt|T

Σt|TJ
′
t Σt|T

]︃
;

Γt−1,t|T =

⎡⎣γ(I2 − ÃI1)
Γt−1|t−1I1

Γ∗
t I2

⎤⎦ ;

νt−1,t|T =

⎡⎢⎢⎢⎢⎣
−γ(I2 − ÃI1)µt−1,t|T

νt−1|t−1 − Γt−1|t−1

(︃
I1µt−1,t|T −

[︃
mt−1|t−1

st−1|t−1

]︃)︃
ν∗
t − Γ∗

t

(︃
I2µt−1,t|T −

[︃
mt|T
st|T

]︃)︃
⎤⎥⎥⎥⎥⎦ ;

∆t−1,t|T =

⎡⎣δ 0 0
0 ∆t−1|t−1 0
0 0 δ∗t

⎤⎦ (5.50)

with I1 and I2 defined as in (A.31) and (A.32). One can observe that the dimension-

ality of the cdf part of the above CSN is T . For example, the dimensionality of δ,

∆t−1|t−1, and δ∗t are 1× 1, (t− 1)× (t− 1), and (T − t)× (T − t) respectively which

combine to give a total of T × T .

This completes the recursive equations of the parameters to estimate the distri-

butions p(mt, st|YT ). Now to estimate the expected value of the quantities appearing

in the parameter estimation equations, one needs to estimate the moments of each

of the pdfs. For Gaussian cases it is easy to do this as the parameters of a Gaussian
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distribution are the mean and the covariance. But for a CSN this is not the case and

we discuss how to evaluate the mean and the covariance matrix of a CSN in the next

section.

5.3.3.5 Evaluating the expectations

As discussed earlier the µ and the Σ parameter are not the true mean and covariance

of the CSN distribution. The expressions for the moments of a CSN have analytical

expressions only for the case where the dimensionality of the skewness term is 1 [153].

For higher dimensionality, there are no analytical expressions. We hence resort to a

sampling based-method. For a CSN described in (5.8), we can calculate the mean

and variance as

E[x] = µ−Kν +KE[p];

Var[x] = Σ+KΓΣ +K(Var[p])K ′ (5.51)

with K = −ΣΓ′(∆+ΓΣΓ′)−1. Here, p is a dummy variable whose mean and variance

are calculated from the N samples drawn from the following truncated Gaussian

distribution.

p ∼ Nq(p; ν,∆+ ΓΣΓ′)

Φq(0; ν,∆+ ΓΣΓ′)
1(p ≤ 0)

E[p] =
1

N

N∑︂
i=1

pi; Var[p] =
1

N

N∑︂
i=1

(pi − E[p])(pi − E[p])′ (5.52)

The details of these expressions are discussed in A.5. With this, all the necessary

equations to calculate the expectations appearing in the parameter update equations

of the M-step are derived, and hence the E-step is concluded.

The issue of dimensionality: It is to be noted that the dimension of p is nothing

but the dimension of the skewness term of the CSN. For T samples, the dimension

of p is T and hence one would need to sample the variable p from a T -dimensional

truncated Gaussian distribution. This could result in some computational burden.

One possible way of avoiding this is to keep the dimension of the skewness term of the

CSN at a constant number k << T . To achieve this, one has to first approximate the

high dimensional CSN to a lower one at every point in the forward pass. For example,
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k = 1 requires the CSN to be approximated as a Gaussian at every time instant at the

end of the update step. This would not only decrease the accuracy, but also make the

derivation of recursive estimates for smoothing not possible, necessitating the usage

of particle filters to estimate the distributions of p(mt, st|YT ). Given this, and also

particularly when the application of this model is done off-line, the computational

burden caused by the dimensionality of the skewness term may be tolerated, and the

original solution can be applied.

Online implementation: The proposed approach results in a simultaneous state

and parameter estimation solution. The framework of the implementation of the

algorithm for monitoring deterioration and other stationary variations depends on

the timescale of the deterioration. For processes that degrade over smaller timescales

(of the order of weeks to a few months), it would be preferable to visualize the

trends very frequently. In such cases, the iterative estimation procedure which is

computationally expensive needs to be performed offline based on historical datasets

of the same process (previous cycles of operation). With a reasonable model available,

only the state estimation portion may be done online. Although, it needs to be noted

that the parameters may differ between different cycles of degradation and one may

need to intermittently perform the EM algorithm iterations to adjust the parameters

to the current cycle. For degrading processes with larger time scales (years), the

intervals at which the monitoring of degradation is required are larger. For such cases,

the model is run mostly offline, and the EM algorithm iterations can be performed

whenever there is a need to visualize the deterioration.

5.4 Case studies

In this section, we present the results obtained from the implementation of the pro-

posed approach on two case studies. The first one is a simulated case study where the

data is artificially generated from a linear system with LMT and LST. The second

one is an industrial case study where the proposed approach is applied on a hot lime

softener (HLS) process dataset to monitor the fouling buildup in the process.
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5.4.1 Simulation case study

Given our objective of separating the LMT and LST from a non-stationery process, we

mimic such behavior in this simulated case study. The system under consideration

has two observed variables. These are assumed to be a mixture of one LMT and

two LSTs. A sigmoid function has been used in our case to generate the LMT. The

sigmoid function is a monotonically increasing function and the rate of increase varies

from near zero at the extreme ends to very high in the middle, hence giving a good

variation in the function as far as monotonically increasing ones are concerned. The

following sigmoid function is used in the case study.

mt =
10

1 + exp(−0.04 ∗ (t− 125))
(5.53)

The stationary signals are generated using a state-space model with the absolute

value of the eigenvalues being less than 1. For this case study, the following equation

is used to generate the LST.

st =

[︃
0.95 0.5
−0.4 0.25

]︃
st−1 + Σv (5.54)

The eigenvalues of the A matrix are 0.6000± 0.2784i. Hence the system shows some

oscillatory behavior also. For simplicity, the noise covariances Σu nd Σv are selected

to be identity matrices. The inputs generated for this case study are depicted in Fig.

5.3. The outputs are generated according to the following equations.

yt =

[︃
1
−1

]︃
mt +

[︃
1 −1
1 1

]︃
st + Σu (5.55)

The coefficients are selected to be one in this case as LMT and LST both have

a ’similar’ variation and hence similar contributions of each signal are selected to

generate the output. A total of 250 samples are generated. The output data generated

for this system is depicted in Fig. 5.4. From the figure, it can be observed that the

overall data has a non-stationary characteristic. But this is not apparent because of

the stationary trends that are mixed with it.

Although co-integration analysis and stationary subspace analysis can be used to

separate the stationary and non-stationary components, in this case, one would only

be able to get two latent variables as there are two outputs. This would not result in

107



0 50 100 150 200 250

0

5

10

x

0 50 100 150 200 250

-10

-5

0

5

10

s
(1

)

0 50 100 150 200 250

t

-5

0

5

s
(2

)

Figure 5.3: The latent variables generated for the simulation case study. x is the
sigmoidal monotonic function, and s(1) and s(2) are the two stationary signals

a proper separation of the stationary and non-stationary components. The stationary

space will have a mixture of the two stationary signals and the non-stationary space

would have a mixture of the stationary and non-stationary signals. Hence the results

obtained from the proposed method are compared with an algorithm in which a

Gaussian distribution is assumed. For the Gaussian case, the M-step turns out to

be similar to the M-step we derived for the CSN. The E-step is nothing but the

original Kalman filter followed by an RTS smoother. These two steps are alternatively

performed till convergence. For the CSN algorithm, since there are 250 samples, the
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Figure 5.4: The outputs generated for the simulation case study

size of the CSN at every instant is 250. This requires a large number of samples to

estimate the moments of the CSN at each step. It increases the computation time

significantly.

This problem can be overcome to some extent by using a good initial guess for the

EM algorithm. The EM algorithm can result in a local minimum solution and the

initial guess may influence the final results. In our case, we first trained the Gaussian

model on the data and used the final values of the parameters as initial guesses for the

CSN model. This is equivalent to first training the CSN model with a ρ being equal

to zero and then subsequently increasing ρ. This reduced the number of iterations of

the EM algorithm for the CSN model, hence saving some time. For this case study,

a ρ of 0.8 was able to ensure that the extracted x is monotonic. The results of the

simulations are presented in Table. 5.1. The Gaussian model is compared with the

CSN model in terms of the sum of the squared errors (SSE). The SSE of the state

estimation is calculated w.r.t to the generated data. The SSE is calculated according
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to the following equation.

SSEm =
T∑︂
t=1

(mt − m̂t)
2; SSEs(i) =

T∑︂
t=1

(s
(i)
t − ŝ

(i)
t )2 (5.56)

Here, mt and s
(i)
t represent the states generated according to (5.53) and (5.54). Vari-

ables m̂t and ŝ
(i)
t represent the estimated states. It can be observed from Table. 5.1

that the SSE for the sigmoid signal is larger for the CSN model case. However, for the

stationary states, the CSN model outperforms the Gaussian model. These phenom-

ena can be explained as follows. The state estimation for the CSN model essentially is

a constrained estimation, with the constraint ensuring a monotonic trend. The Gaus-

sian model allows the non-stationary trend to vary freely hence reducing the SSE. But

this would violate the monotonic trend nature of the signal. Since yt = H1mt+H2st,

the violation of the constraint seen in x, induces an error in the estimated stationary

state s. Since the estimated non-stationary state preserves the monotonic nature of

the signal, it practically improves the estimation of the stationary state. Hence it is

observed that the proposed method increases the accuracy of the extracted stationary

signals. This can also be observed in the scatter plots of the estimated vs. actual

values of the signals depicted in Fig. 5.5, 5.6 and 5.7.

The non-stationary signal extracted by the Gaussian model is not monotonic in

nature. This can be observed in Fig. 5.8 which shows the rates of change of the

non-stationary signals extracted using a Gaussian model and a CSN model. The one

from Gaussian is not monotonic as the rate attains negative values at certain points

and the one from the CSN model is monotonic. It can also be observed that the

CSN one is smoother than the Gaussian one resembling a trend more similar to the

original sigmoid function.

Table 5.1: Comparing the SSE obtained for the Gaussian model and the CSN model

Method SSEm SSEs(1) SSEs(2)
Total SSE of

stationary features

Gaussian model 1.1714 183.7478 88.1470 273.0662

Proposed CSN model 6.9707 142.2412 35.6361 184.8480
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Figure 5.5: Comparison of the scatter plot of the monotonic signal extracted from
the Gaussian and CSN models

5.4.2 Fouling monitoring in a Hot Lime Softener

Hot lime softener (HLS) is an industrial process used to remove the hardness, silica,

etc from water. The hard water is mixed with chemicals such as lime, soda ash, etc

in a tank. The resulting mixture contains suspended solids and is sent for filtering

through a piping section to remove the solids. This piping section suffers from fouling

due to these suspended solids, which increases the cost of operation. On the other

hand, frequent cleaning would need the process to be shut down, hence reducing the

in-operation time. Monitoring the fouling buildup hence becomes essential for the

efficient operation of the process. The data used in this case study is obtained from

an industrial HLS used to soften the boiler feed water in a steam-assisted gravity

drainage (SAGD) process. The fouling indicator is based on the Darcy–Weisbach

equation, according to which (︃
F√
∆P

)︃0.8

∝ A. (5.57)

Here, F is the flowrate through the piping section, ∆P is the pressure drop and A

is the cross-section area. As the fouling material deposits during the course of the
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Figure 5.6: Comparison of the scatter plot of the first stationary signal extracted
from the Gaussian and CSN models

operation, the area A decreases gradually. Hence monitoring (F/
√
∆P )0.8, which

we will refer to as the flow coefficient, will help us to monitor the fouling. Alsadaie

and Mujtaba [154] categorize fouling into different categories based on the interaction

between fouling deposition and removal rates. These categories are the linear rate,

falling rate, asymptotic rate, and sawtooth behavior. In our case, the saw-tooth

nature is seen where there is an initial increase in fouling followed by an oscillatory

behavior. This oscillatory behavior is due to the intermittent flushing away of the

deposited fouling substance. The flow coefficient calculated for the data is depicted in

Fig. 5.9. These oscillations increase over time and one could use this as an indication

of fouling buildup. But these oscillations are mixed with the non-stationary trend and

for the monitoring purpose, we need to separate them. Hence we model the system
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Figure 5.7: Comparison of the scatter plot of the second stationary signal extracted
from the Gaussian and CSN models

as follows.

st = A st−1 + vt

mt = mt−1 + et

rt = wt(︃
F√
∆P

)︃0.8

= yt = H1 mt +H2 st + ut (5.58)

Here the dimensionality of x and s is 1. The monitoring strategy for this case is

summarized below.

1. Calculate the flow coefficient according to (5.57).

2. Implement the proposed algorithm to separate the LMT and LST.

3. Fig. 5.9 indicates an LMT superimposed by an oscillating variable. Use the

LMT to infer the rate of fouling buildup. A non-monotonic signal extracted by

a Gaussian model cannot be used to monitor the rate of fouling.
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4. Use the stationary trend to monitor the oscillations caused by flushing away

of the fouling material. The decision about cleaning can be made when the

magnitude of the oscillations crosses a certain threshold.
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respectively.
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Figure 5.11: Rate of change of the LMT obtained from the first fouling dataset

The proposed method is implemented on the fouling dataset and the results are

shown in Fig. 5.10. We have down-sampled the dataset for both cases so that

the dimensionality of the CSN does not go too high. Also, the flow coefficient is a

decreasing quantity and we have converted it to an increasing one by only subtracting

the trend from its maximum value to facilitate visualization. This does not change

the trend in any way as all the temporal relations and covariances are still intact.

From the results in Fig. 5.10, it can be observed that the Gaussian model does not

extract a signal even close to the monotonic nature. The LST extracted shows a trend

of increasing oscillations for both the Gaussian and CSN models. But this nature is

more apparent for LST obtained from the proposed method. The rate of change of

the LMT is depicted in Fig. 5.11. As expected, the rate of change is oscillatory and

takes values on both sides of the zero line for the Gaussian model. As a result of

this, no clear conclusions can be made about the rate of fouling by looking at this

trend. For the CSN model, the trend is smoother and will be suitable for monitoring

purposes. This shows that the proposed approach is more efficient in extracting the

two sets of latent features.
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5.5 Conclusion

We propose an approach to perform the simultaneous state and parameter estimation

of a process driven by both latent monotonic and stationary trends. The observed

data is assumed to be a linear mixture of these two trends and we propose an EM

algorithm-based approach to separate them. The problem is modeled as a closed

skew-normal distribution process and we have derived recursive estimation proce-

dures for the E-step (state estimation) of the algorithm. The method is suited for

both off-line modeling and on-line monitoring applications for processes where there

is a slow monotonic drift in the process operation due to degrading health factors

of the process. The results from the simulated and industrial case studies show a

successful demonstration of the proposed method. These promising results prompt

further exploration of process-relevant probabilistic modeling of industrial processes

using distributions beyond the standard Gaussian distribution.
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Chapter 6

Modeling and Bayesian Inference
for Processes Characterized by
Impulsive Changes

This chapter presents the fourth contribution of the thesis which proposes a method of

modeling and estimating systems characterized by abrupt (impulsive) changes. These

impulsive changes may be due to multiple reasons such as disturbances, capacity

change, etc. All these cases result in signals that appear to have sudden jumps in

the process. But mixed along with these jumps will be the other dynamic variations

characterizing the regular dynamics of the process. Hence, for effective modeling of

such processes, it is important to model both the jumps and the regular dynamic

variations. In chapters 3 and 4 it was argued that temporal slowness is the main

characteristic of most of the chemical processes. Hence, we model the other dynamic

variations using the probabilistic slow feature analysis (PSFA) model. The resulting

model has two types of latent variables (LVs) each characterizing the abrupt jumps

and the slower variations. The inference of the states and parameters is done in

the variational Bayesian (VB) framework. The efficacy of the proposed approach is

demonstrated as a soft sensor application in both a simulated case study and industrial

case study.

6.1 Introduction

Signals with impulsive changes or abrupt jumps are a common occurrence in many

industrial datasets. There could be multiple reasons for such behavior. One such
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reason is the abrupt injection of a disturbance into the system. This will cause an

abrupt change not only in the variables in the immediate vicinity of the injected

disturbance but might also travel to many other variables due to the coupled nature

of the processes. Another way that an abrupt change is observed is when there is a

sudden capacity change either due to the changes in the supply/demand side or due

to the availability/unavailability of certain units. In other cases, the process itself

could be of impulsive nature. The source of these impulsive jumps will be a common

one and the source itself may not be measured. In such cases, an LV model that

models these jumps is more desirable. Also, these jumps will be mixed with other

sources of dynamic variations which characterize the dynamic relations of various

process variables. The separation of these two sources thus becomes important for

effective modeling of the process. Hence, modeling of such processes must consider

these two different sources of process behavior, i.e., the abrupt jumps and the regular

dynamics in order to capture them effectively.

The literature related to processes with impulsive behaviors has explored various

methods such as the optimization-based approaches to fit piecewise constant signals,

state space estimation using fat-tailed distribution, etc as discussed in section 1.2.3.

The state space approach is more appropriate because the stochastic time series nature

of the model provides more flexibility in modeling through the incorporation of various

types of distributions, special structures in the model matrices, etc. Moreover, for

online implementation, a dynamic model is always better suited. In the state space

model, if a dynamic variable trajectory is to be generated with abrupt jumps, then

a Gaussian distribution cannot be used as the process noise. Rather, a heavy-tailed

distribution must be used because the abrupt jumps can be realized only if there

is a significant probability of obtaining realizations of extreme values. The Cauchy

distribution is a heavy-tailed distribution and has a closed-form expression for its pdf

unlike many heavy-tailed distributions in the α-stable distribution family. Hence,

it can be used to model the dynamics of the LV that corresponds to the impulsive

sources of variations. Fig. 6.1 compares the pdfs and random-walks generated by

Gaussian and Cauchy distributions.

As discussed earlier, in addition to the abrupt jumps, there will be also other

regular variations. These can be modeled according to the Gaussian distribution. As
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Figure 6.1: Comparison of the Cauchy and the Gaussian distributions. The top
figure compares the pdfs of the two distributions and the bottom one compares the
realizations of a random-walk model of the form st = st−1+vt with vt modeled as the
Cauchy and Gaussian distributions.

discussed in chapters 3 and 4, temporal slowness is an important characteristic of

chemical processes. Hence the latent variables related to the process variations are

slow. Hence, in this case, the Gaussian latent variables are modeled according to the

PSFA model to account for the temporal slowness of the sources driving the process.
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This hence results in a model with two types of LVs: Cauchy LV to account for the

abrupt changes and Gaussian LVs to account for the slower variations. This results

in a state (LV) and parameter identification problem of a state space model with

the states (LVs) having Cauchy and Gaussian distributions. As discussed in section

1.2.3, the literature on impulsive processes mostly focuses on the state estimation

portion where it is assumed that the system model is available. Research to perform

the simultaneous state and parameter estimation is scarce. Moreover, modeling the

system in the aforementioned way to describe both the impulsive sources and the

slower sources of variations has not been done.

This work proposes a method to model systems that have both impulsive and

slower sources of variations. The identification of the resulting model is performed

in the VB inference framework [63, 64]. In this case, the model parameters too are

assumed to be random variables and are inferred in a Bayesian framework combining

the prior beliefs and the observed data. The VB framework is advantageous in the

cases where one has certain modeling preferences, such as the one in this case related

to the Gaussian LVs. The Gaussian LVs are modeled according to the PSFA model

which has a particular structure. In this case, the notions of slowness are better im-

plemented in a Bayesian framework [65–67]. To accommodate the constraints on the

parameters of the model, relevant distributions are assumed as the priors. Bayesian

estimation of the model is performed which involves estimating the posterior distribu-

tion of the states and the parameters. The main challenge to the posterior estimation

is posed by the states and parameters involved in the Cauchy distribution. Since the

Cauchy distribution does not have an exponential form, the estimation of the poste-

riors becomes difficult. This issue is circumvented through an approximation based

on the Taylor series expansion. Hence, the parameters that have a tractable posterior

are estimated through analytical update equations while the ones that do not have

a tractable posterior are evaluated through importance sampling. The state estima-

tion is conducted through particle filtering and smoothing [109, 110] as the Cauchy

distribution makes the analytical state estimation procedure intractable.

The effectiveness of the proposed algorithm is demonstrated through two case

studies. The proposed approach can be used for both process monitoring and soft

sensor applications as both applications may need an accurate model that considers
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the abrupt jumps and the slower variations. In this work, the main focus is on the

soft sensor application. The first case study is a numerical example where the data

is generated according to the assumed notions through an appropriate state space

model. The second one is a real-world industrial case study. The data is obtained

from a steam-assisted gravity drainage (SAGD) process and the objective is to predict

the emulsion flow-rate.

The rest of the chapter is organized as follows. The proposed model formulation is

presented in section 6.2. Section 6.3 presents the VB inference framework applied to

the proposed model. Derivation of the posterior distribution of each of the parameters

and states is provided. Section 6.4 presents the results from the two case studies.

Finally, the conclusions drawn from the work are summarized in section 6.5.

6.2 Proposed model

The proposed model aims at modeling and estimating the impulsive behavior and

the slower variations. Let {xt} be the set of observed input data with xt ∈ Rnx×1,

and {yt} be the set of the observed output data with yt ∈ Rny×1. The objective is

to build a soft sensor model to predict yt from xt. Since both xt and yt come from a

process with the aforementioned latent spaces, it would be more effective to have an

LV model. Hence, two LVs are defined: ct ∈ R, whose dynamics evolves according to

a Cauchy distribution, and st ∈ Rns×1, whose dynamics evolve according to a Gaus-

sian distribution. These two LVs model the abrupt jumps and the slower variations

respectively. The proposed model is expressed in the following set of equations.

st = A st−1 + vt, vt ∼ N (vt; 0,Σv) (6.1)

ct = b ct−1 + et, et ∼ C(et; 0, σe) (6.2)

xt = M1 ct +M2 st + wt, wt ∼ N (wt; 0,Σw) (6.3)

yt = H1 ct +H2 st + ut, ut ∼ N (ut; 0,Σu) (6.4)

Here, N and C represent Gaussian and Cauchy distributions respectively. Equation

(6.1) models the evolution of the slower variations which are defined by the matrix A

and the state transition noise covariance Σv. Since these Gaussian LVs are modeled

according to the PSFA model (section 2.2.2), A and Σv have a special structure as
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shown in the following equations.

A =

⎡⎢⎢⎢⎣
a1 0 · · · 0
0 a2 · · · 0
...

...
. . .

...
0 0 · · · ans

⎤⎥⎥⎥⎦ ; 0 < ai < 1; Σv =

⎡⎢⎢⎢⎣
1− a21 0 · · · 0

0 1− a2 · · · 0
...

...
. . .

...
0 0 · · · 1− ans

⎤⎥⎥⎥⎦ (6.5)

Equation (6.2) shows the evolution of the Cauchy LV determined by the coefficient

b and the state transition noise scaling parameter σe. The coefficient b has following

constraint 0 < b ≤ 1. If b is less than 1, this results in a stationary Cauchy trajectory.

This case is more suitable for the situation when the abrupt changes in the process

are caused by a disturbance. Usually, such disturbances are rejected and the system

is returned to the normal operation condition by a controller. Nevertheless, these

jumps cannot be termed as outliers as they are not measurement errors as the abrupt

jump actually happens. If a soft sensor or a monitoring model is to be built, one

would either want accurate predictions in these jumps and not term them as faults

or outliers. Fig. 6.2a shows such a stationary Cauchy trajectory. If b = 1, we get a

non-stationary trajectory as this will be a random walk process. Such a trajectory

may be observed in the case when the abrupt jump is caused either by a capacity

change or changes in the demand or the supply side of the process. Fig. 6.2b shows

such a non-stationary Cauchy trajectory. For simplicity, in this work, the abrupt

jumps are modeled using a single variable and the extension to multiple sources is

straightforward.

Equations (6.3) and (6.4) show how the observed input and output data are gener-

ated from the two LVs respectively. xt is generated through the two matrices M1 and

M2 and has a measurement noise wt, which is white noise with a covariance matrix

Σw. Similarly, yt is generated through the two matrices H1 and H2 and has a white

measurement noise of ut with a covariance matrix Σu.

6.2.1 Model formulation in the probabilistic framework

In this work, the inference of the model in (6.1)-(6.4) is done in a Bayesian framework,

where all the states and parameters are assumed as random variables. As discussed

previously, the evolution of the states st and ct are modeled according to Gaussian
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(a) A stationary Cauchy dynamic process (b = 0.9)
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(b) A non-stationary Cauchy dynamic process (b = 1)

Figure 6.2: Stationary and non-stationary Cauchy processes

and Cauchy distributions respectively.

p(st|st−1, A) = N (st; Ast−1, I − AA′) (6.6)

p(ct|ct−1, b, σe) = C(ct; bct−1, σe) (6.7)
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For the output model, since the observation noise is modeled as a Gaussian distribu-

tion, the conditional distribution of the observations is represented as

p(xt|ct, st,M1.M2,Σw) = N (xt; M1ct +M2st,Σw) (6.8)

p(yt|ct, st, H1.H2,Σu) = N (yt; H1ct +H2st,Σu) (6.9)

For the parameters, the prior distribution assumed depends on the specific constraints

the parameters have. The following points define the prior distribution assumed for

each of the parameters.

1. Since matrix A is diagonal, the distribution for each of the diagonal elements

ai can be defined separately. Since ai is constrained to be between 0 and 1, the

prior for ai must have distribution with a support of [0,1]. In this work, the

beta distribution is used as a prior for ai as the support of the beta distribution

is between 0 and 1. The beta distribution is parameterized by two parameters

α and β and a prior beta distribution can be specified for each ai. The beta

distribution for an ai henceforth will be represented as B(ai; α
(i)
a , β

(i)
a ).

2. Due to the adoption of the PSFAmodel, we have Σv = I−AA′. In a general case,

Σv would be an independent parameter and a suitable prior can be assumed.

3. Like ai, b is also constrained to be between 0 and 1 and hence a beta distribution

of B(b; αb, βb) is assumed as the prior distribution of b.

4. The parameter σe is the scaling parameter of the Cauchy distribution and is a

positive quantity. Hence, a gamma distribution is assumed as the prior. This

is represented as Γ(σe; αe, βe).

5. Since, during the training phase, x and y are not distinguishable in terms of the

role they play in estimating the distributions, they can be augmented to get an

overall observed data vector. This results in the following expression.

[︃
yt
xt

]︃
=yt =

[︃
H1 H2

M1 M2

]︃
⏞ ⏟⏟ ⏞

H

[︃
ct
st

]︃
+ ut; ut ∼ N

⎛⎜⎜⎜⎝
[︃
ut

wt

]︃
; 0,

[︃
Σu 0
0 Σw

]︃
⏞ ⏟⏟ ⏞

Σu

⎞⎟⎟⎟⎠ (6.10)

yt = H

[︃
ct
st

]︃
+ ut; ut ∼ N (ut; 0,Σu) (6.11)
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Now, one can define the priors for the augmented matrices H and Σu.

6. The elements of H do not have any specific constraints. Also, they appear in

a Gaussian likelihood for which a Gaussian prior serves as a conjugate prior.

Hence, a multivariate Gaussian distribution is assumed as a prior for each row

of H. The prior for a row H ′
i is represented as N (Hi; µ

(i)
H ,Σ

(i)
H ).

7. Since the covariance matrix Σu is diagonal, a prior for each element can be

defined separately. It one looks at the estimation of variance in terms of pre-

cision τ
(i)
u defined as the inverse of the variance, i.e., τ

(i)
u = 1/(σ

(i)
u )2, then it is

known that conjugate prior for a Gaussian likelihood is a gamma distribution.

Hence, the prior distribution for the precision is taken as a gamma distribution

represented as Γ(τ
(i)
u ; α

(i)
u , β

(i)
u ).

One can write the joint distribution of all the states and parameters to be estimated

as follows.

p(S,A,C, b, σe,Y , H,Σu) =p(Y |H,C, S,Σu) · p(C|b, σe) · p(S|A)

· p(Σu) · p(H) · p(b) · p(σe) · p(A) (6.12)

Here, Y = {yt}, S = {st}, and C = {ct}.

Incorporating all the aforementioned distributions, the following result is obtained.

p(S,A,C, b, σe,Y , H,Σu)

=
T∏︂
t=1

N
(︃
yt; H

[︃
ct
st

]︃
,Σu

)︃
·

T∏︂
t=2

C(ct; bct−1, σe) C(c1;µc1 , σc1)

·
T∏︂
t=2

N (st; Ast−1, I − AA′) N (s1; µs1 ,Σs1)

·
ny+nx∏︂
i=1

Γ(τ (i)u ; α(i)
u , β(i)

u ) ·
ny+nx∏︂
i=1

N (Hi; µ
(i)
H ,Σ

(i)
H ) ·

ns∏︂
i=1

B(ai; α(i)
a , β(i)

a )

· B(b; αb, βb) · Γ(σe; αe, βe) (6.13)

The probabilistic graphical representation of the model is depicted in Fig. 6.3. Here,

the variables inside a circle represent the random variables whose posteriors need to

be estimated. The quantities in the square boxes represent the observed data and

prior distribution parameters which are fixed.
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st-1 st

ct-1 ct

yt

t=1:T

A

H1

H2Σu

σeb

xt M1

M2Σw

αa, βa

μH 
ΣH

αu, βu

αw, βw

αb, βb αe, βe

Figure 6.3: The hierarchical probabilistic graphical model of the proposed approach

6.3 Variational Bayesian inference of the model

The VB inference framework is used to estimate the posterior distributions of variables

in LV models. The details of the VB method and the process of arriving at the

expression for the posterior distribution in this approach are presented in section

2.3.2. The posterior distribution of a variable Z is expressed as follows.

q(Z) ∝ exp
(︂
EZ̃∼q(Z̃)

[︂
ln p(Y, Z, Z̃|θpr)

]︂)︂
(6.14)

Here, Y represents the observed data, Z̃ represents all the other latent variables of

the model, and q(Z̃) is the distribution of all other LVs at the current iteration. The

distribution p(Y, Z, Z̃|θpr) represents the total data likelihood which in this case is

given in (6.13). Only the distributions that have Z in them need to be retained and
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the rest become the normalization constants. In this section, the detailed derivation

of inferring the posterior distribution is provided for all the involved variables.

6.3.1 Inference of H

H is a (ny +nx)×ns+1 dimensional matrix, and since the inference is done for each

row H ′
i, there are (ny +nx) number of H ′

i to be inferred. In the total data likelihood,

the distributions where H appears are p(Y |H,C, S,Σu) and p(H). Thus to infer H ′
i,

the distributions are p(Yi|Hi, C, S, τ
(i)
u ) and p(Hi). Hence, the following expression is

obtained for q(Hi)

q(Hi) ∝ exp
(︁
⟨ln p(Yi|Hi, C, S, τ

(i)
u )p(Hi)⟩

)︁
(6.15)

Here, ⟨·⟩ represents the expectation. Henceforth, the same notation is used for expec-

tation. For convenience, explicit mentioning of the variable w.r.t which the expecta-

tion is taken has been left out. The expectation taken in each case is w.r.t all other

variables except the one for which the posterior expression is being derived. Since

both the pdfs in the above equation are Gaussian, the following result is obtained.

q(Hi) ∝ exp

(︄
T∑︂
t=1

⟨︃
−1

2

(︂
y
(i)
t −H ′

iSt
)︂′
τ (i)u

(︂
y
(i)
t −H ′

iSt
)︂⟩︃

− 1

2
(Hi − µ

(i)
H )′(Σ

(i)
H )−1(Hi − µ

(i)
H )

)︃
(6.16)

Note that the prior does not contain any other random variables and hence it comes

out of the expectation. Here, St =
[︃
ct
st

]︃
represents the augmented states. The above

equation has a summation of two quadratic terms of Hi. Hence, it can always be

written as a single quadratic of Hi. The objective thus is to express the sum of two

above quadratics of Hi as(︂
Hi − µ̂

(i)
H

)︂′
(Σ̂

(i)

H )−1
(︂
Hi − µ̂

(i)
H

)︂
= Hi(Σ̂

(i)

H )−1H ′
i − 2H ′

i(Σ̂
(i)

H )−1µ̂
(i)
H + µ̂

(i)
H

′(Σ̂
(i)

H )−1µ̂
(i)
H

(6.17)

Here, µ̂
(i)
H and Σ̂

(i)

H represent the mean and covariance matrix of the posterior q(Hi)

which is a Gaussian. The expressions for these can be obtaining by comparing the

second-order and first-order coefficients of Hi in (6.16) and (6.17). The second-order
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term of Hi in (6.16) is⟨︄
T∑︂
t=1

S ′
tHiτ

(i)
u H ′

iSt

⟩︄
+H ′

i(Σ
(i)
H )−1Hi = H ′

i

⟨︄
T∑︂
t=1

Stτ (i)u S ′
t

⟩︄
Hi +H ′

i(Σ
(i)
H )−1Hi

= H ′
i

(︄
(Σ

(i)
H )−1 +

T∑︂
t=1

⟨StS ′
t⟩ ⟨τ (i)u ⟩

)︄
Hi (6.18)

The simplification of ⟨Stτ (i)u S ′
t⟩ = ⟨StS ′

t⟩ ⟨τ
(i)
u ⟩ can be done because of the mean field

approximation. The new quadratic matrix in the above equation is the posterior

variance of Hi. Similarly, the linear term in of Hi in (6.16) is

−2H ′
i(Σ

(i)
H )−1µ

(i)
H − 2H ′

i

T∑︂
t=1

⟨Stτ (i)u y
(i)
t ⟩ = −2Hi

(︄
(Σ

(i)
H )−1µ

(i)
H + ⟨τ (i)u ⟩

T∑︂
t=1

y
(i)
t ⟨S⟩

)︄
(6.19)

From (6.18), (6.19), and (6.17), the following results are obtained. These parameters

are the posterior mean and variance of Hi which follows a Gaussian distribution.

Σ̂
(i)

H =

{︄
(Σ

(i)
H )−1 + ⟨τ (i)u ⟩

T∑︂
t=1

⟨StS ′
t⟩

}︄−1

µ̂
(i)
H = Σ̂

(i)

H

{︄
(Σ

(i)
H )−1µ

(i)
H + ⟨τ (i)u ⟩

T∑︂
t=1

y
(i)
t ⟨St⟩

}︄
(6.20)

6.3.2 Inference of Σu

The inference of each element of Σu i.e.,
(︂
σ
(i)
u

)︂2
is done through the precision τ

(i)
u for

which a gamma distributed prior is assumed. From the total data likelihood in (6.13)

and the VB inference equation in (6.14), one can write the following.

q(τ (i)u ) ∝ exp

(︄
T∑︂
t=1

⟨︃
−1

2
(y

(i)
t −H ′

iSt)′τ (i)u (y
(i)
t −H ′

iSt)
⟩︃)︄

(τ (i)u )T/2

× (τ (i)u )α
(i)
u −1exp

(︁
−β(i)

u τ (i)u

)︁
(6.21)

The above expression has the form of a gamma distribution which can be observed

by looking at the τ
(i)
u and the exponential terms in the likelihood and prior.

α̂(i)
u = α(i)

u +
T

2
(6.22)

β̂
(i)

u = β(i)
u +

(︄
T∑︂
t=1

⟨︃
1

2
(y

(i)
t −H ′

iSt)′(y
(i)
t −H ′

iSt)
⟩︃)︄

(6.23)
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The expectation in the equation for the posterior β can be simplified as follows

β̂
(i)

u = β(i)
u +

1

2

T∑︂
t=1

(︂
(y

(i)
t )2 − 2y

(i)
t ⟨Hi⟩′⟨St⟩+ tr{⟨StS ′

t⟩ · ⟨HiH
′
i⟩}
)︂

(6.24)

6.3.3 Inference of A

For ai, due to the constraint 0 < ai < 1, a beta distribution is used as a prior.

Substituting the total data likelihood in (6.13) into the VB equation in (6.14), q(ai)

can be expressed as

q(ai) ∝ exp

(︄
−T − 1

2
ln(1− a2i ) +

T∑︂
t=2

−⟨(s(i)t )2⟩ − a2i ⟨(s
(i)
t−1)

2⟩+ 2ai⟨s(i)t s
(i)
t−1⟩

2(1− a2i )

+(α(i)
a − 1)ln ai + (β(i)

a − 1)ln (1− ai)

)︄
(6.25)

The above equation does not follow any standard distribution, and hence a closed-

form expression for the pdf and its moments is not possible. Hence, importance

sampling is used to estimate the pdf and its moments. Importance sampling is dis-

cussed in detail in section (2.4.1). In this case, the sampling distribution can be

selected as the prior distribution which is B(ai; α
(i)
a , β

(i)
a ). The importance weights

can now be expressed as

w(j)
a ∝ exp

(︄
−T − 1

2
ln(1− (a

(j)
i )2) +

T∑︂
t=2

−⟨(s(i)t )2⟩ − (a
(j)
i )2⟨(s(i)t−1)

2⟩+ 2a
(j)
i ⟨s

(i)
t s

(i)
t−1⟩

2(1− (a
(j)
i )2)

)︄
a
(j)
i ∼ B(ai; α(i)

a , β(i)
a ), j = 1, . . . , N (6.26)

The above weights represent the approximate distribution of ai and can be used as

discussed in section (2.4.1) to estimate the moments of the distribution.

6.3.4 Inference of b

Similar to ai, b is also constrained to be between 0 and 1. Hence a beta distribu-

tion B(b; αb, βb) can be used as a prior for b as well. The Cauchy distribution for

p(ct|ct−1, b, σe) is expressed as follows.

p(ct|ct−1, b, σe) =
σe

π(σ2
e + (ct − ct−1)2)

(6.27)
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Substituting the above distribution and the prior for b into (6.14), the following

expression is obtained for the posterior.

q(b) ∝ exp

(︄
−

T∑︂
t=2

⟨ln(σ2
e + (ct − bct−1)

2)⟩+ (αb − 1)ln b+ (βb − 1)ln (1− b)

)︄
(6.28)

Given the form of the Cauchy pdf, the above expression has the logarithm term inside

the expectation. This makes the inference complicated as evaluating the expectation

of logarithms is difficult. If a Monte-Carlo approach is followed, a very high computa-

tional cost is incurred. The Monte-Carlo approach for evaluating ⟨ln(σ2
e+(ct−bct−1)

2)⟩

would result in the following expression.

⟨ln(σ2
e + (ct − bct−1)

2)⟩ ≈
N∑︂
j=1

N∑︂
k=1

N∑︂
l=1

ln (σ(j)
e

2
+ (c

(k)
t − bx

(l)
t−1)) (6.29)

which is expensive to evaluate. Hence, a simplification based on the Taylor series

expansion of the function is used [155,156].

Say, there is a nonlinear function f(X) whose expectation is to be evaluated.

Here, X is the random variable and the moments of X are known. One can do a

Taylor series approximation of the function around ⟨X⟩ which results in the following

equations.

⟨f(X)⟩ ≈
⟨︃
f(⟨X⟩) + fX(⟨X⟩) (X − ⟨X⟩) +

fXX(⟨X⟩)
2!

(X − ⟨X⟩)2
⟩︃

= f(⟨X⟩) + fXX(⟨X⟩)
2

Var[X] (6.30)

Here, fX(·) and fXX(·) represent the first and second derivative of f(X) w.r.t X

respectively. The above expression simplifies ⟨f(X)⟩ in terms of functions of ⟨X⟩ and

its moments which can be evaluated easily. For a multivariate function, a similar

approach is followed to arrive at the following result.

⟨f(X, Y )⟩ ≈ f(⟨X⟩, ⟨Y ⟩) + fXX(⟨X⟩, ⟨Y ⟩)
2

Var[X] +
fY Y (⟨X⟩, ⟨Y ⟩)

2
Var[Y ]

+ fXY (⟨X⟩, ⟨Y ⟩))Cov[X, Y ] (6.31)

The above expression is now applied to simplify ⟨ln(σ2
e +(ct−bct−1)

2)⟩. The objective

here is to infer b, meaning to obtain an expression as a function of b. Hence, for this
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Taylor series approximation, b is treated as a constant and the series approximation

is done around ⟨σe⟩, ⟨ct⟩, and ⟨ct−1⟩.

⟨ln(σ2
e + (ct − bct−1)

2)⟩ =

ln(⟨σe⟩2 + (⟨ct⟩ − b⟨ct−1⟩)2) +
fσe,σe(⟨σe⟩, ⟨ct⟩, ⟨ct−1⟩)

2
Var[σe]

+
fct,ct(⟨σe⟩, ⟨ct⟩, ⟨ct−1⟩)

2
Var[ct] +

fct−1,ct−1(⟨σe⟩, ⟨ct⟩, ⟨ct−1⟩)
2

Var[ct−1]

+ fσe,ct(⟨σe⟩, ⟨ct⟩, ⟨ct−1⟩) Cov[σe, ct] + fct,ct−1(⟨σe⟩, ⟨ct⟩, ⟨ct−1⟩) Cov[ct, ct−1]

+ fct−1,σe(⟨σe⟩, ⟨ct⟩, ⟨ct−1⟩) Cov[ct−1, σe] (6.32)

In the above expression, Cov[ct−1, σe] = 0 and Cov[σe, ct] = 0 due to the mean field

approximation. The remaining second derivatives can be expressed in a simplified

manner according to the following equations.

Fb(b) =
⟨σe⟩2 − (⟨ct⟩ − b⟨ct−1⟩)2

(⟨σe⟩2 + (⟨ct⟩ − b⟨ct−1⟩)2)2
1

2
fσe,σe = −Fb(b);

1

2
fct,ct = Fb(b);

1

2
fct−1,ct−1 = b2Fb(b); fct,ct−1 = −2bFb(b)

(6.33)

The second derivatives in the above equation can be substituted in (6.32), which

in turn can be substituted in (6.28). Finally, the resulting approximated expression

for q(b) would be in terms of moments of σe, ct, and ct−1, rather than the more

complicated form of the expectation of a logarithm function. The final expression

for q(b) does not have a closed-form expression and hence the importance sampling

method is used. The final expression for the weights of the distribution representing

q(b) can be expressed as

w
(j)
b ∝ exp

(︄
−

T∑︂
t=2

{︁
ln(⟨σe⟩2 + (⟨ct⟩ − b(j)⟨ct−1⟩)2)

+Fb(b
(j))(-Var[σe] + Var[ct] + (b(j))2Var[ct−1]− 2b(j)Cov[ct, ct−1])

}︁)︄
b(j) ∼ B(b; αb, βb), j = 1, . . . , N (6.34)

6.3.5 Inference of σe

The inference procedure for σe runs into the similar issue seen in the inference of

b due to the Cauchy distribution. First, since σe is constrained to be positive, the
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gamma distribution Γ(σe; αe, βe) is used as the prior. Applying (6.14) for inferring

q(σe), the following result is obtained.

q(σe) ∝ exp

(︄
(T − 1) ln σe −

T∑︂
t=2

⟨ln(σ2
e + (ct − bct−1)

2)⟩+ (αe − 1)ln σe − βeσe

)︄
(6.35)

Similar to the previous case, the above expression has a logarithm inside an expec-

tation. The Taylor series approximation is applied to this case as well, the difference

being that now σe is taken as a constant, and the expansion is done around b, ct, and

ct−1.

⟨ln(σ2
e + (ct − bct−1)

2)⟩ =

ln(σ2
e + (⟨ct⟩ − ⟨b⟩⟨ct−1⟩)2) +

fb,b(⟨b⟩, ⟨ct⟩, ⟨ct−1⟩)
2

Var[b]

+
fct,ct(⟨b⟩, ⟨ct⟩, ⟨ct−1⟩)

2
Var[ct] +

fct−1,ct−1(⟨b⟩, ⟨ct⟩, ⟨ct−1⟩)
2

Var[ct−1]

+ fb,ct(⟨b⟩, ⟨ct⟩, ⟨ct−1⟩) Cov[b, ct] + fct,ct−1(⟨b⟩, ⟨ct⟩, ⟨ct−1⟩) Cov[ct, ct−1]

+ fct−1,b(⟨b⟩, ⟨ct⟩, ⟨ct−1⟩) Cov[ct−1, b] (6.36)

Due to the mean field approximation, Cov[ct−1, b] = 0 and Cov[b, ct] = 0. The

remaining second order derivatives can be expressed as

Fσe(σe) =
σ2
e − (⟨ct⟩ − ⟨b⟩⟨ct−1⟩)2

(⟨σe⟩2 + (⟨ct⟩ − ⟨b⟩⟨ct−1⟩)2)2
1

2
fb,b = ⟨ct−1⟩2Fσe(σe);

1

2
fct,ct = Fσe(σe);

1

2
fct−1,ct−1 = ⟨b⟩2Fσe(σe); fct,ct−1 = −2⟨b⟩Fσe(σe) (6.37)

The partial derivatives in the above equation can be substituted into (6.36) which

in turn can be substituted into (6.35). The final expression for q(σe) does not have

a closed-form expression and can be approximated using the following importance

weights.

w(j)
σe
∝ exp

(︄
(T − 1) ln σ(j)

e −
T∑︂
t=2

{︁
ln
(︁
(σ(j)

e )2 + (⟨ct⟩ − ⟨b⟩⟨ct−1⟩)2
)︁

+Fσe(σe
(j))(⟨ct−1⟩2Var[b] + Var[ct] + ⟨b⟩2Var[ct−1]− 2⟨b⟩Cov[ct, ct−1])

}︁)︄
σ(j)
e ∼ Γ(σe; αe, βe), j = 1, . . . , N (6.38)
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6.3.6 Inference of St

Similar to the previous cases, the inference of the states S1:T is done by writing (6.14)

w.r.t S1:T . This results in the following expression.

q(S) ∝ exp

(︄
−

T∑︂
t=1

1

2
⟨(yt −HSt)′Σ−1

u (yt −HSt)⟩

−
T∑︂
t=2

1

2
⟨(st − Ast−1)

′(I − AA′)−1(st − Ast−1)⟩

−
T∑︂
t=2

⟨ln(σ2
e + (ct − bct−1)

2)⟩

−1

2
(s1 −ms1)

′(s1 −ms1)− ln(σ2
c1
+ (ct − µc1)

2)

)︄
(6.39)

If one observes the above equation without ⟨·⟩, this is the same as the objective of

the smoothing procedure of state estimation. Because of ⟨·⟩, one cannot do the state

estimation directly. Similar to the previous cases where ⟨f(X)⟩ was written in terms

of f(⟨X⟩) and so on, the same procedure is applied here as well. This is known as

the mean and fluctuation decomposition in literature [157].

The idea of mean and fluctuation decomposition is essentially similar to the one

discussed previously in the Taylor series approximations, i.e., bridging the gap be-

tween ⟨f(X)⟩ and f(⟨X⟩). If f(·) is a quadratic function, this gap can be exactly

filled. For other nonlinear functions, this can only be approximated as one usually

restricts only up to the second-order term of the Taylor series. Note that the ex-

pectation in this step is w.r.t all the parameters and hence it would be required to

express (6.39) in terms of ⟨H⟩, ⟨A⟩, ⟨τu⟩, ⟨b⟩, and ⟨σe⟩. In that case, the filtering and

smoothing algorithms can be applied directly.

For the measurement model terms, the gap can be filled as follows.

⟨(yt −HSt)′Σ−1
u (yt −HSt)⟩ =(yt − ⟨H⟩St)′⟨Σ−1

u ⟩(yt − ⟨H⟩St)

+ S ′
t⟨H ′Σ−1

u H⟩St − S ′
t⟨H⟩′⟨Σ−1

u ⟩⟨H⟩St⏞ ⏟⏟ ⏞
S′
tFBSt

(6.40)

Note that Σ−1
u is nothing but the diagonal matrix whose diagonal element is τ

(i)
u .

Hence, ⟨Σ−1
u ⟩ is nothing but a diagonal matrix of ⟨τ (i)u ⟩ elements. For the SFs, the
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gap can be filled as follows.

⟨(st − Ast−1)
′(I − AA′)−1(st − Ast−1)⟩

= (st − ⟨A⟩st−1)
′⟨(I − AA′)−1⟩(st − ⟨A⟩st−1)

+ S ′
t−1M

′⟨A′(I − AA′)−1A⟩MSt−1 − S ′
t−1M

′⟨A⟩′⟨(I − AA′)−1⟩⟨A⟩MSt−1⏞ ⏟⏟ ⏞
S′
t−1FASt−1

(6.41)

where, M =
[︁
0 I

]︁
such that MSt = st. The two ”gap filling” or fluctuation terms

in (6.40) and (6.41) are expressed as

FB = ⟨H ′Σ−1
u H⟩ − ⟨H⟩′⟨Σ−1

u ⟩⟨H⟩

FA = M ′⟨A′(I − AA′)−1A⟩M −M ′⟨A⟩′⟨(I − AA′)−1⟩⟨A⟩M (6.42)

These two fluctuation terms can be compensated together as follows.

(yt − ⟨H⟩St)′⟨Σ−1
u ⟩(yt − ⟨H⟩St) + S ′

tFBSt + S ′
tFASt

= (ỹt − ⟨H̃⟩St)′⟨Σ̃
−1

u ⟩(ỹt − ⟨H̃⟩St) (6.43)

where,

ỹt =

⎡⎣yt

0
0

⎤⎦ ; H̃ =

⎡⎣⟨H⟩UA

UB

⎤⎦ ; Σ̃
−1

u

⎡⎣⟨Σ−1
u ⟩ 0 0
0 I 0
0 0 I

⎤⎦ (6.44)

with U ′
AUA = FA and U ′

BUB = FB.

Now the remaining term to be expressed in terms of mean and fluctuation decom-

position is the Cauchy distribution term
∑︁T

t=2⟨ln(σ2
e +(ct− bct−1)

2)⟩. The same issue

of logarithm inside an expectation appears here too. The Taylor series approximation

can again be used which results in the following equation.

⟨ln(σ2
e + (ct − bct−1)

2)⟩ = ln(⟨σe⟩2 + (ct − ⟨b⟩ct−1)
2)

+
fσe,σe(⟨b⟩, ⟨σe⟩)

2
Var[σe] +

fb,b(⟨b⟩, ⟨σe⟩)
2

Var[b]

+ fσe,b(⟨b⟩, ⟨σe⟩) Cov[σe, b]

= F (ct|ct−1) (6.45)

Cov[σe, b] = 0 because of the mean field approximation. The second derivatives can

be expressed as follows.

1

2
fσe,σe =

(ct − ⟨b⟩ct−1)
2 − ⟨σe⟩2

(⟨σe⟩2 + (ct − ⟨b⟩ct−1)2)2
;

1

2
fb,b = c2t−1

⟨σe⟩2 − (ct − ⟨b⟩ct−1)
2

(⟨σe⟩2 + (ct − ⟨b⟩ct−1)2)2
(6.46)
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The above equations can be substituted in (6.45) to get a function of ct and ct−1

for ⟨ln(σ2
e +(ct− bct−1)

2)⟩. Let this function be represented as F (ct|ct−1) as given in

(6.45). Now a pseudo transition distribution can be defined for ct (only for filtering

purposes) that accounts for the fluctuation term. The new distributions is given as

p̃(ct|ct−1) = exp(−F (ct|ct−1)) (6.47)

where F (ct|ct−1) is given by equations (6.45) and (6.46). It can be noted that if b and

σe are taken as deterministic quantities, tildep(ct|ct−1) becomes the original Cauchy

distribution.

Finally, (6.39) can be reinterpreted as a filtering and smoothing problem with the

following pdfs.

p(ỹt|St) = N (ỹt; H̃St, Σ̃u) (6.48)

p(st|st−1) = N (st; ⟨A⟩st−1, ⟨I − AA′⟩) (6.49)

p̃(ct|ct−1) ∝ exp(−F (ct|ct−1)) (6.50)

These pseudo distributions bridge the gap between ⟨ln(·)⟩ and ln(⟨·⟩) for the estima-

tion of the states S.

Since p(ct|ct−1) is a complicated distribution, the analytical derivation of the fil-

tering and smoothing steps is not possible and hence particle filtering and smoothing

methods are used. The algorithms are discussed in detail in section 2.4.2. In this

case, the marginal particle filtering and smoothing algorithms are used. These are

depicted in Algorithm. 6.1. The sampling distribution for the marginal particle fil-

tering algorithm is a mixture distribution. Each q(St|S̄
(j)
t−1, ỹt) is taken as a Gaussian

distribution calculated according to the Kalman filter equations. Let

Ã =

[︃
1 0
0 A

]︃
; Σ̃v =

[︃
σe 0
0 I − AA′

]︃
(6.51)

Now, for each S̄(j)
t−1 Kalman filter update equations are used which assume that ct

evolves according to a Gaussian. Hence,

µ
(j)
t = ÃS̄(j)

t−1 +K
(j)
t (ỹt −HÃS̄(j)

t−1)

P
(j)
t = (I −K

(j)
t H)(ÃΣ̂t−1Ã

′
+ Σ̃v) (6.52)
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Algorithm 6.1 Marginal particle filtering and particle smoothing for the proposed
approach

Filtering

At t = 1

1. Sample S(i)
1 ∼ q(S1|ỹ1)

2. Compute the weights and normalize them.

w(S(i)
1 ) =

p(ỹ1|S
(i)
1 ) p(s1) p(c1)

q(S(i)
1 |ỹ1)

; w̃(S(i)
1 ) ∝ w(S(i)

1 )

3. Resample (if required) {w̃(S(i)
1 ),S(i)

1 } to get {1/N, S̄(i)
1 }

For t = 2 to T

1. Sample S(i)
t ∼

∑︁N
j=1 w̃

(j)
t−1 q(St|S̄

(j)
t−1, ỹt)

2. Compute the weights and normalize them.

w(S(i)
t ) =

p(ỹt|S
(i)
t )

∑︁N
j=1 w̃

(j)
t−1 p(s

(i)
t |s̄

(j)
t−1)p̃(c

(i)
t |c̄

(j)
t−1)∑︁N

j=1 w̃
(j)
t−1 q(S(i)

t |S̄
(j)
t−1, yt)

; w̃(S(i)
t ) ∝ w(S(i)

t )

3. Resample (if required) {w̃(S(i)
t ),S(i)

t } to get {1/N, S̄(i)
t }

Smoothing

For t = T − 1 to 1

w(S(i)
t|T ) = w(S(i)

t )

[︄
N∑︂
j=1

w(S(j)
t+1|T )

p(s
(j)
t+1|s

(i)
t )p̃(c

(j)
t+1|c

(i)
t )∑︁N

k=1w(S
(k)
t ) p(s

(j)
t+1|s

(k)
t )p̃(c

(j)
t+1|c

(k)
t )

]︄
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Here, K
(j)
t = P

(j−)
t H ′(HP

(j−)
t H ′ + Σu), with P

(j−)
t = (ÃΣ̂t−1Ã

′
+ Σ̃v). The quantity

Σ̂t−1 is the covariance of all the particles in the previous step {w̃(S(i)
t−1),S

(i)
t−1}. Hence,

the sampling distribution is a mixture Gaussian distribution.

The filtering step is followed by the smoothing step which uses the weights and the

particles of the filtering step to obtain the new weights that represent the smoothed

distribution. The smoothing step for this system is also shown in Algorithm. 6.1.

6.3.7 The iterative procedure

The VB inference scheme is an iterative procedure that minimizes the evidence lower

bound (ELBO) as discussed in 2.3.2. The ELBO is expressed as follows.

L(q(S, θ)) =
∫︂

q(S, θ) ln
(︁
p(Y, S, θ|θpr)

)︁
dS dθ −

∫︂
q(S, θ) ln

(︁
q(S, θ)

)︁
dS dθ (6.53)

This iterative procedure for the system under consideration is summarized in the

following points.

1. Set the hyper-parameters corresponding to the parameters of the model A, b,

σe, H, Σu. These are the quantities that appear in the squared brackets outside

the dotted boundary in Fig. 6.3.

2. Estimate q(S1:T ) as described in Algorithm. 6.1.

3. Estimate H according to (6.20).

4. Estimate Σu according to (6.22) and (6.24).

5. Estimate A according to (6.26).

6. Estimate b according to (6.34).

7. Estimate σe according to (6.38).

8. Iterate steps 2 to 7 till the convergence of ELBO given in (6.53).

The overall scheme can be computationally expensive as this requires the implemen-

tation of the particle smoothing algorithm in each iteration. But since this iterative

procedure is performed offline, such computational burden may be tolerated.
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6.3.8 Online implementation

During the online implementation of the model for the soft sensor application consid-

ered here, the parameters learned during the iterative procedure of the training phase

are used and only the estimation of the states is conducted. thus, only the particle

filtering algorithm will have to be performed with the original pdfs given below.

p(st|st−1, A) = N (st; Ast−1, I − AA′) (6.54)

p(ct|ct−1, b, σe) = C(ct; bct−1, σe) (6.55)

p(xt|ct, st,M1.M2,Σw) = N (xt; M1ct +M2st,Σw) (6.56)

This hence is not very computationally expensive for online implementation as only

one step of particle filtering needs to be performed before the next xt is available.

It must be noted that yt will not be available during the online implementation and

only xt is available. Hence, the estimation of a state is only based on xt and the

distribution learned is p(St|x:t) with t > T . With these estimated states, yt can be

predicted according to the following equation

ŷt = H1ĉt +H2ŝt (6.57)

In the iterative procedure discussed in the previous section, it was mentioned that

the convergence of the procedure can be decided based on the ELBO value. Alter-

natively, for the soft sensor applications case, the convergence can also be based on

the prediction performance of the model on a validation dataset (different from the

training dataset used for learning the states and the parameters). Since the objective

is to predict yt, this prediction error-based stopping criterion can be useful as a reg-

ularization for the model learning. Additionally, the performance on the validation

dataset may also serve as an indicator in selecting the number of slow latent variables.

6.4 Results

Two case studies are presented in this work to illustrate the effectiveness of the

proposed approach. The first is a numerical example where the data is generated by

a linear model with the characteristics that are considered in this work. The second

140



�

�
�

�	������	�	
����

��

��

�

�

��

� ��� ��� ��� ��� ����
�

��

�

�

��

Figure 6.4: Generated latent variables ct and st for the simulated case study

is an industrial case study obtained from a SAGD process. In both cases, the model

developed through the proposed approach is used as a soft sensor.

6.4.1 Simulated case study

The objective of this work is to model the abrupt jumps and the other slow varia-

tions of the process. These two sources are latent in the observed data and hence are

modeled by two dynamic models, characterized by a Cauchy distribution and Gaus-

sian distribution respectively. Hence, the data corresponding to these two sources is
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Figure 6.5: Generated output data yt for the simulated case study

generated first. The following equations are used to generate the two LVs, ct and st.

st =

[︃
0.99 0
0 0.9

]︃
st−1 + vt, vt ∼ N

(︃
vt; 0,

[︃
1− 0.992 0

0 1− 0.92

]︃)︃
(6.58)

ct = ct−1 + et, et ∼ C(et; 0, 0.01) (6.59)

A total of 1000 points are generated according to the above dynamic equations.

The generated two slow features and one impulsive feature are used to produce the

observed input and output data xt and yt respectively. Five input variables and one

output variable are considered.

xt =

⎡⎢⎢⎢⎢⎣
1.25
0.5
−0.5
0.25
−0.5

⎤⎥⎥⎥⎥⎦ ct +

⎡⎢⎢⎢⎢⎣
−1 2
0.5 1
2 −0.5
−1 1
0.5 −1

⎤⎥⎥⎥⎥⎦ st + wt, wt ∼ N (wt; 0, diag[0.2, 0.1, 0.05, 0.15, 0.25])

(6.60)

yt = 3 ct +
[︁
0.1 −0.025

]︁
st + ut, ut ∼ N (ut; 0, 0.1) (6.61)

It can be noted that in the output equation for yt, more emphasis is given to ct than st.

This choice is to mimic the case where the impulsive behavior is more predominantly

observed in the output and to a lesser extent in the inputs. Such a case is more

difficult to handle by regular regression type of algorithms and is where the proposed

approach is needed. If the abrupt jumps are predominant in xt as well, regular linear

methods may also capture such jumps in the predicted yt. Thus the matrices H1,

H2, M1, and M2 are selected such that the notions underlying the proposed approach
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Figure 6.6: Generated input dataset xt for the simulated case study. The abrupt
jumps are not predominantly noticed in xt.

are appropriately incorporated into the generated more challenging scenario which

necessitates the proposed approach. The generated latent variables, output data and
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the input data are shown in Fig. 6.4, 6.5, and 6.6 respectively.

The generated dataset contains 1000 points of which the first 500 are used for

training and the rest are used for testing. The proposed method is implemented on

the generated dataset to learn the model parameters and is used to predict yt of

the test data. The obtained results from the proposed approach are compared with

those obtained from PCR, PLS, SFR, and a probabilistic model exactly the same as

that of the proposed model shown in (6.1) to (6.4), with the only difference that ct

in (6.2) is modeled as a Gaussian. This last model is similar to the approach used

in Ma and Huang [65]. The obtained results are compared in terms of root mean

squared error (RMSE) and R2, and are shown in Table. 6.1. It can be observed that

the deterministic approaches perform poorly in comparison with the probabilistic

approaches. This is expected because the probabilistic approach handles the noise

well. Among the proposed method and the method with a full Gaussian distribution

including for ct (named Gaussian model in Table. 6.1), the proposed method has an

RMSE 9.46 % less than the Gaussian model.

Table 6.1: Comparing the values of RMSE and R2 obtained from the Gaussian model
and the proposed model for the simulated case study

Method RMSE R2

PCR 2.1686 0.5472

PLS 3.0832 0.0847

SFR 2.1650 0.5487

Gaussian model 1.2728 0.8440

Proposed model 1.1524 0.8721

Fig. 6.7 depicts the performance of the Gaussian model and the proposed model.

Since the deterministic methods perform significantly poorly, the proposed method

is only compared with the next best performer for a clutter-free representation. It

can be observed from the signal plot in Fig. 6.7a, that the Gaussian model has more

variations than the proposed model which degrades the performance of the Gaussian

model. The reasoning for this behavior can be explained by the scaling parameter of

the transition model for ct, which is σe. In the training phase where all the parameters

including σe are learned, both the models observe this abrupt change in yt. Since the
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(a) Comparison of the signals of predicted yt and the actual one
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(b) Scatter plot of the predicted yt vs. actual yt

Figure 6.7: Comparison of the performance of the Gaussian model and the proposed
approach for the simulated case study. The Gaussian model has a high variance for
ct which degrades its performance.
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Gaussian distribution has thinner tails than the Cauchy distribution, in order to

obtain these jumps, it forces a higher variance for ct. The proposed model does not

face this issue because the Cauchy distribution is able to obtain such jumps which

does not force a high σe. The obtained σe for the Gaussian model and the proposed

Cauchy model are 0.1069 and 0.0107 respectively. Note that the σe value taken to

generate the data is 0.01. It is this high value of σe which magnifies the smaller

variations of ct in the case of a Gaussian model that results in a poor performance in

the regions where the process does not go through abrupt changes. To put it simply,

in trying to model the abrupt jumps, the Gaussian model fails in regions where abrupt

jumps are not seen. The Cauchy model has no such issue as it has heavy tails that

allow it to accommodate both impulsive and stable behaviors.

As far as the overall performance of the Cauchy model is concerned, even when the

does not have the kind of abrupt changes (black curve in Fig. 6.7a), it still performs

better than the Gaussian model because of the correct estimation of σe. The reason

for the absence of the sudden jumps for the Cauchy model is attributed to the fact

that during the testing phase the states are estimated only based on xt in which such

abrupt jumps are not as apparently observed.

6.4.2 Industrial case study on a SAGD process

The second case study is that of a soft sensor development for predicting the emulsion

flow in a SAGD process [158]. The SAGD process is a widely used process for recov-

ering bitumen from oil sands. In this process, two horizontal wells are drilled into the

oil reservoir, one above the other. Steam is injected into the upper well which heats

the reservoir. This reduces the viscosity of the oil which flows into the bottom well

due to gravity. The resulting oil and water emulsion is then pumped to the surface.

The emulsion flow-rate obtained from a particular well is one of the key variables

whose online measurements are required for control and optimization applications.

This measurement will not be available in most cases because the emulsion flow from

multiple adjacent wells is combined in a well pad to make a combined flow. Hence a

soft sensor is needed to estimate the emulsion flow-rate from an individual well. For

this process 16 key variables related to the pump and the reservoir conditions such

as temperature, pressure, etc are available. They are used to develop a soft sensor
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Figure 6.8: Emulsion flow-rate obtained from the SAGD process. The process is
characterized by abrupt changes.

to estimate the real-time emulsion flow-rate. For soft sensor development, sparsely

available measurements of the emulsion flow-rate are used which are obtained when

the flow is directed to a test separator. The overall process goes through many abrupt

changes as observed by the emulsion flow-rate measurement shown in Fig. 6.8.

The overall available data is appropriately down-sampled resulting in a set of 1000

data points. Similar to the previous case, half of this is used for training, and the

other half for testing. To complicate the scenario of the abrupt jumps, additional

synthetic Gaussian white noise is added to the data shown in Fig. 6.8. The proposed

method is compared with PCR, PLS, SFR, and the Gaussian model, and the results

are shown in Table. 6.2 and Fig. 6.9.

Overall, all the methods perform well on this dataset as observed by the R2 values.

The proposed method still has shown some improvement over the Gaussian model.

But if one observes the performance section-wise, the advantages of the proposed

approach become more apparent. If one draws attention to the first 270 points of the

data in Table. 6.2, it can be observed that the proposed method performs better.
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Table 6.2: Comparing the values of RMSE and R2 obtained from the Gaussian model
and the proposed model for the SAGD process dataset

Method RMSE R2

PCR 0.2322 0.9623

PLS 0.2455 0.9578

SFR 0.2319 0.9624

Gaussian model 0.2230 0.9652

Proposed model 0.1916 0.9743
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Figure 6.9: Comparing the predicted emulsion flow-rate obtained from the Gaussian
and the proposed model

Table 6.3: Comparing the values of RMSE and R2 obtained from the Gaussian model
and the proposed model for the SAGD process dataset in the shorter time range

Method RMSE R2

Gaussian model 0.1687 0.3091

Proposed model 0.1272 0.6072

This can be seen in Table. 6.3 Fig. 6.10. These are the results for the first 270 points

where the Gaussian model sees more variation than the proposed Cauchy model.
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(a) Comparison of the signals of predicted emulsion flow-rate and the
actual one
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(b) Scatter plot of the predicted emulsion flow-rate vs. actual yt

Figure 6.10: Comparison of the performance of the Gaussian model and the proposed
approach for the SAGD process dataset in the shorter time range
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In this portion, the RMSE reduction is 24.6%, and the R2 almost doubles. The

R2 of 0.3091 for the Gaussian model implies that the Gaussian model almost has

no predictive ability. While R2 of 0.6072 implies a significant predictive ability for

the proposed Cauchy model. This is because of the high variation observed in the

Gaussian model, the reasoning for which is similar to the previous case where it was

explained that the Gaussian model imposes a higher σe on ct than necessary. Hence,

even though there is a high computational burden during the offline modeling step

of the proposed approach, such complexity may be tolerated due to the enhanced

accuracy, particularly as seen in the regions where the process is relatively stable.

6.5 Conclusion

This work presents a method of modeling and estimating systems whose signals ex-

hibit abrupt changes. Modeling of such changes is done in the latent space of the data

by considering a dynamic model whose evolution is defined by the Cauchy distribu-

tion. Meanwhile, the normal slower variations of the process are modeled according

to the PSFA model. The model parameters are estimated in a Bayesian framework

through the VB inference framework. The Cauchy distribution-based model, owing

to its heavier tails of the process noise, is able to capture the jumps more accurately

than its Gaussian counterpart. This results in a more accurate estimation of the

process noise scale parameter through the Cauchy model. In the case of the Gaussian

model, the thinner tails force the model to have a very high variance in order to

capture the jumps. This degrades the performance of the model in the region where

the process does not show abrupt changes. The two case studies presented here point

to the efficacy of the Cauchy model where a performance improvement is observed

particularly in the stable regions of the process due to the more accurate estimation

of the variances.
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Chapter 7

Concluding Remarks

This chapter outlines the conclusions drawn from the proposed methods and their

implementations in various case studies. Additionally, potential future directions of

research in this area are also outlined.

7.1 Conclusion

The overall underlining principle explored in this thesis is that of process-relevant la-

tent variable modeling. Hence, all the proposed methods focus on certain properties

of the LVs which are based on certain prior knowledge one may have regarding the

process. The three properties explored here are slowness, monotonicity, and impul-

sivity. Each of these qualities is commonly observed in various industrial processes

and are latent in the observed data, thus necessitating algorithms to extract them.

The first contribution presented in Chapter 3 focuses on the slowness aspect. The

proposed approach aims at obtaining slowly varying features for supervised learning

problems. In such cases, it is more appropriate to model the slowly varying LVs that

are correlated with the outputs. To achieve this, the proposed approach combined

SFA with PLS to impart temporal slowness and output correlation properties to

the LVs. From the case studies, it is observed that the proposed method not only

reduces the RMSE of prediction in comparison with methods such as PCR, PLS, etc,

it also requires a fewer number of latent features to achieve it. This implies that the

proposed approach is able to extract more meaningful LVs than other approaches.

This is particularly observed in the second case study where the proposed algorithm

needed only two LVs to describe the data while the conventional approaches needed
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from 4 to as many as 12. Such an efficient representation of the latent space is

possible due to concurrent considerations of slowness and output-relevance which is

appropriate to processes driven by slowly varying LVs.

The second contribution builds on this idea of supervised learning of slow features

by extending it to nonlinear systems. Complex industrial processes are usually non-

linear in nature and thus can be well modeled through nonlinear models. Deep learn-

ing is a powerful tool capable of obtaining rich representation which can be used to

achieve the aforementioned objective. Slowness implies dealing with velocities which

needs handling of two adjacent samples simultaneously. Hence, the Siamese neural

networks are used. The temporal slowness and output-relevance aspects are imparted

onto the LVs through modifications to the objective function of the Siamese networks.

The proposed approach has been found to be more effective than feed-forward neural

networks and other recent methods such as HELM and VW-SAE.

The third contribution presented in Chapter 5 focuses on the aspect of monotonic-

ity which is an important character of degrading processes. Monotonicity is a special

type of non-stationary character, and in degrading processes this aspect may not be

apparent. The proposed method thus aims at modeling the latent sources of mono-

tonic variation and other stationary variations of the observed dataset. A state space

model is proposed to model such systems where the LMT evolves according to a CSN

and the LSTs evolve according to a Gaussian distribution. The resulting estimation

problem is solved through the EM algorithm which separates the state (E-step) and

parameter (M-steps) estimation steps in an efficient manner. The E-step in particular

is the challenging part of this approach as this requires a state estimation (filtering

and smoothing) procedure for a system with CSN noises. A detailed derivation of

these steps is provided in this work. Through the case studies, it is observed that the

explicit modeling of the two latent sources of monotonicity and stationarity results

in an efficient representation of the system. The consideration of the true nature of

degradation results in accurate modeling of the stationary variations of the process.

If the Gaussian distribution is used to model the non-stationarity, the lack of mono-

tonicity constraints in such a model results in inaccurate modeling of the systems as

it induces unnecessary variations in the extracted LST.

The fourth contribution presented in Chapter 6 considers the impulsivity aspect
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of processes. This behavior is characterized by abrupt jumps in process variables

observed during the operation. Such jumps which may be caused due to various

reasons such as disturbances, capacity changes, etc need to be modeled explicitly

for an accurate representation of the system. The proposed approach proceeds in

a similar fashion as the third contribution where the two sources of variations of

abrupt jumps and slower variations are modeled separately. These are modeled using

Cauchy and Gaussian distribution respectively. The resulting model is estimated in

a VB inference framework as this approach is more suitable when one has a certain

modeling preference. The effectiveness of the proposed model is in terms of the

accuracy of the estimated parameters, particularly the variance of the LV modeling

the jumps. The proposed approach involves the Cauchy distribution which due to

its heavy tails is able to generate the jumps. This results in more accurate learning

of the variance of the process noise. On the other hand, if a Gaussian variable is

to be used to model the jumps, the thinner tail forces it to have a higher variance

so that the abrupt jumps may be modeled. This results in a degradation in the

performance of the model in the regions where the abrupt jumps are absent. Hence,

the proposed approach although computationally expensive due to the employment

of the particle smoother algorithm (only offline though), is still desirable due to its

enhanced accuracy.

In summary, each process has its own unique character and the LV modeling for

such processes needs to consider its inherent character. Hence, instead of a pure

data-based approach, infusion of the beliefs about the process into the data-based

models through algorithmic modification such as the ones presented in this thesis is

more advantageous.

7.2 Future scope

This section outlines the various possible avenues of research in terms of extensions

and further improvements to the methods presented in thesis.
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7.2.1 Slowness penalty for efficient feature representation

In Chapter 3, the proposed method resulted in an efficient feature extraction frame-

work as the proposed approach needed fewer LVs than the conventional ones. This

result is attributed to the right combination of the appropriate methods which in this

case are PLS and SFA. Hence, the temporal penalty can be seen as an important

aspect to consider while modeling slow processes. This notion was used in Chapter

3 for supervised learning application. But this notion can be extended to other ap-

plications of data-based modeling approaches involving slow processes. In particular,

process monitoring applications can benefit from such approaches because a smaller

number of representative features is more desirable for process monitoring. Hence,

methods such as PCA, independent component analysis, etc can be designed in such

a way that they have a temporal slowness penalty.

7.2.2 Extensions to the proposed monotonic feature extrac-
tion approach

The proposed approach in Chapter 4 results in a solution that can be computationally

expensive because the dimensionality of the parameters of the skewness part of the

CSN keeps on increasing. This makes the calculation of the moments difficult. It is a

general problem encountered in CSN filtering problems. More research is thus needed

in this regard. One approach could be to approximate the 2-dimensional CSN as a

1-dimensional one in every step of filtering. This would keep the dimensionality of

the CSN constant thus controlling the dimensionality blow-up issue.

Another possible approach towards monotonic feature extraction would be the

usage of the skew-t distribution to model the dynamics of the LMT. The skew-t

distribution has some interesting properties and there are efficient filtering algorithms

reported in the literature for systems with such a noise. The advantage of skew-t

distribution comes from its heavier tails. In degrading processes, the degradation

rate may see abrupt changes. The skew-t distribution can model such sudden jumps

in degradation while the CSN cannot.
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7.2.3 Distinguishing the outliers and abrupt process jumps

Often when there is an abrupt jump in the data (particularly of the type depicted

in Fig. 6.2a), one is unsure as to whether the observed jump is caused by an actual

change in the process condition or it is a measurement outlier. Thus it is important

to make such distinctions particularly when the model is used under closed-loop

conditions. The proposed method in Chapter 6 can be extended to such a case

by incorporating the aspects of robust identification techniques. In this case, the

measurement model can also be modeled using the Cauchy noise. The identified

model in such a case will be able to predict if a deviation from normalcy is an outlier

or an actual process change. In the case of an actual jump in the process, the latent

feature ct would also show a jump. If that is not the case, then the point must be

deemed an outlier. This type of modeling not only enables such distinctions but also

makes the obtained model robust to measurement outliers.

7.2.4 Process-relevant dynamic LV modeling through deep
learning

Deep learning has been increasingly used in modeling industrial processes and its

usage is only going to increase in the future. There are multiple architectures in

deep learning that deal with the aspect of LVs. These include, but are not limited to

autoencoders, variational autoencoders (VAE), recurrent neural networks and their

variants such as long-short term memory (LSTM), convolutional neural networks,

etc. In all these approaches, particularly for the applications in industrial processes,

pure data-based training may not be effective. This might lead to model reliability

issues. It would thus be important to perform process-relevant LV modeling through

deep learning. In this regard, LSTM networks offer an attractive way of performing

process-relevant LV modeling. LSTM (with a combination along with VAE) can be

viewed as a nonlinear state space model. The PSFA model, and proposed approaches

in chapters 5 and 6, all are state space models that incorporate beliefs about the

process into them. Hence extending such LV models to nonlinear systems through

LSTM networks is worth exploring.
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Appendix A

Detailed derivation of the E-step of
Chapter 5

A.1 Derivation of the prediction step

The derivation of the prediction step for our case is given in this section. Before

proceeding, we state a few lemmas relevant to the derivation. The following lemma

is from Gupta at al. [159].

Lemma 1 If V ∼ Np(V ; µ,Σ), then for a given q × p matrix Γ, and q × 1 vector a,

the following result holds.∫︂
Np(V ; µ,Σ)Φq(a+ ΓV ; ν,∆) dV = Φq(a+ Γµ; ν,∆+ ΓΣΓ′) (A.1)

The following lemma gives expressions for the Bayesian rule for the case of Gaussian

distributions [160].

Lemma 2 Give a conditional distribution p(y|z) ∼ N (y; Az+b, C) and the marginal

p(z) ∼ N (z; m,V ), applying the Bayesian rule, the following equation holds.

N (y; Az + b, C)×N (z; m,V ) =N (y; Am+ b, AV A′ + C)

×N (z; m+K(y − (Am+ b)), (I −KA)V )

=N
(︃[︃

y
z

]︃
;

[︃
Am+ b

m

]︃
,

[︃
AV A′ + C AV

V A′ V

]︃)︃
(A.2)

with K = V A′(AV A′ + C)−1
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We can now proceed to derive the equations in the prediction step. Substituting

(5.40) and (5.37) into (5.34) yields

p(mt, st|Yt−1) ∝
∫︂
Nns+1

(︃[︃
mt

st

]︃
;

[︃
mt−1

Ast−1

]︃
,

[︃
σ2
e 0
0 Σv

]︃)︃
Φ1

(︃
γ

[︃
mt −mt−1

st − Ast−1

]︃
; 0, δ

)︃
×Nns+1

(︃[︃
mt−1

st−1

]︃
;

[︃
mt−1|t−1

st−1|t−1

]︃
,Σt−1|t−1

)︃
Φt−1

(︃
Γt−1|t−1

[︃
mt−1 −mt−1|t−1

st−1 − st−1|t−1

]︃
; νt−1|t−1,∆t−1|t−1

)︃
dmt−1 dst−1

(A.3)

A proportionality sign is used in the above equation as the normalizing constants are

ignored in the pdfs. We now define the following two matrices.

Ã =

[︃
1 0
0 A

]︃
; ΣS =

[︃
σ2
e 0
0 Σv

]︃
(A.4)

One can use Lemma 2 to convert the product of the two Gaussian distributions into

the following product.

Nns+1

(︃[︃
mt

st

]︃
; Ã

[︃
mt−1|t−1

st−1|t−1

]︃
, ÃΣt−1|t−1Ã

′
+ ΣS

)︃
×Nns+1

(︃[︃
mt−1

st−1

]︃
;

[︃
mt−1|t−1

st−1|t−1

]︃
+ Jt

(︃[︃
mt

st

]︃
− Ã

[︃
mt−1|t−1

st−1|t−1

]︃)︃
, (I − JtÃ)Σt−1|t−1

)︃
(A.5)

with Jt = Σt−1|t−1Ã
′
(ÃΣt−1|t−1Ã

′
+ΣS)

−1. It can be observed that the first Gaussian

term is independent of the integration variables which are the state variables at t−1.

Hence it comes out of the integration. The two cdf terms in (A.3) can be combined

as follows to get the following cdf.

Φt

⎛⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎣
Γt−1|t−1

[︄
mt−1 −mt−1|t−1

st−1 − st−1|t−1

]︄

γ

[︄
mt −mt−1

st − Ast−1

]︄
⎤⎥⎥⎥⎥⎦ ;

[︃
νt−1|t−1

0

]︃
,

[︃
∆t−1|t−1 0

0 δ

]︃⎞⎟⎟⎟⎟⎠ (A.6)

Substituting (A.6) and (A.5) into (A.3), one can arrive at a CSN whose Gaussian

part is

Nns+1

(︃[︃
mt

st

]︃
; Ã

[︃
mt−1|t−1

st−1|t−1

]︃
, ÃΣt−1|t−1Ã

′
+ ΣS

)︃
(A.7)
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and the cdf part is the integral∫︂
Nns+1

(︃[︃
mt−1

st−1

]︃
;

[︃
mt−1|t−1

st−1|t−1

]︃
+ Jt

(︃[︃
mt

st

]︃
− Ã

[︃
mt−1|t−1

st−1|t−1

]︃)︃
,

(I − JtÃ)Σt−1|t−1

)︃
× Φt(. . . )dmt−1 dst−1 (A.8)

The above integral can be solved using Lemma 1 and with some algebraic simplifica-

tions, one can arrive at the CSN parameters given in (5.42).

A.2 Derivation of the update step

Given the prior

p(mt, st|Yt−1) = CSNns+1,t

(︃[︃
mt

st

]︃
;

[︃
mt|t−1

st|t−1

]︃
,Σt|t−1,Γt|t−1, νt|t−1,∆t−1|t−1

)︃
(A.9)

and the likelihood

p(yt|mt, st) = Nny(yt; H1mt +H2st,Σu), (A.10)

the Bayesian rule given in (5.35) can be applied to get the posterior distribution.

p(mt, st|Yt) ∝ Nny(yt; H1mt +H2st,Σu)×Nns+1

(︃[︃
mt

st

]︃
;

[︃
mt|t−1

st|t−1

]︃
,Σt|t−1

)︃
×Φt

(︃
Γt|t−1

[︃
mt −mt|t−1

st − st|t−1

]︃
; νt|t−1,∆t|t−1

)︃
(A.11)

Using Lemma 2, the product of the two Gaussian distributions in the above equation

can be rewritten. One of the resulting pdfs will be independent of mt and yt and can

be clubbed into the normalizing constant. This results in the following expression

p(mt, st|Yt) ∝ Nns+1

(︃[︃
mt

st

]︃
;

[︃
mt|t−1

st|t−1

]︃
+Kt(yt −H1mt|t−1 −H2st|t−1),

(I −KtH)Σt|t−1

)︃
× Φt

(︃
Γt|t−1

[︃
mt −mt|t−1

st − st|t−1

]︃
; νt|t−1,∆t|t−1

)︃
(A.12)

where Kt = Σt|t−1H
′(HΣt|t−1H

′ + Σu)
−1. We can redefine[︃

mt|t−1

st|t−1

]︃
+Kt(yt −H1mt|t−1 −H2st|t−1) =

[︃
mt|t
st|t

]︃
; (I −KtH)Σt|t−1 = Σt|t (A.13)

To get a CSN form for (A.12), the cdf term needs to be readjusted such that the

posterior µ parameter as defined in the above equation, is subtracted from the state

variables. This leads to the updated parameters as defined in (5.45).
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A.3 Derivation of the smoothing step

We derive the equations in the smoothing step by first determining the parameter

updates from t = T to t = T−1, and then from t = T−1 to t = T−2 which leads to the

generalized recursive equations given in (5.47). Substituting the expressions of all the

CSN distributions into (5.36) results in a cluttered and cumbersome representation

of the equations. Hence, the derivation will be explained step by step showing the

necessary expressions resulting from each step.

A.3.1 t = T to t = T − 1

At the end of the forward pass we have

p(mT , sT |YT ) = CSNns+1,T

(︃[︃
mT

sT

]︃
;

[︃
mT |T
sT |T

]︃
,ΣT |T ,ΓT |T , νT |T ,∆T |T

)︃
(A.14)

The backward pass involves the calculations given in (5.36). It can be observed from

this equation that there are two steps in this procedure. The first is a Bayesian

inversion followed by a convolution of the obtained pdfs from Bayesian inversion and

the smoothed pdf from the previous step.

p(mT−1, sT−1|YT ) =

∫︂
p(mT , sT |mT−1, sT−1) p(mT−1, sT−1|YT−1)∫︁

p(mT , sT |mT−1, sT−1) p(mT−1, sT−1|YT−1) dmT−1dsT−1

× p(mT , sT |YT ) dmT dsT (A.15)

The numerator in the Bayesian inference part of the above equation is

CSNns+1,1

(︃[︃
mT

sT

]︃
;

[︃
mT−1

AsT−1

]︃
,

[︃
σ2
e 0
0 Σv

]︃
, γ, 0, δ

)︃
× CSNns+1,T−1

(︃[︃
mT−1

sT−1

]︃
;

[︃
mT−1|T−1

sT−1|T−1

]︃
,ΣT−1|T−1,

ΓT−1|T−1, νT−1|T−1,∆T−1|T−1

)︃
(A.16)

The denominator is nothing but the integration of the numerator w.r.t the state

variables at t = T − 1. It can be observed that this product of two CSNs is nothing

but the product of the CSNs obtained in the prediction step while moving from

t = T − 1 to t = T . This simplifies a few things in the derivation. First, by applying

Lemma 2 we get two Gaussian terms. One is the marginal of states at t = T similar

to the one in (A.7) and the second is a conditional of the form T − 1|T similar to the
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one in (A.8). The first one comes out of the integration canceling the same term in

the denominator. The evaluation of the integral in the denominator now yields

ΦT

(︃
ΓT |T−1

[︃
mT −mT |T−1

sT − sT |T−1

]︃
; νT |T−1,∆T |T−1

)︃
(A.17)

From the update steps we know that the cdf term does not change in the Bayesian

inference as we only merely readjust it to fit the definition of CSN. Hence this term

cancels the cdf term of p(mT , sT |YT ). Equation (A.15) now becomes∫︂
Nns+1

(︃[︃
mT−1

sT−1

]︃
;

[︃
mT−1|T−1

sT−1|T−1

]︃
+ JT

[︃
mT −mT |T−1

sT − sT |T−1

]︃
, (I − JT Ã)ΣT−1|T−1

)︃
× Φp

1(. . . )× ΦT−1(. . . )×Nns+1

(︃[︃
mT

sT

]︃
;

[︃
mT |T
sT |T

]︃
,ΣT |T

)︃
dmT dsT (A.18)

Here, Φp
1(. . . ) is the process noise CSN’s cdf term and ΦT−1(. . . ) is the cdf term of

the update step’s CSN at t = T − 1. Applying Lemma 2 to the two Gaussian terms,

we get

Nns+1

(︃[︃
mT−1

sT−1

]︃
;

[︃
mT−1|T−1

sT−1|T−1

]︃
+ JT

[︃
mT |T −mT |T−1

sT |T − sT |T−1

]︃
, (I − JT Ã)ΣT−1|T−1

)︃
× ΦT−1(. . . )∫︂

Nns+1

(︃[︃
mT

sT

]︃
;

[︃
mT |T
sT |T

]︃
+ CT−1

[︃
mT−1 −mT−1|T
sT−1 − sT−1|T

]︃
,Σ∗

T−1

)︃
× Φp

1(. . . ) dmT dsT

(A.19)

Here,

CT−1 = ΣT |TJ
′
T (JTΣT |TJ

′
T + (I − JT Ã)ΣT−1|T−1)

−1

Σ∗
T−1 = (I − CT−1JT )ΣT |T[︃
mT−1|T
sT−1|T

]︃
=

[︃
mT−1|T−1

sT−1|T−1

]︃
+ JT

[︃
mT |T −mT |T−1

sT |T − sT |T−1

]︃
ΣT−1|T = JTΣT |TJ

′
T + (I − JT Ã)ΣT−1|T−1 (A.20)

The integral in the above equation can be solved using Lemma 1, and with some

algebraic simplifications, we arrive at Φ∗
1(· · · ) characterized by

Γ∗
T−1 = γ(CT−1 − Ã);

ν∗
T−1 = −γ

[︃
mT |T −mT−1|T
sT |T − AsT−1|T

]︃
;

δ∗T−1 = δ + γΣ∗
T−1γ

′ (A.21)
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Finally, the ΦT−1(. . . ) term can be readjusted and combined with the Φ∗
1 term to get

the following parameters of the skewness part

ΓT−1|T =

[︃
ΓT−1|T−1

Γ∗
T−1

]︃
;

νT−1|T =

⎡⎣νT−1|T−1 − ΓT−1|T−1

[︃
mT−1|T −mT−1|T−1

sT−1|T − sT−1|T−1

]︃
ν∗
T−1

⎤⎦ ;

∆T−1|T =

[︃
∆T−1|T−1 0

0 δ∗T−1

]︃
(A.22)

The CSN is defined as

p(mT−1, sT−1|YT ) = CSNns+1,T

(︃[︃
mT−1

sT−1

]︃
;

[︃
mT−1|T
sT−1|T

]︃
,ΣT−1|T ,ΓT−1|T , νT−1|T ,∆T−1|T

)︃
(A.23)

It can be observed that the dimensionality of the skewness part of the CSN has

remained constant in this step. It shall be seen that this dimension will remain

constant at T throughout the backward pass.

A.3.2 t = T − 1 to t = T − 2

As in the previous step, the smoothed pdf at t = T − 2 can be defined similar to

(A.15). The important things to be noted in this step are listed in the following

points:

1. Similar to the previous case, in the Bayesian inference, the denominator is left

with ΦT−1(. . . ) term which is the same as the one on the forward pass.

2. The skewness term of p(mT−1, sT−1|YT ) can be written as ΦT−1(. . . )×Φ∗
1(. . . ).

This results in the ΦT−1(. . . ) terms getting canceled.

3. The remaining Gaussian terms can be simplified using Lemma 2.

4. At the end, an equation similar to (A.19) is obtained but shifted by one time

instant. The important difference is that, outside the integral, we have T − 2

dimensional ΦT−2(. . . ) term and inside the integration, we have the product

transition probability noise cdf term Φp
1(. . . ) and Φ∗

1(. . . ).
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p(mT−2, sT−2|YT ) ∝ Nns+1

(︃[︃
mT−2

sT−2

]︃
;

[︃
mT−2|T−2

sT−2|T−2

]︃
+ JT−1

[︃
mT−1|T −mT−1|T−2

sT−1|T − sT−1|T−2

]︃
, (I − JT−1Ã)ΣT−2|T−2

)︃
× ΦT−2(. . . )∫︂
Nns+1

(︃[︃
mT−1

sT−1

]︃
;

[︃
mT−1|T
sT−1|T

]︃
+ CT−2

[︃
mT−2 −mT−2|T
sT−2 − sT−2|T

]︃
,Σ∗

T−2

)︃
× Φp

1(. . . )× Φ∗
1. . . dmT dsT (A.24)

5. Upon the application of Lemma 1 and some further algebraic simplifications,

we arrive at a CSN with T dimensional skewness term.

The parameters of the CSN representing p(mT−2, sT−2|YT ) are given in the follow-

ing equations.

CT−2 = ΣT−1|TJ
′
T−1

× (JT−1ΣT−1|TJ
′
T−1 + (I − JT−1Ã)ΣT−2|T−2)

−1

Σ∗
T−2 = (I − CT−2JT−1)ΣT−1|T

Γ∗
T−2 =

[︃
γ(CT−2 − Ã)
Γ∗
T−1CT−2

]︃

ν∗
T−2 =

⎡⎣−γ [︃mT−1|T −mT−2|T
sT−1|T − AsT−2|T

]︃
ν∗
T−1

⎤⎦
δ∗T−2 =

[︃
δ 0
0 δ∗T−1

]︃
+

[︃
γ

Γ∗
T−1

]︃
Σ∗

T−2

[︁
γ′ Γ∗

T−1
′]︁[︃

mT−2|T
sT−2|T

]︃
=

[︃
mT−2|T−2

sT−2|T−2

]︃
+ JT−1

[︃
mT−1|T −mT−1|T−2

sT−1|T − sT−1|T−2

]︃
ΣT−2|T = JT−1ΣT−1|TJ

′
T−1 + (I − JT−1Ã)ΣT−2|T−2

ΓT−2|T =

[︃
ΓT−2|T−2

Γ∗
T−2

]︃

νT−2|T =

⎡⎣νT−2|T−2 − ΓT−2|T−2

[︃
mT−2|T −mT−2|T−2

sT−2|T − sT−2|T−2

]︃
ν∗
T−2

⎤⎦
∆T−2|T =

[︃
∆T−2|T−2 0

0 δ∗T−2

]︃
(A.25)
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The final distribution at t = T − 2 is

p(mT−2, sT−2|YT ) = CSNns+1,T

(︃[︃
mT−2

sT−2

]︃
;

[︃
mT−2|T
sT−2|T

]︃
,ΣT−2|T ,ΓT−2|T , νT−2|T ,∆T−2|T

)︃
(A.26)

The parameters can then be updated recursively till t = 1 is reached.

A.4 Cross-time distribution

To estimate the parameters related to the transition probabilities, one needs to find

the cross-time distributions that contain the cross-time covariances. Based on how

the smoothing equation in (5.36) is arrived at, we have the following result:

p(mt−1, st−1,mt, st|YT ) =
p(mt, st|mt−1, st−1)p(mt−1, st−1|Yt−1)∫︁

p(mt, st|mt−1, st−1)p(mt−1, st−1|Yt−1) dmt−1 dst−1

× p(mt, st|YT ) (A.27)

The smoothing equation is obtained by marginalizing the above equation. Hence by

referring to (A.18) and (A.24), the following result is obtained.

p(mt−1, st−1,mt, st|YT ) ∝ Nns+1

(︃[︃
mt−1

st−1

]︃
;

[︃
mt−1|t−1

st−1|t−1

]︃
+ Jt

[︃
mt −mt|t−1

st − st|t−1

]︃
,

(I − JtÃ)Σt−1|t−1

)︃
× Φp

1(. . . )× Φt−1(. . . )

×Nns+1

(︃[︃
mt

st

]︃
;

[︃
mt|T
st|T

]︃
,Σt|T

)︃
× Φ∗

T−t(. . . ) (A.28)

The two Gaussian terms can be combined according to Lemma 2. Hence the Gaussian

part of the CSN can be written as

N2ns+2

⎛⎜⎜⎝
⎡⎢⎢⎣
mt−1

st−1

mt

st

⎤⎥⎥⎦ ;

⎡⎢⎢⎣
[︃
mt−1|t−1

st−1|t−1

]︃
+ Jt

[︃
mt|T −mt|t−1

st|T − st|t−1

]︃
[︃
mt|T
st|T

]︃
⎤⎥⎥⎦ ,

[︃
JtΣt|TJ

′
t + (I − JtÃ)Σt−1|t−1 JtΣt|T

Σt|TJ
′
t Σt|T

]︃⎞⎟⎟⎠ (A.29)
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The cdf terms can be combined as follows.

ΦT

⎛⎜⎜⎜⎜⎜⎜⎝

⎡⎢⎢⎢⎢⎢⎢⎣
γ

[︃
mt −mt−1

st − Ast−1

]︃
Γt−1|t−1

[︃
mt−1 −mt−1|t−1

st−1 − st−1|t−1

]︃
Γ∗
t

[︃
mt −mt|T
st − st|T

]︃

⎤⎥⎥⎥⎥⎥⎥⎦ ;

⎡⎣ 0
νt−1|t−1

ν∗
t

⎤⎦ ,

⎡⎣δ 0 0
0 ∆t−1|t−1 0
0 0 ∆∗

t

⎤⎦
⎞⎟⎟⎟⎟⎟⎟⎠ (A.30)

It can be observed that the dimensionality of the combined Φ(. . . ) is T . Considering

the ν term, one can see that the dimensionality of the ν of the noise term, νt−1|t−1,

and ν∗
t are 1, t − 1, and T − t respectively. Now, the above ΦT (. . . ) term needs to

be readjusted so that the overall distribution takes the form of a CSN. We define the

following matrices to simplify the notations.

I1 =
[︁
I 0

]︁
; I2 =

[︁
0 I

]︁
;

µt−1,t|T =

⎡⎢⎢⎣
[︃
mt−1|t−1

st−1|t−1

]︃
+ Jt

[︃
mt|T −mt|t−1

st|T − st|t−1

]︃
[︃
mt|T
st|T

]︃
⎤⎥⎥⎦ (A.31)

The dimensions of I1 and I2 are chosen such that

I1

⎡⎢⎢⎣
mt−1

st−1

mt

st

⎤⎥⎥⎦ =

[︃
mt−1

st−1

]︃
; I2

⎡⎢⎢⎣
mt−1

st−1

mt

st

⎤⎥⎥⎦ =

[︃
mt

st

]︃
(A.32)

With these definitions, we can rewrite the Gamma terms in the combined cdf term

as follows.

γ

[︃
mt −mt−1

st − Ast−1

]︃
= γ(I2 − ÃI1)

⎡⎢⎢⎣
mt−1

st−1

mt

st

⎤⎥⎥⎦ (A.33)

The above term and the corresponding ν term can be readjusted by subtracting

µt−1,t|T from both to make it a CSN. The same procedure can be followed for all the

Γ and ν terms of the cdf term in (A.30) to arrive at the CSN given in (5.50).

A.5 Calculating the moments of a CSN

We briefly discuss the evaluation of moments of a CSN with the dimension of the

skewness term greater than 1. The approach is similar to the one given by He et
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al. [85]. Consider x ∼ CSNn,q(x; µ,Σ,Γ, ν,∆). To evaluate the mean one must

evaluate the following integral.

E[x] =
∫︂ ∞

−∞
x
Nn(x; µ,Σ) Φq(Γ(x− µ); ν,∆)

Φq(0; ν,∆+ ΓΣΓ′)
dx

=
1

Φq(0; ν,∆+ ΓΣΓ′)

∫︂ ∞

−∞
xNn(x; µ,Σ)

∫︂ 0

−∞
Nq(p; ν − Γ(x− µ),∆) dp dx

(A.34)

The Gaussian term with x can be brought into the inner integration. Applying Lemma

2, the following result can be obtained.

E[x] =
1

Φq(0; ν,∆+ ΓΣΓ′)
×
∫︂ 0

−∞
Nq(p; ν,∆+ ΓΣΓ′)

∫︂ ∞

−∞
xNn(x; µ+K(p− ν),

(I +KΓ) dx dp
(A.35)

withK = −ΣΓ′(∆+ΓΣΓ′)−1. The inner integral of the above equation is µ+K(p−ν).

It can be observed that the normalizing term in the denominator is
∫︁ 0

−∞Nq(p; ν,∆+

ΓΣΓ′) dp which is a normalizing constant of a truncated Gaussian distribution with

mean ν and variance ∆+ΓΣΓ′, truncated above zero in every dimension of p. Incor-

porating these, one can arrive at the following result.

E[x] = µ−Kν +KE[p]; p ∼ Nq(p; ν,∆+ ΓΣΓ′)

Φq(0; ν,∆+ ΓΣΓ′)
1(p ≤ 0) (A.36)

Since the mean of a truncated Gaussian cannot be calculated analytically for dimen-

sions greater than 1, one can draw N samples of p from the truncated Gaussian

distribution with the said parameters and calculate the sample mean and hence the

expected value of x. Similarly, one can arrive at the following equation for the co-

variance matrix of a CSN.

Var[x] = Σ+KΓΣ +K(Var[p])K ′ (A.37)

The variance of p can be calculated from the samples generated from its corresponding

truncated Gaussian distribution.

183


	Introduction
	Motivation
	Slowness
	Monotonicity
	Impulsivity

	Background Literature
	Slowness
	Deterministic SFA
	Probabilistic SFA

	Monotonicity
	Impulsivity

	Thesis Outline
	Main Contributions

	Mathematical Background
	PLS
	NIPALS
	SIMPLS

	SFA
	Deterministic SFA
	Probabilistic SFA

	Probabilistic Model Estimation Methods
	EM algorithm
	VB Inference

	Sampling-based algorithms
	Importance sampling
	Particle-based state estimation
	Particle filtering
	Particle smoothing



	Output-Relevant Slow Feature Extraction Using Partial Least Squares
	Introduction
	SFA
	PLS
	Output-relevant SFA
	NIPALS for slow feature extraction
	SIMPLS for slow feature extraction
	Tuning α and the definiteness of the matrices in the objective functions

	Results
	Simulated case study
	Debutanizer column
	Hybrid tank system

	Conclusion

	Siamese Neural Network-Based Supervised Slow Feature Extraction
	Introduction
	Siamese neural networks
	Proposed methods
	SSFASN1
	SSFASN2

	Results
	Simulated case study
	Debutanizer column
	Hybrid tank system

	Conclusion

	Latent Variable Modeling and State Estimation of Non-stationary Processes Driven by Monotonic Trends
	Introduction
	Latent variable model with a hidden monotonic trend
	Closed skew-normal distribution - Revisit
	Model formulation

	Maximum likelihood estimation
	EM algorithm - Revisit
	M-Step
	E-step
	State estimation - Revisit
	Forward pass - Filtering
	Backward pass - Smoothing
	The cross-time joint distribution
	Evaluating the expectations


	Case studies
	Simulation case study
	Fouling monitoring in a Hot Lime Softener

	Conclusion

	Modeling and Bayesian Inference for Processes Characterized by Impulsive Changes
	Introduction
	Proposed model
	Model formulation in the probabilistic framework

	Variational Bayesian inference of the model
	Inference of H
	Inference of Σu
	Inference of A
	Inference of b
	Inference of σe
	Inference of St
	The iterative procedure
	Online implementation

	Results
	Simulated case study
	Industrial case study on a SAGD process

	Conclusion

	Concluding Remarks
	Conclusion
	Future scope
	Slowness penalty for efficient feature representation
	Extensions to the proposed monotonic feature extraction approach
	Distinguishing the outliers and abrupt process jumps
	Process-relevant dynamic LV modeling through deep learning


	References
	Appendix Detailed derivation of the E-step of Chapter 5
	Derivation of the prediction step
	Derivation of the update step
	Derivation of the smoothing step
	t=T to t=T-1
	t=T-1 to t=T-2

	Cross-time distribution
	Calculating the moments of a CSN


