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Abstract

An evaluation of the resistance of two different X70 pipeline steels to hydrogen-induced cracking in

severe (pH 2.7 and 1 atm H2S) and intermediate (pH 5.5 and 1 atm H2S) sour service conditions

was undertaken. The two steels used in this work, X70-X and X70-B, were selected based on their

different calcium to sulfur ratios. X70-X and X70-B possess calcium to sulfur ratios of 2.5 and

about 0.5, respectively.

Using the NACE standard TM0284-2016 and solution C, samples were tested at pH levels of 2.7

and 5.5 for test periods of 1 to 64 days. Cracking was then evaluated using ultrasonic techniques.

At a pH of 2.7, both steels showed cracking after one day in test solution and reached a crack

equilibrium after 4 to 8 days. Samples tested at a pH of 5.5 showed cracking after 32 days for steel

X70-B and after 64 days for X70-X. For X70-B, a crack equilibrium seemed to be reached after

32 days. In direct comparison with the low calcium to sulfur ratio in X70-B, X70-X showed an

increased resistance to hydrogen-induced cracking.

In this work, an ultrasonic procedure, using the crack to backwall signal ratio (CBR), was

developed and is used to quantify the extent of cracking in X70-X and X70-B. CBR maps and

histograms give information about the location, extent and distribution of cracks. To compare

different steels and conditions, a global crack to backwall ratio (GCBR) is obtained by the numerical

calculation of the normalized integral of the local CBR values. The GCBR for X70-X after 16 days

in a pH 2.7 solution is about 0.3. For X70-B, under identical solutions, a worse GCBR of about

0.55 was recorded. X70-X generally shows a better resistance to hydrogen-induced cracking than

X70-B in test solutions of pH 2.7 and 5.5 and for 1 atmospheric pressure of hydrogen sulfide.
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It always seems impossible until it’s done.

(Nelson Mandela)
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Chapter 1

Introduction

Hydrogen-induced cracking was first mentioned in the 1950s and its prevention has since gained

significant importance. In 1984, the NACE TM0284 standard was created. This standard allows the

replication of conditions leading to hydrogen-induced cracking and is intended to give information

about the resistance of a steel to the formation of hydrogen-induced cracks. Over the years, this

standard has been extended by additional testing solutions and methodologies. However, limitations

of this standard still prevail. The testing time is chosen based on the partial pressure of hydrogen

sulfide and does not vary with changes in the pH level. Furthermore, the analysis and classification

of the tested samples has only localized significance and is time intensive.

In this work the effect of pH value and partial pressure of H2S on the cracking behaviour of

different microalloyed X70 pipeline steels with different calcium to sulfur ratios will be studied using

the latest iteration of the NACE standard. The two steels are tested in a NACE TM0284-2016

solution C under different conditions and testing times. Four objectives can be defined:

1. Determine equivalent testing conditions for low and high pH levels, as well as low and high

hydrogen sulfide partial pressures to allow for a conversion between mild and sour service

tests.

2. Utilize ultrasonic probes to scan cracks over the entire area of the sample to quantify cracking

and create ultrasonic maps showing the location of each crack on a grid.

3. Compare the results of steels with different calcium to sulfur ratios to show the significance

of manganese sulfide shape control.

4. Analyze the testing times and conduct ultrasonic and hydrogen measurements to visualize

cracking behaviour over time.

The thesis will be organized as follows. In a first chapter, a literature review on hydrogen induced

cracking and ultrasonic crack testing will be presented. Following this is the description of materials

and experimental methods used in this work. The results will then be presented and discussed.

Finally, concluding remarks will be drawn.
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Chapter 2

Literature Review

For the purpose of this research, the literature review is divided into six sections. In a first section,

the history of hydrogen-induced cracking, natural occurrences of hydrogen sulfide and its appli-

cations are discussed. This is followed by a brief literature review of the work done on X grade

pipeline steel, a description of the NACE TM0284 standard and the electrochemical principles in-

volved in the process. The physical background of ultrasonic wave types and interfaces, as well as

the working principle of ultrasonic probes is described. Afterwards, the effects of alloying elements

and inclusions on hydrogen-induced cracking are examined. The mechanisms for hydrogen uptake

and common methods for the measurement of hydrogen build-up in steel are explained.

2.1 Hydrogen-Induced Cracking

Corrosion is a phenomenon that affects many aspects of our lives and is categorized into several

different types. The topic of this work is hydrogen-induced cracking and as such, this first section

of the literature review will provide a comprehensive background about the history of hydrogen-

induced cracking, as well as applications and natural occurrences of hydrogen sulfide.

2.1.1 Historical Overview

Over the course of the last 100 years, the demand for technology, energy and mobility has drastically

increased. To accommodate these demands, copious amounts of resources are necessary [1]. Two

very important resources are natural gases and crude oils. These fossil substances are used for a

variety of applications, including transportation and production of electrical and thermal energy.

One of the biggest obstacle for mankind is posed by the limitation of accessibility and usability of

these resources. To meet the continuously growing demand, the expansion of oil and gas pipelines

as well as the discovery of new oil and gas wells is necessary. This endeavour has forced mankind

to drill deeper and transport greater amounts of oil and gas, pushing the mechanical properties of

pipelines to their limits.

Natural gas and crude oils usually carry by-products, such as hydrogen sulfide. An increased

2



concentration of these by-products can lead to undesirable side effects which ultimately can lead

to pipeline failures. While failures can range from small leaks to ruptures, one frequent problem

is hydrogen blistering, accompanied by hydrogen-induced cracking. These phenomena have been

linked to an increased sourness of the transported product. This sourness can be a result of an

increased hydrogen sulfide concentration, which, if the concentration of hydrogen sulfide reaches a

certain threshold, is also referred to as sour service.

As the production of sour gas increased during the 1950s, new challenges, such as sulfur de-

position and increased corrosion due to the increased amount of H2S, needed to be overcome.

Hydrogen-induced cracking was first reported by Paredes and Mize [2] in 1954 when they deter-

mined the cause of an ”unusual” pipeline failure to be the formation hydrogen blisters in steel. In

1972, an undersea pipeline in the Gulf of Persia indicated leaking just a few weeks after it was put in

service [3]. One suspected contribution of the failure of this X65 pipeline was the low-temperature

rolling process used to manufacture the steel. In 1974, a sour-gas pipeline in Saudi Arabia failed

after only a few weeks of operation [4]. The failure affected a length of about 10 km. As a result

of these and other pipeline failures and incidents due to hydrogen induced cracking, research has

been carried out to reproduce the conditions which lead to hydrogen induced cracking. The first

standard test for hydrogen induced cracking was established in 1984 by the National Association of

Corrosion Engineers (NACE). This test is referred to as the NACE Standard TM0284. The latest

iteration of this test was released in 2016 and contains a new test solution with varying pH level

and partial pressure of hydrogen sulfide. This variation of parameters allows the reproduction of

specific conditions, as concentrations of hydrogen sulfide and pH levels vary from well to well. [5,6]

2.1.2 General Concept of Hydrogen-Induced Cracking

Wet H2S conditions can lead to hydrogen blistering, hydrogen-induced cracking, stress-oriented

hydrogen-induced cracking and sulfide stress cracking [7–11]. This work focuses on hydrogen-

induced cracking, which sometimes is also referred to as step-wise cracking [3]. For any material

to be affected by hydrogen-induced cracking, it must be susceptible to cracking. The criteria for

susceptibility are the amount of hydrogen available, the microstructure present in the steel, and the

tensile stress or restraint level (Fig. 2.1). Hydrogen can be generated during acid -base reactions

and hydrogen evolution reactions at the steel surface. In the presence of hydrogen sulfide, hydrogen,

in its atomic form, diffuses into the steel and forms molecular hydrogen at trapping sites. Additional

information about the mechanisms of hydrogen uptake are presented in dedicated sections of the

literature review. Different microstructures, such as inclusions and metallographic phases, can act

as crack initiation sites, buffer zones or crack barriers. More information about microstructures

are presented in a dedicated section. Tensile stresses can arise from processing of the steel, e.g.

cold working, thermal treatments, welding, grinding, etc. [12]. Additionally, tensile stresses can be

induced by environmental factors, such as temperature or pressure changes. As such, controlling

the tensile stress in pipelines can prove difficult. In order for hydrogen induced cracking to occur,

all of these factors must be present. Hydrogen-induced cracking can be described in three steps [13]:
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1. Hydrogen generation: As a result of the hydrogen evolution reaction, hydrogen is generated

at the steel surface. The generated hydrogen remains adsorbed in this first step.

2. Hydrogen diffusion: Hydrogen atoms desorb from the steel surface and diffuse into the

steel matrix. This phenomenon is possible, due to the poisonous effect of hydrogen sulfide

and its ions, which prevent the formation of molecular hydrogen at the steel surface [14].

3. Hydrogen accumulation: In the third step, hydrogen atoms inside the steel will diffuse

to hydrogen traps. These hydrogen traps can be voids around inclusions or metallographic

phases, such as martensite. As the hydrogen atoms get trapped, the internal pressure increases

locally, leading to crack initiation upon exceeding the threshold of the matrix.

Figure 2.1: Factors influencing susceptibility to hydrogen-induced cracking [15]

2.1.3 Natural Occurrences of Hydrogen Sulfide

Many hydrocarbon reservoirs contain natural H2S and CO2 [16]. According to Orr [17], sulfur

constitutes about one percent of the dry mass of living organisms. The majority of the amount of

sulfur is contributed by cysteine and methionine amino acids. These amounts of sulfur can lead to

the generation of H2S. However, some sour gas fluids have been measured to have an H2S content

of up to 94%. These findings suggest, that a significant portion of H2S has its origins in sulfate

rich minerals. The work of Marriott et al. [16] narrows the production mechanisms of H2S down to

aquathermolysis, microbial sulfate reduction and thermochemical sulfide reduction. More detailed

information on these processes and industrial uses of hydrogen sulfide can be found in Appendix

A.
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2.2 HIC Testing

Over the years, HIC testing has been carried out for a wide variety of steels. The majority of research

carried out focused on the effect of inclusions [18–33] and alloying elements [20,23,24,27,30,34–38]

on hydrogen-induced cracking. Research was carried out for pipeline steels ranging from X42 to

X120. A more detailed summary of the findings, specific to elements of this research is presented

in section 2.4. To the knowledge of the author, little work has been done specifically about the

correlation between exposure time, pH and partial pressure of hydrogen sulfide for X70 steels.

In the work of Kittel et al. [39], the effect of exposure time for various pH levels is compared for

X65 pipeline steel and analyzed using hydrogen permeation testing and ultrasonic crack evaluation

of HIC tests. Their work showed that mild sour service conditions generally resulted in the need

for longer testing times to reach a state of equilibrium. Figure 2.2 shows the crack to area ratio

(CAR) over time for X65 steel under different conditions. It can be seen that a reduced partial

pressure of hydrogen sulfide resulted in a lower equilibrium CAR. A direct comparison between 1

atm H2S and 0.1 atm H2S shows that hydrogen sulfide is the rate limiting step for HIC cracking, as

the maximum extent of hydrogen-induced cracking is lowered with along with the partial pressure

of hydrogen sulfide. However, higher pH levels tend to need more time to establish cracks within

the steel sample. This can be explained by the reduced hydrogen uptake, due to a limitation in

availability of hydrogen. According to earlier work of Kittel et al. [40], the critical threshold of

hydrogen inside the steel is between 0.90 ppm and 1.00 ppm H2. The ultrasonic maps presented in

their work show consistent results for samples tested at the same conditions [39].

Figure 2.2: HIC test results of X65 pipeline steel, obtained by Kittel et al. [39]

In this work, the latest iteration of the NACE standard TM0284-2016 is used to study the

effects of pH, partial pressure of hydrogen sulfide and exposure time on hydrogen-induced cracking
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of X70 pipeline steel. The setup and testing procedure, as well as the chemical composition of the

test solution will be explained in the following sections.

2.2.1 NACE Standard TM0284-2016

The NACE Standard TM0284 is a test method designed to evaluate the resistance of pipelines and

pressure vessels to hydrogen-induced cracking (HIC) due to the absorption of hydrogen released as

a result of aqueous sulfide corrosion. A schematic diagram of the experimental setup is shown in

Figure 2.3. The gas cylinders are connected to a flow-meter to allow for a controlled gas flow. As

a safety measure, the gas is directed into a trap. From the trap, the gas is bubbled into the test

vessel from the bottom. Any gas not dissolved into the test solution and dwelling above the test

solution will escape the test vessel and is collected in a second trap. Any gas collected in the trap

will be neutralized in a scrubber solution containing 10% NaOH.

Figure 2.3: Schematic diagram of test setup [6]

The contents of the three test solutions used in the NACE standard TM0284-2016 (A-C) are

shown in Table 2.1. All test solutions are to be used at ambient temperature and pressure. Solution

A and C are based on deionized or distilled water, test solution C consists only of synthetic seawater

saturated with H2S. The combined gas pressure of CO2 and H2S in solution C is the ambient gas

pressure of about 1 bar. Hydrochloric acid and sodium hydroxide are used in solution C to adjust

the pH to the target pH. The pH must be adjusted to ±0.2 of the target pH. All chemicals must

be of reagent grade.

In this work, a modified solution C∗ is used for 0.1 atm H2S is used. The difference between

C and C∗ is the use of nitrogen instead of carbon dioxide. In this work, both solutions are used.

However, the majority of experiments are carried out using 0.9 atm nitrogen.
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Table 2.1: Composition of different test solutions according to NACE TM0284-2016 [6]

Substance Solution A Solution B Solution C Solution C∗

H2O [wt.%] 94.5 - 94.6 94.6

Synthetic Seawater [wt.%] - 100 - -

CH3COOH [wt.%] - 0.5 - -

CH3COONa [wt.%] - - 0.4 0.4

NaCl [wt.%] 5 - 5 5

H2S [atm] 1 1 0.1 to 1 0.1 to 1

CO2 [atm] - - 1−H2S [atm] -

N2 [atm] - - - 1−H2S [atm]

HCl [wt.%] - - pH dependent pH dependent

NaOH [wt.%] - - pH dependent pH dependent

2.2.2 Electrochemical Stability of Iron Sulfides

According to Taylor [41] and Smith and Miller [42], polymorphous iron sulfides can be formed during

hydrogen sulfide corrosion processes. The formation of these polymorphous phases depend on the

ambient temperature, the pH level, the exposure time and their electrochemical stability [43]. A

list of common polymorphous iron sulfides can be seen in Table 2.2. It can be seen that amorphous

iron sulfide, as well as cubic iron sulfide are unstable and will transform into mackinawite, troilite

or pyrrhotite, respectively. Research has shown, that under sour service corrosion conditions,

mackinawite, cubic ferrous sulfide, troilite, pyrrhotite, as well as greigite and pyrate are formed

[44–48]. However, the initial corrosion product is widely considered to be mackinawite [43].

Table 2.2: Polymorphous phases of iron sulfide, adapted from Ning et al. [43]

Name
Chemical Crystal

Properties
Formula Structure

Amorphous FeS nano-crystalline unstable; converts to mackinawite

Mackinawite FeS tetragonal (2D layer) metastable; initial corrosion product

Cubic FeS FeS cubic very unstable; never found naturally; can

transform to mackinawite, troilite

or pyrrhotite

Troilite FeS hexagonal Stoichiometrix end member of the

Fe1–xS group (x = 0)

Pyrrhotite Fe1–xS monoclinic (Fe7S8) or thermodynamically stable; most abundant

Continued on next page
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Table 2.2 – Continued from previous page

Name
Chemical Crystal

Properties
Formula Structure

hexagonal (Fe10S11) iron sulfide in the earth

Smythite Fe3+xS4 trigonal hexagonal metastable; related to the Fe1–xS group

Greigite Fe3S2 cubic metastable Fe2+ Fe3+ sulfide

Pyrite FeS2 cubic thermodynamically stable; abundant

mineral of earth’s surface

Marcasite FeS2 orthorhombic metastable

Similar to the correlation between iron and carbon with respect to temperature and composition,

iron and water form a complex system with a strong dependency on the pH, temperature and

electrochemical potential. These systems can be visualized as Pourbaix diagrams and show stable

phase regions as a function of pH level. Figure 2.4 shows the Fe-H2O system at 25 ° C. Represented

as dotted lines are the redox reactions of water. The area in between the two dotted lines represents

the stable phase of H2O, below this area H2 is stable, above O2. Horizontal, solid lines indicate

pure redox reactions. These lines show an independency of the pH level. Displayed as vertical, solid

lines are pure acid-base reactions. These are independent on the electrochemical potential and are

only influenced by the pH level. In case of this Pourbaix diagram, one can recognize that iron in

its Fe state does not have a stable phase in the H2O area, instead, phases like Fe2+, Fe3+, Fe3O4

and Fe(OH)2 are favourable. It can be seen that Fe3+ does not have an electrochemically stable

phase for pH levels greater than 2. Similarly, Fe2+ is not stable at pH levels greater than about

8. If the electrochemical potential of the water is sufficiently high, i.e. high oxygen concentration

is available, iron will form oxidization layers, such as Fe2O3 to impede the corrosion reaction [49].

This process is referred to as anodic passivation. Analogously, a low electrochemical potential will

favour the mechanism of cathodic protection and form phases such as Fe(OH)2.
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Figure 2.4: Pourbaix diagram for Fe-H2O system at 25 °C [43]

Introducing partial pressures of hydrogen sulfide ranging from 40 ppm to 8000 ppm [43] to

the Pourbaix diagram (Fig.2.5), changes the stability of phases drastically. It can be seen that

Fe2+ is now only stable until a pH of about 4.3 is reached. The phases Fe3O4 and Fe(OH)2 are

no longer stable and instead, the formation of FeS in its mackinawite phase are favoured for lower

electrochemical potentials. Considering the relatively high pH levels of hydrogen sulfide, the change

in stability region allows for the creation of iron sulfides if the pH reaches a local level of about 4.3.

Furthermore, the addition of hydrogen sulfide to the system increases the required electrochemical

potential for the anodic passivation mechanism and thus increases the likelihood of corrosion.
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Figure 2.5: Pourbaix diagram for Fe-H2O-H2S (mackinawite) system at 25 °C [43]

As mackinawite is a metastable phase, further phase transformations will occur over time.

Considering the known phases of iron sulfide in corrosive systems, the Pourbaix diagram can be

extended by greigite, pyrrhotite and pyrite (Fig. 2.6). It can be seen that mackinawite no longer

forms stable phases. Furthermore, it is noticeable, that both greigite and Fe3+ are incapable of

forming stable phases over the entire pH range. The overall stability of Fe2+ is pushed towards

lower electrochemical potentials and anodic passivation is no longer possible, as Fe2O3 does not

form stable phases in the displayed range. For conditions in the H2 region, pyrrhotite will be formed

at pH levels greater than 4.2. As can be seen, the dominating phase in this system for the liquid

region is Pyrite.

Additional Pourbaix diagrams for the Fe-H2O-H2S system can be found in the work of Gao et al.

[50]. In their work, they created Pourbaix diagrams for 120 °C while considering only mackinawite.

Compared to the results at 25 °C, the stability zone of Fe3+ is reduced in size in favour for the

stability of Fe2O3. The stability of mackinawite is slightly reduced at higher pH levels. Gao et

al. observed the formation of troilite, pyrrhotite and finally pyrite from mackinawite using TEM

techniques.

In the work of Zhao et al. [51], Pourbaix diagrams for Fe-H2O-Cr,Fe-H2O-Cl– , Fe-H2O-CO2

and, by superposition, Fe-H2O-Cr-Cl– -CO2 can be seen. The diagrams shown in this work are

valid for temperatures of 95 °C, 120 °C, 150 °C and 180 °C. For the HP-13Cr steel used in their
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work, they identify the passivity regions to be Cr2O3 and Cr(OH)3 (s).

Figure 2.6: Pourbaix diagram for Fe-H2O-H2S (mackinawite, greigite, pyrrhotite and pyrite) system
at 25 °C [43]

2.2.3 Microbiologically Influenced Corrosion

According to Ravishankar and Zarasvand [52], the presence of microbes (i.e. bacteria [53], fungi

[53] and algae [54]) and their resulting biofilms can alter the electrochemical reaction involved in

corrosion. Due to the metabolic activity of these microbes, the interface between the biofilm and

the metallic surface can, depending on the microorganisms, both accelerate and inhibit corrosion.

This active involvement in the corrosion process can occur in form of the formation of differential

concentration cells, generation of corrosive substances, alternation of anion ratios or the inactivation

of corrosion inhibitors. For hydrogen-induced cracking, the most significant impact is the generation

of corrosive substances, such as hydrogen sulfide.

As presented earlier, the generation of hydrogen sulfide is associated with sulfate reducing

bacteria. In complex biochemical reactions, sulfide oxidizing bacteria generate sulfuric acid. This

sulfuric acid is the converted into hydrogen sulfide in the presence of sulfate reducing bacteria. To

prevent this constant generation of hydrogen sulfide in oil and gas pipelines, heterotrophic nitrate-

reducing bacteria are introduced to the system [52]. The work of Thauer et al. [55] has shown that

the energy gain for nitrate reducing reactions is significantly greater than that of sulfate reducing
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reactions. As a result of this, the presence of nitrate-reducing bacteria effectively suppresses the

reactions of sulfate reducing bacteria.

Although microbiologically influenced corrosion is often an additional factor for hydrogen-

induced cracking, the presence of biofilms has also been linked to the inhibition of corrosion in

form of the removal of corrosion agents, the formation of protective layers, the elimination of

corrosion-causing bacteria by their corresponding antimicrobial agents, the production of peptide

corrosion inhibitors, and the production of iosurfactants [52].

2.3 Ultrasonic Crack Testing

Ultrasonic test methods have many applications. The purpose in this work is to generate maps

showing the crack locations over the entire area of the sample. Furthermore, the use of non-

destructive ultrasonic measurements over the traditional cutting method allows for a significant

decrease in analysis time. In a first section, an overview over different techniques used for the eval-

uation of hydrogen-induced cracking is presented. This is followed by the theoretical background.

First, different types of ultrasonic waves and their differences are presented. Afterwards, an expla-

nation of ultrasonic interfaces. In a last subsection, the principle of flaw detection using ultrasonic

probes is described.

2.3.1 Ultrasonic Crack Evaluation of Hydrogen-Induced Cracking

Ultrasonic testing has long been used to evaluate types of hydrogen damage. In 1978, Szilard

and Haynes [56] used ultrasonic data to correlate changes in the ultrasonic velocity to hydrogen

embrittlement. In their work, they used shear waves to determine the hydrogen embrittlement

damage in tensile test samples during strain tests.

A variety of ultrasonic techniques can be used for the determination of hydrogen-induced cracks.

The two most common ultrasonic techniques are A- and C-scans. While the A-scan focuses on a

single location and detects cracks in one dimension, the C-scan scans cracks along a two dimensional

grid [57]. Both of theses techniques have their individual applications. An A-scan can be used to

confirm the presence of cracks in a pipeline or to measure the crack growth in a certain location

over time. However, for hydrogen-induced cracking, C-scans are more desirable as they can be

used to determine the location and size of individual cracks. In 1993, Revie et al. [58] used C-

scan traces to analyze the cracking behaviour of various steels exposed to test solutions with pH

levels ranging from 1.1 to 5.9. Ultrasonic testing was carried out prior to testing, to check for

existing cracks and after charging for 96h. Krüger et al. [59] used spectral analysis techniques for

the detection of minute cracks in steel after exposed to a solution containing hydrogen sulfide in

compliance to the NACE standard TM0177. In the work of Kittel et al. [39], ultrasonic maps,

showing the crack to area ratios (CAR), are generated to compare the cracking behaviour of X65

steels exposed to different test solutions. For the calculation of the CAR ratio, the area affected

by cracks was divided by the overall area. The solutions used vary in the pH and hydrogen sulfide
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concentration. In 2016, Nardo et al. [60] used phased array ultrasonic methods coupled with post

processing techniques to determine the crack formation of carbon steel pressure vessels exposed to

hydrogen sulfide environments. Hwang et al. [61] analyzed the formation of cracks in steel samples

using C-scans coupled with synthetic aperture focusing techniques.

2.3.2 Wave Types

According to Chemat [62], the frequency range of ultrasound is 16 kHz - 1 GHz. Common types of

ultrasonic waves are longitudinal waves, surfaces waves and shear waves. In this work, a longitudinal

probe with an operating frequency of 10 MHz is used. The following two subsections describe and

compare the properties and differences of both longitudinal and shear waves.

In longitudinal wave, as the name implies, particles travel parallel to the wave direction [63].

A typical example for this type of wave are audible sound waves, such as music coming from

a speaker. Figure 2.7 shows a visualization of both longitudinal and shear waves. Commonly,

longitudinal waves reach velocities of about 5900 m s−1 in steel.

Figure 2.7: Longitudinal and shear wave motions [63]

It is possible for a longitudinal sound wave to convert into a shear wave if the angle between the

transducer and the medium is sufficiently large [64]. If the transducer is not perfectly orthogonal

to the surface of the medium, the longitudinal wave may be accompanied by a shear wave. This

phenomenon is visualized in Figure 2.8.

Other than longitudinal waves, particles in shear waves propagate perpendicular to the wave

direction [63]. This behaviour can be seen in Figure 2.7, where the shear wave resembles the

movement of a sinus wave. In direct comparison with the longitudinal wave, shear wave of the

same frequency exhibit a shorter wavelength (λ) and ultrasonic velocity. A typical shear velocity

in steel is 3250 m s−1. Common applications for shear wave are measurements at angles and
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curvatures. It should be noted that shear waves can only exist in solid materials, not in gases

or liquids. At boundaries, shear waves can convert into longitudinal waves through reflection or

refraction.

Figure 2.8: Longitudinal and shear wave motions [64]

2.3.3 Interfaces

Interfaces can be described as areas of different physical properties [64]. For ultrasonic measure-

ments, two properties are of immediate relevance; the speed of sound in the material and the angle

at which the ultrasonic beams enter the medium. If the speed of sound of the new media is greater

than in the previous media, the beam angle of the sound waves will increase based on the principle

of refraction [65]:

sin (θ1) =
v1t

AB
& sin (θ2) =

v2t

AB
(2.1)

In this equation, θ1 represents the angle at which the sound wave travels through media 1, θ2

represents the refracted angle of the sound wave in media 2, v1 represents the velocity in media 1,

v2 represents the velocity in media 2, t represents the time and AB the distance between point A

and B. A visualization of this process can be seen in Figure 2.9. Division of these two equations

leads to Snell’s equation:
sin (θ1)

sin (θ2)
=

v1
v2

(2.2)

Where θ1 and θ2 represent the angles at which the wave moves through the medium and v1 and v2

are the corresponding velocities of the sound waves in medium 1 and 2.

The change in direction of the wave can be explained using the principle of Huygens. In

Figure 2.9, the two wave fronts are visualized in red and blue and move along the two dash-dotted
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lines. The horizontal in the center of the graph represents the boundary between medium 1 and

2. Although represented as straight lines, wave fronts can be understood as spherical movements

with their greatest intensity localized at the lines visualized in Figure 2.9. Once a wave front hits

an obstacle, such as a boundary, this spherical movement bends, or refracts, and a new wave front

is created based on the principle of superposition. This process is visualized in Figure 2.10 using

the example of light waves reflecting off a mirror.

Figure 2.9: Visualization of wave refraction

In case of ultrasonic waves, the majority of the wave energy is refracted as it passes a boundary,

if the wave velocity of the new medium is greater than that of the current medium. As can be seen

in Equation 2.2, the change in movement angle relative to the boundary of the material depends

on the velocity of both mediums. If v2 is larger than v1, the resulting angle will be larger as well.

As the angle of the new wave is of refractive nature, the wave is bent in the opposite direction as

for reflection. If the velocity of the wave is drastically reduced in the new medium, the wave is

reflected.

As can be seen in Figure 2.8, the entry angle into the new medium is of importance as well, as

a conversion of signal can occur for higher entry angles. While shear waves are stable from entry

angles between 30° and about 55°, longitudinal waves start to transform into shear waves at entry

angles greater than 5°. If the entry angle is larger than about 60°, the wave is converted into a

surface wave and does not penetrate the new medium.
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Figure 2.10: Visualization of Huygens principle using light waves reflecting off a mirror [66]

For all waves, conditions can be categorized into two areas, the near field and the far field. In

the near field, the outer boundaries of the beam can be assumed parallel to each other. If sound

travels through a media over a prolonged distance, the beam angle in the far field, or Fraunhofer

zone, will increase due to heat dissipation and the resulting attenuation. This can be seen in the

following equation:

α = sin−1

(︃
0.514v

dpf

)︃
(2.3)

In this equation, α represents the deviation half angle of the beam compared to a perpendicular

beam, v is the speed of sound in the media, dp is the effective diameter of the ultrasonic probe and

f is the operating frequency. The factor of 0.514 is a constant used for the -6 dB boundary of the

beam to account for irregular derivations of the beam angle [67, 68]. To define the outer limit of

the beam, a factor of 1.22 should be used. The -6 dB boundary of a beam is the point at which

the energy of the beam is about a quarter the energy of the core of the beam [69].

The distance between the near and far field can be expressed using the Fraunhofer distance [70]:

df =
2d2p
λ

(2.4)

In this equation, df is the Fraunhofer distance, dp is the largest size of the radiator and λ is the
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wavelength. The wavelength can be described as a function of velocity and frequency [65]:

λ =
v

f
(2.5)

where λ is the wavelength, v the velocity of the wave and f the frequency. Using the same variables,

these two equations can be combined to:

df =
2d2pf

v
(2.6)

As can be seen, the Fraunhofer distance is anti proportional to the speed of sound. The greater the

speed of sound, the shorter the Fraunhofer distance. As a consequence, materials with a greater

speed of sound gain an additional error faster than those with a lower speed of sound.

2.3.4 Flaw Detection

Ultrasonic crack testing is a non-destructive test method to determine flaws in materials, to measure

the thickness of a material or to obtain information about the microscopic structure in steels

and other metallic alloys. According to Wiskel et al. [71], ultrasonic testing is widely used to

access the weld quality in pipeline steel during the manufacturing process, installation and welding

of individual pipeline pieces. In their work, they used the ultrasonic velocity to determine the

uniformity of the metallographic microstructure of API 5L X70 pipeline steel using longitudinal

and shear waves. In their work, Buschow et al. [72], stated that ultrasonic analysis is not equally

adequate for all kinds of steel. Those with larger grain sizes can result in a large amount of

background noise, which deteriorates the accuracy of the measurement.

Ultrasonic probes operate based on the principle of piezoelectric ceramics or composites [73].

The piezoelectric effect describes the polarization of a crystal as a result of mechanical stress [74].

This polarization results in a conversion from mechanical energy to electrical energy and vise versa.

Using the phenomenon it is possible to both emit and detect sonic waves in a single probe by

applying an electric signal to the probe and monitoring its change over time. The corresponding

function would show a voltage dependency over time and can be used to determine the distance

between the probe and the first detected interface. If the thickness of the test sample is known,

the time difference between to data peaks can be correlated to:

∆t =
2d

vs
(2.7)

where ∆t describes the difference in time, d the distance to the interface and vs the velocity of

sound in the test sample. The factor 2 results from the principle of reflection, as the ultrasonic

signal is reflected from the interface (d) and is detected by the probe (d). Over time, the signal

attenuates as it is dissipated into heat due to imperfections in the material of the test sample [64].

This results in a steady decay of measured peak heights.
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2.4 Microstructural Effects on Hydrogen-Induced Cracking

The phenomenon of hydrogen-induced cracking is influenced by a wide variety microstructures

and inclusions. In this work, two X70 pipeline steels with different calcium to sulfur ratios are

compared with respect to their cracking behaviour over time. A literature review on the known

effects of different metallographic inclusions and microstructures is presented in a first subsection.

Followed by this is a description of sulfide and oxide shape control, as well as deoxygenation and

desulfurization.

2.4.1 Effect of Inclusions and Microstructure on Hydrogen-Induced Cracking

Zhu and Oda stated in their work, that defects in the material, such as vacancies, dislocation, grain

boundaries and phase interfaces are the main trap sites for hydrogen in iron [75]. According to

Chan and Charles [76], the main diffusive path in a ferrite/pearlite structure was along the ferrite

grains or interfaces between ferrite and pearlite. Furthermore, pearlite acts as an effective barrier

to hydrogen diffusivity. If the local density of trapped hydrogen reaches a critical value, a crack

can be initiated [29]. This critical value depends on the trapping energy of the dislocation [77].

The largest trapping energies can be found in phase interfaces and grain boundaries.

Liu et al. [78] studied the effect of microstructure and inclusions on the susceptibility of HIC of

X120 pipeline steel. In their work, they found that steel containing granular bainite and marten-

site/austenite show more susceptibility to HIC. The susceptibility was also increased by larger

amounts, areas and volume fraction of inclusions.

Du et al. [29] presented in their work that hydrogen-induced cracking is primarily initiated at

the interface between ferritic and pearlitic bands and nucleates at inclusions. In the steel they

studied, an A537 steel, they found the main inclusions for nucleation to be manganese sulfide

and aluminum oxide. These results are supported by the findings of Ouhiba [79]. In her work, she

studied hydrogen induced cracking and sulfide stress cracking in low alloy casing pipes, such as L80,

and found the elongated manganese sulfide inclusions to be the main initiation site for cracking.

Furthermore, her work shows that most cracks occur in the enriched centerline segregation zone.

Huang et al. [80] carried out experiments using the NACE TM0284 standard on hydrogen induced

cracking of welded X100 pipeline steel. In their work, they found the initiation sites for HIC to

be globular inclusions enriched in Al, Ca, Si and Mn. The cracks found in their research were

primarily transgranular. Due to strict sulfur control, no manganese sulfide was found in their

steel. Using SEM and EDS analysis, the majority of inclusions was determined to be globular

Al-Ca-Si-O compounds. Additionally, globular Al2O3, CaO and SiO2 inclusions were found. In

the work of Xue and Cheng [25], silicon enriched aluminum oxide inclusions are believed to be

the main crack initiation sites, due to their hardness, brittleness and incoherence with the metal

matrix. In their work, only few manganese sulfide inclusions were found, as a result of sulfur level

control. Dong et al. [81] studied hydrogen-induced cracking in X70 steel. In their work, the most

significant impact on cracking is believed to be oxide inclusions, rather than titanium or niobium
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nitrides. Furthermore, their research concluded that cracks seem to appear at polygonal ferrite

grain boundary interfaces. No cracks were observed at acicular ferrite grain boundaries.

Gao et al. [82] compared the hydrogen induced cracking behaviour of different microstructures.

In their work, they evaluated the corrosion resistance of granular bainite and lath bainite (GB+LB),

granular bainite and acicular ferrite (GB+AF) and quasi-polygonal ferrite (QF) using the NACE

standard TM0284. They found granular bainite and acicular ferrite to have the best combination

of mechanical properties and resistance to HIC among the phases studied. Quasi-polygonal ferrite

inhibits a good resistance to HIC, but has a coarser microstructure than GB+LB and AB+AF. The

worst resistance to cracking was found in granular bainite and lath bainite structures. An analysis of

their studies showed that larger sizes and volume fractions of lath bainite and martensite/austenite

are responsible for poor corrosion resistance.

In their work, Latifi et al. [83] and Beidokhti et al. [84] studied the resistance to hydrogen-

induced cracking of X65 and X70 steels, respectively. Their work shows and confirms that acicular

ferrite possesses a higher resistance to HIC. It is suggested that acicular ferrite could act as an

effective reversible hydrogen trapping site [85]. Being reversible, this trapping site could allow

trapped hydrogen to escape before a critical concentration is reached.

Carneiro et al. [86] studied the influence of chemical composition and microstructure of linepipe

steel on hydrogen induced cracking. Their work showed best results for a homogeneously quenched

and tempered bainite microstructure with little martensite.

2.4.2 Limits to Aluminum and Silicon Content in Steel Deoxidation

One common alloying element for the deoxidation of steel is aluminum [87]. Due to its high affinity

for oxygen, aluminum tends to form aluminum oxides in molten steel. This is especially important

for the addition of zirconium, niobium and titanium to the steel as the purpose for these elements

is to react with the carbon or nitrogen dissolved in the steel. As excessive aluminum decreases the

hardness of steel, the amount of aluminum added to the melt is usually controlled to 1.5% or less.

Another element used for the deoxidation is silicon. To achieve a reduction of unwanted oxides,

at least 0.1% is added to the melt. However, due to adverse effects on the softness of steels, the

amount of silicon added to the melt is usually less than 1% [87,88].

2.4.3 Shape Control of Sulfides and Desulfurization

The addition of manganese to a steel allows the formation of sulfides. However, due to the high

plasticity, manganese sulfide tends to deform into elongated inclusions during the hot rolling process

[89]. To some extent, the shape of the inclusions can be modified using cross rolling techniques.

However, the most effective way to prevent elongated sulfides is to modify the chemistry of the

steel. In their work, Luyckx et al. [89] stated that the properties of a sulfide shaping element

should include high melting points and stabilities, as well as not being able to deform as easy as

manganese sulfide at hot rolling conditions. In addition to these criteria, the element needs to be

relatively inexpensive, available in large quantities and should not be hazardous in its use. Figure
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2.11 shows a periodic table of elements containing possible sulfide formers. Luyckx et al. single

out calcium, uranium and rare earth elements (abbreviated as R.E.) as potential sulfide formers.

Although both zirconium and titanium have the potential of forming stable sulfides, their affinities

towards carbon and nitrogen make them an undesirable choice [89].

The use of uranium as an alloying element is attractive from the perspective of its capabilities,

however, its radioactive nature and mostly restricted availability make uranium unsuitable for the

purpose of sulfide shape control. Rare earth elements, like cerium, are, despite their name, available

in large amounts, mostly as minerals or ores. The work of Luyckx has shown that a cerium to sulfur

ratio of 1.5 in aluminum-killed steels results in exclusively globular rare earth inclusions instead of

elongated manganese sulfide inclusions. Additionally, their work showed a significant increase in

toughness in traverse direction without affecting the tensile properties of the steel.

Figure 2.11: Periodic table of elements with potential sulfide shaping elements [89]

Adding calcium to steel will form globular CaS and (Ca,Mn)S [88]. These inclusions posses

higher melting points than MnS and readily dissolve in molten steel. This behaviour actively reduces

the amount of MnS inclusions in the steel. As stated by Ushijima et al. [90], a Ca/S ratio of greater

than 2 is required for completely globular inclusions. Smaller ratios result in incompletely spherical

inclusions and become crack initiation sites. According to Wilson [91], inclusions remaining after
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the calcium treatment of a steel are only slightly deformed during hot rolling and remain embedded

in the steel matrix. Due to the high affinities for both sulfur and oxygen, the desulfurization using

calcium needs to be coupled with extensive deoxidization techniques as calcium tends to increase

the size of oxides and oxysulfides [92,93]. Furthermore, it is desirable to form liquid oxide inclusions

containing about 50% CaO and 50% Al2O3 while allowing the formation of CaS and CaS–MnS

precipitates [94–96].

In the work of Kaushik et al. [94], steelmaking parameters for sulfide control were established.

According to their work, it is necessary to desulfurize steel to very low levels of sulfur, and to ensure

specific ratios between sulfur, calcium and oxygen to achieve good shape control of sulfides. The

ratios established in their work are a Ca/S ratio of 2.0 and a Ca/O ratio of 1.0.

2.4.4 Alloying Elements Affecting the Resistance to Hydrogen-Induced Crack-

ing

Adding copper to HSLA steels can increase the resistance to hydrogen-induced cracks. For solutions

containing synthesized seawater, increasing amounts of copper lower the hydrogen embrittlement

and corrosion rates [97]. Yamada et al. [97] found that a copper content of 0.26% maximizes the

depression of corrosion and reduces the hydrogen uptake and thus prevents hydrogen crack from

occurring. A copper content of 0.30% is associated with the formation of a protective film in

solutions containing hydrogen sulfide and for pH levels above 4.5 [97, 98]. This anodic passivation

greatly reduces the corrosion and hydrogen uptake and can prevent hydrogen cracking completely.

Adding 0.1% molybdenum hinders anodic passivation in solution and is thus increasing the corrosion

rate and hydrogen uptake. While required to achieve a desirable hot strength, nickel can decrease

the resistance to hydrogen-induced cracking. A concentration of about 0.2% nickel is considered

compatible with copper. Amounts greater than 1% increase the sensitivity to sulfide stress cracking

by causing anodic dissolution. This phenomenon can be counteracted by adding 0.6% chromium.

Adding boron to HSLA steel increases the weldability and cold resistance, reduces the hardness

in the heat-affected zone and allows for a reduction of the weld heat temperature [99,100]. However,

the addition of boron to steels containing extremely low carbon contents of 0.01% or lower can have

adverse effects on hydrogen-induced cracking by resulting in intergranular failure on shock loading.

According to Ohtani [99], a concentration of 0.005% phosphorous benefits the formation of

bainite and martensite structures and provides a high resistance to hydrogen-induced cracking for

all manganese levels.

2.5 Hydrogen Uptake

Hydrogen-induced cracking is generally caused by the pressure exerted by hydrogen from within

the steel matrix. In this section, the electrochemical reactions causing hydrogen to build up in

steel, as well as methods for the measurement of hydrogen build-up within the steel matrix are

presented.

21



2.5.1 Hydrogen Evolution Reaction

According to Popov [101], hydrogen generation occurs at the metallic surface, using it as a catalyst.

In a first step, the electroactive species, i.e. the hydronium formed during the acid reactions, is

transported to the electrode, i.e. the metallic surface. The second step consists of the discharge

reaction of the hydronium, in which the hydronium reacts with free electrons and adsorbs to the

metallic surface. Followed by this is the desorption of hydrogen from the metallic surface and

the catalytic desorption, also referred to as the electrochemical desorption, emission or hydrogen

reformation. Lastly, gaseous, i.e. molecular hydrogen, is formed from the desorbed hydrogen atoms.

The overall reaction is as follows [101]:

2H3O
+ + 2 e− −−→ H2 + 2H2O (2.8)

where e– are free electrons at the metallic surface. The slowest of the four mechanisms controls

the overall reaction and hydrogen overvoltage. According to MacInnes [102], hydrogen overvoltage

can be defined a a difference in potential between a reversible hydrogen electrode and an electrode,

forming H2 from H in the same solution. Once equilibrium is reached, the hydrogen overpotential

will cease to exist.

Several mechanisms to describe the hydrogen evolution reaction exist [101]. However, com-

mon mechanisms to describe the hydrogen evolution reaction are those defined by Volmer, Tafel,

Heyrovsky and Horiuti [103–106].

Volmer-Tafel: The Volmer-Tafel mechanism assumes fast recombination but rate-limiting dis-

charge:

2H3O
+ + 2M+ 2 e− −−→ 2MHads + 2H2O2MHads −−⇀↽−− H2 + 2M (2.9)

Volmer-Heyrovsky: The Volmer-Heyrovsky mechanism assumes slow discharge and fast elec-

trochemical desorption:

H3O
+ +M+ e− −−→ MHads +H2OMHads +H3O

+ + e− −−⇀↽−− H2 +M+H2O (2.10)

Tafel-Horiuti: The Tafel-Horiuti mechanism assumes fast discharge and slow recombination:

2H3O
+ + 2M+ 2 e− −−→ 2MHads + 2H2O2MHads −−⇀↽−− H2 + 2M (2.11)

Heyrovsky-Horiuti: The Heyrovsky-Horiuti mechanism assumes fast discharge and slow des-

orption:

H3O
+ + e− −−→ MHads +H2OMHads +H3O

+ + e− −−→ H2 +M+H2O (2.12)

Hydrogen Sulfide Poisoning: Although not defined as a hydrogen evolution mechanism, the

presence of aqueous hydrogen sulfide is associated with an increased hydrogen uptake due to its
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poisonous effects [107]. An explanation for this phenomenon is the increase of hydrogen overvoltage

in the presence of aqueous hydrogen sulfide as a result of the interference with the desorption of

adsorbed hydrogen [108–110].

2.5.2 Measurement of Hydrogen Concentration

As hydrogen build-up inside the steel matrix is responsible for the initiation of cracks within the

steel, the measurement of hydrogen concentrations give important information about the quality

of a steel. In general, hydrogen can occur as very reversible, reversible and irreversible in the steel

matrix [111]. Very reversible hydrogen is defined as hydrogen in interstitial lattice sites and is

associated with an activation energy of 7.7 kJ/mol [112]. Very reversible hydrogen is highly mobile

and diffuses at room temperature [111].

Reversible hydrogen can occur as a Ti substitutional atom, at grain boundaries, dislocations,

some forms of martensite, as well as in phase interfaces, such as ferrite/carbide or ferrite/ce-

mentide [111]. The activation energies for reversible hydrogen show a range from 17.2 kJ/mol

for grain boundaries [113] to 36.4 kJ/mol for overaged martensite [114]. Research carried out

on the measurement of reversible hydrogen indicates a hydrogen release at temperatures below

300°C [111,113–120].

Irreversible hydrogen is located in microvoids [113,118,119], as well as on inclusions, such as iron

oxide or manganese sulfide [118, 119]. The activation energy for hydrogen in microvoids has been

found to be 35.2 kJ/mol [113] to 48.3 kJ/mol [118], inclusions show activation energies from 50.6

kJ/mol to 112.1 kJ/mol [119]. Irreversible hydrogen is released at temperatures below 340°C [113,

118,119] from microvoids and at temperatures of 430°C and greater from inclusions [115,118,119].

A table showing the activation energies and release temperatures for selected hydrogen traps is

shown in Figure 2.3.

Several methods are available for the measurement of hydrogen. The accepted standard method

is the mercury displacement method, as described in ISO 3690:2012 [121], AS/NZS 3752:2006 [122]

and AWS A4.3-93 R2006 [123]. A derivation of this method is the much safer Japanese glycerine

method [124].

A very widely used standard method is gas chromatography [121–124]. One of the biggest

advantages of this method are the response time and the reduction in measuring error, compared to

displacement methods. Furthermore, the lack of heavy metals in this method leads to an inherently

safer test setup for both environment and operator. While the displacement method is commonly

only used to determine hydrogen levels, gas chromatography measurements allow for the detection

of other gases, such as nitrogen, as well.

Although it is not part of any standard known to the author, the method of hot extraction

can be used for the extraction of diffusible hydrogen with testing times of half an hour or less by

heating up the sample to about 400°C [125, 126]. Other test methods worth mentioning are laser

ablation methods [127], opto-electronic methods [128] and methods involving polymer electrode-

based sensors [129].
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In the work of Angus [130], he compared the hydrogen damage in X52, X60, X70 and 100XF

steels with respect to their hydrogen accumulation. Using both the mercury displacement method

and a LECO RH-404, he determined the hydrogen concentration after charging to be the lowest in

the X52 steel and the highest in the 100XF. Applying strain prior to testing increased the amount

of diffusible hydrogen measured. Overall, the amount of hydrogen measured was higher in the

mercury displacement method than the LECO induction melting analyzer.

Table 2.3: Reversible and Irreversible hydrogen trapping sites and corresponding release tempera-
tures, adapted and modified from Olson et al. [111]

Hydrogen Trap Activation Energy [kJ/mol] Peak Temp [°C] Ref.

Very reversible

Interstitial lattice site 7.7 - [112]

Reversible

Ti substitional atom 26 - [115]

grain boundaries 17.2 112 [113]

26 - [117]

dislocations - 270 [118]

24 [116,120]

26.8 215 [113]

ferrite/carbide interface - 115 [118]

ferrite/cementide interface 18 160 [119]

18.4 - [114]

- 123 [113]

ferrite carbide (average) 26.8 - [114]

tempered martensite 29.7 - [114]

overaged martensite 36.4 - [114]

Irreversible

microvoids 48.3 338 [118]

35.2 305 [113]

36.8 330 [119]

iron oxide 50.6 430 [119]

69.5 530 [119]

MnS 72.3 496 [118]

Al2O3 79 580 [131]

Al2O3 or SiO2 86.2 630 [119]

112.1 750 [119]

TiC 88.2 - [115]
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The measurement of hydrogen can be associated with measuring errors due to the properties

and availability of hydrogen atoms and molecules, as well as other environmental influences. One

example for this is the lab to lab variation of results obtained using the glycerine displacement

method [124]. In this method, a measurement error is caused by the purity of the glycerine,

as well as the absorption of other gases. One of the biggest issues with hydrogen concentration

measurements, however, is the fast diffusion rate of hydrogen. For accurate measurements in HIC

bars, the samples need to be tested immediately after they are taken out of the test solution in

order to maintain the diffusible hydrogen content. Furthermore, to prevent any oxidation, the

measurement of hydrogen should be carried out in a completely inert atmosphere, especially if

testing is done at elevated temperatures.

2.6 Summary

The summary is organized into four sections. First, the phenomenon of hydrogen-induced cracking

is summarized. Followed by this is a summary of the fundamentals of ultrasonic crack testing.

In a third subsection, the effects of inclusions and microstructures on hydrogen-induced cracking

are summed up. Lastly, techniques for the measurement of the hydrogen build-up within the steel

matrix are summed up.

2.6.1 Hydrogen-Induced Cracking

Hydrogen sulfide naturally occurs in both natural gas and crude oil as a result of aquathermolysis

and sulfate reduction reactions. Although hydrogen sulfide has its applications, like the production

of elemental sulfur or the enrichment of deuterium, the poisonous effect of hydrogen sulfide and its

ions can prevent the formation of molecular hydrogen during the acid dissociations and reaction

at the steel surface. Due to thermodynamic instabilities, atomic hydrogen is forced to diffuse into

the steel matrix, where it forms molecular hydrogen at imperfections and defects, such as voids,

inclusions or grain boundary interfaces. While atomic hydrogen is able to diffuse easily within

the steel, molecular hydrogen can get trapped at imperfections and defects, resulting in a steady

hydrogen build-up over time. If this value reaches a certain threshold, the force exerted by the

hydrogen onto the steel matrix will initiate a crack, which can then propagate and greatly diminish

the properties of the steel.

2.6.2 HIC Testing

The majority of research carried out on hydrogen-induced cracking is focused on the effect of

inclusions, microstructures or alloying elements. To fully understand hydrogen-induced cracking,

the effects of pH level, H2S partial pressure and exposure time need to be studied. To the knowledge

of the author, little to no coherent work focused on these factors has been done for X70 pipeline

steel. Research carried out on X65 steel indicated prolonged equilibrium CAR values for increased

pH levels. Furthermore, the partial pressure of hydrogen sulfide effectively acts as a rate limiting
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step for the absorption of hydrogen into the steel matrix and therefore requires longer exposure

times to exceed the critical pressure of molecular hydrogen within the steel matrix.

Hydrogen-induced cracking is a complex process. Depending on the pH of the test solution,

different chemical reactions can occur. Furthermore, the electrochemical stability of iron undergoes

changes as the pH increases. For these reasons, tests carried at different pH levels are not necessarily

comparable as the steel might be passivated at a certain pH threshold and therefore shows a greater

resistance to corrosion. A reduction in partial pressure of hydrogen-sulfide primarily acts as a rate

limiting step for the formation of molecular hydrogen within the steel and as such, prolongs the

hydrogen uptake. This process can then benefit other reactions to take place.

2.6.3 Ultrasonic Crack Testing

Ultrasonic waves can be classified as longitudinal, shear and surface waves. While longitudinal and

shear waves are able to penetrate the surface and travel within a media, surface wave are limited to

a surface distribution. As such, ultrasonic crack testing relies exclusively on longitudinal and shear

waves. Depending on the angle at which the sound waves enter a new media, longitudinal waves can

be partially or completely converted into shear waves, which results, among other consequences,

in a drastic reduction of the speed of sound in the media. As sound passes from one medium

to another of different physical properties at an angle, refraction occurs based on the principle of

Huygens and Snell’s law. Because of these reasons, an entry angle of 0° is desirable, if possible.

Waves can be classified into near field and far field zones. As a wave enters the far field zone,

or Fraunhofer zone, it will bend into a conical shape, increasing the effective wave front area. The

so called Fraunhofer distance can be calculated as a function of speed of sound, frequency and

effective diameter of the radiator. Additionally, the energy of a wave travelling back and forth in

a medium is slowly dissipated into heat. This attenuates the output signal and causes a reduction

in measured signal strength.

A variety of ultrasonic test methods can be used. The most common methods are A- and

C-scans. For hydrogen-induced cracking, C-scans are often desirable for their ability to capture

ultrasonic maps of entire samples showing the location and lengths of individual cracks. Further-

more, ultrasonic methods can be coupled with several post processing methods to further improve

the accuracy.

2.6.4 Microstructural Effects on Hydrogen-Induced Cracking

It has been shown in literature that hard metallographic phases, such as martensite, elongated

metallographic phases, such as lath bainite, as well as elongated inclusions, such as manganese

sulfite are common initiation and propagation sites for hydrogen-induced cracks. Furthermore,

a common initiation site for hydrogen-induced cracking is the centerline region. Due to cooling

mechanisms and temperature dependent saturation limits, inclusions, such as manganese sulfide or

titanium carbide precipitate in this region and can have detrimental effects on the steel properties. It

is widely believed that globular shaped inclusions result in a better resistance to hydrogen-induced
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cracking. For this reason, calcium is added to HSLA steel to control the shape of manganese

sulfide inclusions by forming calcium sulfides and complex (Ca,Mn)S inclusions. For calcium to

sulfur ratios of greater than 2.0, the resulting inclusions are globular and increase the resistance to

hydrogen-induced cracking. If the ratio is less than 2.0, or if the steel was not properly deoxygenized

prior to adding calcium, however, the resulting inclusions are unstable and not perfectly globular

and excessive formation of calcium oxide can occur. It has been suggested that rare earth elements,

such as cerium are also suitable for the shape control of manganese sulfides. However, a good

oxygen control is required, as these elements also tend to be strong oxide formers. One of the

biggest advantages of rare earth elements are their great stabilities and high melting points. In

case of cerium, a Ce/S ratio of 1.5 has been shown to cause the formation of exclusively globular

inclusions.

2.6.5 Hydrogen Uptake

Several methods for the measurement of hydrogen concentration exist. The most commonly used

methods are displacement methods, of either glycerine or mercury, gas chromatography methods or

hot extraction coupled with a detector. Depending on the available inclusions and imperfections,

hydrogen can be available in diffusible and trapped states. Diffusible hydrogen in commonly located

at interstitial sites and, as the name suggests, is readily diffusible at room temperature. Hydrogen

located at a trapping site, such as manganese sulfide, requires additional energy in order to diffuse

to the surface. This can be achieved by heating a sample above the critical temperature for the

corresponding trapping site.

2.6.6 Research Contribution

The literature review shows a variety of research carried out on hydrogen-induced cracking. How-

ever, only little research was done on varying pH and testing times involving X grade pipeline steel

in combination with ultrasonic crack testing. In this work, the effects of pH and testing time of

X70 pipeline steel are evaluated using signal to backwall ratio ultrasonic method. The results are

then analyzed using histograms and ultrasonic maps, as well as plots showing the global crack to

backwall ratio as a function of testing time.
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Chapter 3

Materials and Experimental Methods

In this section, the materials and experimental methods will be described. In a first section,

the steels and their chemistries used for the experiments will be presented. This is followed by

the definition of the NACE TM0284-2016 standard, as well as the sour service regions defined in

NACE MR0175. This section also includes the test setup and procedure used for the experiments

carried out as part of this work. Afterwards, the test setup and procedure for the ultrasonic crack

evaluation are presented. In a final section, the hydrogen analyzer used for this work is presented

and the procedure used to measure hydrogen in the HIC samples is explained.

3.1 Steels and Sample Preparation

For all experiments, X70 steels from three different heat numbers are used. Table 3.1 shows the

indicators used to mark the steel samples, their heat numbers, and selected compositions of alloying

elements. A full table of steel chemistries can be found in appendix A. The steel Heat X shows

a good calcium to sulfur ratio and a lower sulfur content compared to the remaining steels. This

steel is expected to show a better resistance to hydrogen-induced cracking. It is indicated with an

X to have a good visual distinction to the stamps of the other steels. The steels with the heat

number Heat B1 and Heat B2 show a greater sulfur content and a worse calcium to sulfur ratio

and are expected to be more prone to cracking due to hydrogen-induced cracking. Furthermore,

the steel with heat number Heat B2 shows a higher copper content. Both steels were stamped with

the letter B to distinguish them from the steel samples marked with an X.

All steels were taken from line pipe with a thickness of 12.7 mm. The pipelines were welded

using the spiral method and the samples were taken from the rolling direction and 180° off the

weld. In a first step, 250 mm× 430 mm steel plates were plasma cut from the pipelines. The heat

affected zone from the plasma cuts was then removed by cutting about 15 mm off the plates from

each side. Each steel plate was then cut into about 25 mm thick strips along the rolling direction of

the pipeline using a vertical saw. In a next step, these strips were cut down to pieces with lengths

of 105 mm and 125 mm using an abrasive saw. In a final step, the samples were then ground flat

and to a length of 100 mm and 120 mm.
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Table 3.1: Selection of steel chemistries and heat indicators for steels X70-X and X70-B, provided
by EVRAZ NA Regina

Component X70-X X70-B

[wt.%] Heat X Heat B1 Heat B2

S 0.001 0.0057 0.0057

Ca/S 2.5 0.386 0.439

Mn 1.59 1.62 1.59

Cu 0.28 0.27 0.36

Ca 0.0025 0.0022 0.0025

Ce 0.001 0.0021 0.0016

3.2 Hydrogen-Induced Cracking

According to NACEMR0175 [8] and NACE TM0284-2016 [6], hydrogen-induced cracking is strongly

influenced by both the pH of the solution and the partial pressure of hydrogen sulfide. The cor-

relation for this dependency can be seen in Figure 3.1. The intensity and severity of sulfide stress

cracking can be categorized into mild, intermediate and severe sour service [8]. A visualization of

these zones can be seen in Figure 3.1. Conditions with a hydrogen sulfide partial pressure of less

than about 0.003 atm are considered as non-sour.

Based on the premise that hydrogen-induced cracking depends on the surrounding conditions,

five cases are suggested in this work. First, indicated as red circles in Figure 3.1, two test conditions

at a pH of 2.7 are chosen, one at 1 atm hydrogen sulfide and one at a reduced partial pressure of 0.1

atm hydrogen sulfide. Both of these conditions are well located in the severe sour service region,

which suggests the occurrence of cracking after a short period of time.

Represented in yellow triangles are the test conditions located in the intermediate sour service

region. These tests are carried out at a pH of 5.5 for 1 atm hydrogen sulfide and at a pH of 4.5 for

0.1 atm hydrogen sulfide to follow the trend of the boundary between the severe sour service and

the intermediate sour service region.

Lastly, represented as a green square, is the test condition representing the mild sour service

region. The parameters for this test is a pH of 6.5 and a partial pressure of 1 atm hydrogen sulfide.

The purpose of this work is to compare these conditions at different testing times and determine

correlations between pH levels and hydrogen sulfide partial pressures with respect to the cracking

behaviour for X70-X and X70-B.
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Figure 3.1: Sour service regions and test location, adapted from NACE MR0175 [8]

3.2.1 Test Procedure of NACE TM0284

In a first step, the testing solution is prepared and the initial pH level is measured. For each

condition, 8 liters of test solution are prepared and deaerated using a constant nitrogen flow for 24

hours. Prior to testing, all steel samples are degreased and cleaned in an acetone bath and taken

out right before submersion in the test solution to minimize the effect of substances adhering to the

surface. All samples are fixed between small polymer rods on their small, long side (short-transverse

direction) and placed in the test vessel. The top of the vessel is then prepared by applying vacuum

grease, closed and filled with the prepared test solution. Further deaeration is being carried out

using nitrogen for 1 hour.

After completion of the deaeration process, the solution is saturated with hydrogen sulfide for

1 hour and the saturation pH and concentration of hydrogen sulfide is measured using a pH probe

and iodometric titration, respectively. A description of the iodometric titration can be found in

appendix A. Upon completion of the saturation process, the hydrogen sulfide flow is reduced to

a slow bubbling flow to maintain the hydrogen sulfide concentration over the entire testing time.

Once the test is complete, the final pH and hydrogen sulfide concentration are measured and the

test vessel is emptied. All samples are thoroughly cleaned to ensure no remaining test solution is
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on the surface or in crevices as this could result in post test cracking. In a final step, all samples

are labelled and prepared for ultrasonic evaluation.

3.3 Metallographic Analysis

The standard method for the analysis of HIC bars, as defined by the NACE standard TM0284,

is to cut the HIC bar perpendicular to the rolling direction every 25 mm. The last of the four

resulting sample pieces is discarded and the cut surfaces of the remaining three are polished for

microscope analysis. Polishing is done using either an auto-polisher or a manual rotary polisher.

A first, but optional step, is to mount the samples into epoxy. After this, the samples can be

polished using grinding paper with grid sized ranging from about 320 to 1000. After this, particle

emulsions are used to achieve a mirror finish. This is then followed by etching the sample in nitol

for a few seconds to increase the visibility of grain boundaries under the microscope. In a last step,

the sample is then rinsed off using ethanol and dried.

Using 200x magnification, an optical microscope is used to determine the presence of inclusions

in the section of the HIC bar. For analysis purposes, the length and thickness of these cracks is

recorded and used to calculate crack to length ratios (CLR), crack to thickness ratios (CTR) and

crack sensitivity ratios (CSR). These values can then be put in relation to acceptance criteria.

In this work, only few samples were metallographically analyzed. The purpose of this work is to

establish an ultrasonic evaluation method to facilitate the analysis process and allow the analysis of

the entire sample, rather than a selection of cut surfaces. This method is described in the following

section.

3.4 Ultrasonic Testing

After completion of the HIC test, each sample is scanned using a longitudinal ultrasonic probe.

The test setup used in this work is presented in 3.4.1. In section 3.4.2, the testing procedure used

for the collection of the ultrasonic data, as well as the evaluation of crack severity is described.

Additional information can be found in appendix B.

3.4.1 Test Setup

The test setup of the ultrasonic equipment used in this work can be seen in Figure 3.2. The

steel sample is scanned using an ultrasonic probe (V203-RM) and the signal is transferred to

the pulse transmitter/receiver board (Socomate USPC7100). There are two inputs on the pulse

transmitter/receiver board, however, only one is being used as the other one has been damaged.

As can be seen in the schematic, the signal is then passed on to both the trigger amplifier box and

the digitizer board (ALGTe1.0). The signal past on to the trigger amplifier is boosted from 1V to

3V and is then transmitted to the digitizer board. From there, the data can be read and saved in

the IW Flaw Detector software. The signal gain can be controlled in the USPC7100 software. It
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should be noted, that the trigger amplifier box requires two power inputs. The ultrasonic probe

used in this work is a longitudinal probe with a diameter of 5 mm.

Figure 3.2: Schematic view of ultrasonic test setup, adapted from safety operating procedure (SOP),
written by Kartik Vasudev (2018)

3.4.2 Test Procedure and Evaluation of Cracks in HIC Samples

A grid of 5 mm squares is applied to the top surface of the sample (Fig. 3.4). Each test sample is

scanned at the same locations. Figure 3.3 shows schematic view of a HIC sample and its dimensions.

A total of 80 data sets is collected for each sample. The data acquisition is performed without the

use of a delay block, as preliminary testing using an acrylic delay block with a length of about 7 mm

did not show the typical attenuation of the signal over time. Furthermore, a significant increase in

background noise is noticeable when using the delay block.
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Figure 3.3: Schematic view of test sample and measuring grid. Ultrasonic measurements are taken
from the top of the sample (dark grey).

All data sets for each sample are saved as .txt files and labelled with numbers between 01 to 80

to represent the designated location on the sample. The orientation in which data sets are collected

is left to right and bottom to top, e.g. the first data set is collected at X = 0 and Y = 0, the

second data set is located at X = 5 and Y = 0, and so on.
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Figure 3.4: Schematic view of measuring grid (X-Y plane) with location numbering

For the analysis, a Matlab script is used to find all peaks associated with the sample, calculate

the time difference at which the peaks were measured and plot both a binary and a grey-scale

crack map of the steel sample. The binary ultrasonic map indicates areas affected by cracking and

is used to calculate the Crack to Area Ratio (CAR). By separating the backwall signal and the

crack reflections, it is possible to calculate the ratio between crack and backwall signal. This signal

is referred to as Crack to Backwall Ratio (CBR) and is displayed using the grey-scale maps. A

histogram showing the distribution of local CBR ratios is generated to visualize the crack growth

over time. Further information, including the Matlab code, can be found in appendix B.
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3.4.3 Detection of Cracks in Ultrasonic Data

Three general types of ultrasonic signals can be detected. These signals can indicate the lack of a

crack in a location, the exclusive detection of cracks in a test location or the partial presence of

cracks. The time difference between two ultrasonic peaks represents a reflection of the ultrasonic

signal from the probe to the first interface. As the distance is expressed in a unit of time, a

conversion to a unit of distance is necessary:

d =
∆tvs
2

(3.1)

In this equation, ∆t represents the distance between two peak, in seconds, and vs represents the

speed of sound in the steel. Considering the ultrasonic data of a location without the presence

of cracks (Fig. 3.5), the distance can be calculated using the first two peaks. To simplify the

calculation, a speed of sound of 6000 m/s is chosen in this example. In reality, this value would

be closer to 5900 m/s. The time difference between two peaks can be measured to be about 3 µs.

This results in a interface to probe distance of 9 cm.
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Figure 3.5: Ultrasonic data without presence of a crack.
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For an ultrasonic data set taken from a location exposed to a full crack (Fig. 3.6), the time

difference between two peaks can be measured to be about 1.5 µs. Using the same equation and

assumptions, this results in a interface to probe distance of 4.5 cm and therefore corresponds to a

crack in the centreline region.
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Figure 3.6: Ultrasonic data with presence of a full crack.

Under the assumption that a crack is either exclusively present or not, a global crack to area

ratio (CAR) can be calculated:

CAR =

∑︁n
i=1mi

n
(3.2)

Where mi indicates the binary cracking condition in location i and n represents the total number of

zones. In this work, 80 test locations are chosen, i.e. n = 80. As mi is binary, a value 0 is assumed

if no crack is present and a value of 1 is assumed if a crack was detected. The CAR value therefore

expresses the ratio of crack affected zones of the amount of total zones scanned. To localize the

findings, CAR maps can be generated. An example of this can be seen in Figure 3.7, where black

represents crack and white indicates crack free zones.
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Figure 3.7: CAR map for steel X70-X after 8 days in a test solution of pH 2.7 and 1 atm H2S.

In some cases, both the back wall of the steel and a crack interface are picked up by the ultrasonic

probe. This indicates that a crack is present in the scanning location, but does not cover the entire

area. However, for the CAR ratio, this would be considered a full crack, regardless of how small

the crack is. Figure 3.8 shows one of those data sets. Although the time difference between two

peaks represents a crack, the difference in resulting voltage between three adjacent peaks indicates

that more than one interface was detected during the scan. Considering the first three highlighted

peaks (1-3), it can be seen that peak two (2) shows a significantly greater intensity than peak one

(1) and three (3). This is a result of the detection of backwall and partial cracks.
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Figure 3.8: Ultrasonic data for partially cracked scanning location.

Assuming that the backwall signal is not affected by the crack signal, the backwall peak intensity

can be separated from the crack peak intensity (Fig. 3.9). Using an exponential function of type

f (t) = A0 exp (A1t) (3.3)

where A0 and A1 are fitting parameters, the data can then be fitted and interpolated. As the

function f(t) is defined to go through peak two (2), the first crack peak after the detection of the

backwall signal, peak three (3), can then be used to calculate a local crack to backwall ratio (CBR):

CBR =
χ(t0)

f (t0)
(3.4)

Where t0 represents the detection time of peak three (3), χ(t0) represents a crack peak at time t0

and f(t0) represents the corresponding, interpolated backwall signal at t0. The local CBR for the

example given in Figure 3.9 can be calculated to be about 0.38.
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Figure 3.9: Ultrasonic data for partial cracked scanning location.

Analogous to the CAR map, a CBR map can be generated (Fig. 3.10). In this map, the extent

of cracking of each location is represented gradually in grey scale. The grey scale is based on 32

different grey tones and visualizes an increase in intensity with increasing darkness of grey tones.

Similar to the CAR map, white indicates crack free zones and black marks fully cracked zones.

Partial cracks are shown in grey. The greater the CBR, the darker the grey on the map.
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Figure 3.10: CBR map for steel X70-X after 8 days in a test solution of pH 2.7 and 1 atm H2S.

38



In addition to ultrasonic maps, histograms showing the distribution of local CBR can be gen-

erated (Fig. 3.11). A CBR of zero (0.00) correlates to a zone completely unaffected by cracks. A

CBR of one (1.00) indicates full crack coverage in a scanning location. Using these histograms, the

crack growth can be visualized. A high number of CBR equal to 1 and relatively low amounts of

smaller CBR’s would correlate to a high number of crack initiation points. Analogously, a wider

spectrum of CBR’s greater than zero (0.00) and smaller than one (1.00) could indicate that cracks

spread from fewer location.

Figure 3.11: Histogram showing the distribution of CBR for steel X70-X tested at a pH of 2.7 using
1 atm H2S for 8 days.

Modification of equation 3.2 leads to the global crack to backwall ratio, GCBR:

GCBR =

∑︁n
i=1CBRi

n
(3.5)

Where CBRi represents the local CBR at location i and n is the total number of scanning locations.

In this work, all local crack to backwall ratios are referred to as CBR and all global crack to backwall

ratios as local GCBR.
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3.5 Hydrogen Concentration Measurement

In order to measure the hydrogen build-up in steel, a LECO DH603 Hydrogen Determinator is

used. This device is capable of measuring the residual amount of hydrogen in the steel sample by

hot extraction and a thermal conductivity detector. Prior to analyzing any samples, the hydrogen

analyzer must be calibrated using calibration samples. In the following subsection, the theoretical

principle of operation, the calibration and the analysis of samples are explained.

3.5.1 Principle of Operation

The principle of operation is only briefly described in the manual. To extract hydrogen from the

sample, hot extraction is used. In case of the LECO D603, the extraction temperature is 1100°C.

Once the hydrogen enters the gas flow, it is measured using a thermal conductivity detector and

expressed in parts-per-million (ppm). For the ambient gas flow, helium and nitrogen are used.

3.5.2 Calibration of Analyzer

Calibration of the LECO D603 Hydrogen Determinator is done using calibration samples. The

samples used for this work have a hydrogen content of 1.00±0.50 ppm and a weight of 5.0000±0.0001

g. In a first step, the exact weight of the sample is measured using a precision scale and entered

into the interface of the analyzer. Once the analyzer has reached its operating temperature of

1100°C, a series of blank tests is completed. The purpose of these tests is to clear the tubing of the

analyzer from all residual oxygen or hydrogen. All samples are inserted into the analyzer in glass

boats. These glass boats are inserted into the analyzer during the start up procedure and taken

out after completing the blank tests. To begin a calibration test, the sample ID is entered in the

system and the background signal is measured. When indicated by the system, the furnace door

is opened, the calibration sample is inserted into the furnace and the measurement of hydrogen is

started. Upon completion, the analyzed calibration sample is removed from the furnace and placed

in the discard pile. After running another blank test, the procedure is repeated until at least three

successful hydrogen curves were measured. The curves are then selected and a calibration is fitted

for these curves. It is recommended to repeat this procedure at least every time the analyzer is

heated up from room temperature.

3.5.3 Measurement of Residual Hydrogen Content in HIC Samples

The measurement of residual hydrogen in HIC samples is similar to the calibration process. Ac-

cording to the devices instruction manual, the hydrogen analyzer can analyze samples with a weight

of up to 5 g.

The first step for the determination of residual hydrogen in HIC samples is sample preparation.

In this work, HIC samples with a length of 120 mm were prepared and tested along regular HIC

samples. Upon extraction from the test vessels, all samples were cleaned. The 120 mm samples are

then stored in liquid nitrogen to reduce the diffusion of hydrogen.
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After calibration of the analyzer, small sections of the 120 mm sample are cut using a precision

saw and stored in acetone until the samples are ready to be tested. Similar to the calibration of

the analyzer, the exact weight of the samples is measured using a precision scale and entered into

the system. Prior the weighing the samples, the samples pieces are taken out of the acetone and

dried using duster spray. After cleaning and weighing the sample, the analysis process is started.

After each sample, a blank test is run to clear the measurement chamber from residual hydrogen

and oxygen.
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Chapter 4

Results

The results obtained during the course of this work are divided into four sections. In a first

subsection, the validation of the obtained data sets is shown. Finally, the data sets for severe,

intermediate and mild sour service are presented. This is followed by the results obtained from the

ultrasonic crack evaluation. Afterwards, SEM images confirming the presence of manganese sulfide

at the crack sites are shown. In a final section, the results obtained from the LECO D603 hydrogen

analyzer are presented.

4.1 Validation of Ultrasonic Data

To validate the ultrasonic method used in this work, a tested HIC bar was scanned using a 5 mm

longitudinal ultrasonic probe. The corresponding ultrasonic map can be seen in Figure 4.1. In

order to compare the ultrasonic data to microscopic images, five slices of the steel sample were cut

using a precision saw. The location of these cuts are in vertical direction between 65 and 90 mm.

All cuts were taken in the center of the ultrasonic testing location, i.e. 67.5 mm, 72.5 mm, 77.5

mm, 82.5 mm and 87.5 mm. The slices were then mounted in epoxy and roughly polished to show

cracks.
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Figure 4.1: Ultrasonic map (CAR) for steel X70-X after 8 days in NACE TM0284-2016 solution C
with pH 2.7 at 1 atm H2S

The cracks detected under the microscope are visualized for each slice in Figure 4.2. Each crack
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is represented by a rectangular box and is indicated by a corresponding letter. The diagonally

running lines, as well as the darker circles, are remnants from the polishing process and were used

to manually align the microscope images.

(a) (b) (c) (d) (e)

Figure 4.2: Microscope image stacks of slices (a) - (e) from HIC bar tested at pH 2.7 and 1 atm
H2S for 8 days
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For each slice, 12 to 16 microscope images were taken along the centerline and manually aligned

and stacked to generate coherent microscope maps. All image stacking was done in Adobe Pho-

toshop using masks, manually alignment of each image and the auto-blend function to eliminate

differences in contrast. Prior to stacking, the contrast in each image was boosted to increase the

visibility of scratches and marks on the steel. This procedure significantly simplified the stacking

process.

It can be seen that slices (a)-(c) (Fig. 4.2 (a)-(c)) cracks spread along the two center zones of

the corresponding ultrasonic map (Fig. 4.1). In slice (d), three individual cracks (D, E and F)

are detected. These cracks are located in the top three regions of the ultrasonic map. A similar

behaviour can be observed in slice (e). The cracks G and H were found in the top two regions of

the ultrasonic map. The smallest observed crack, crack I, is located on the interface between the

two center zones of the ultrasonic map. A microscope image showing crack H and I can be found

in Figure 4.3. No cracks were found in areas marked in white on the ultrasonic map. A comparison

between the microscope maps for slices (a)-(e) and the corresponding areas of the ultrasonic map

indicates a perfect match.

Figure 4.3: Cracks H (large, top) and I (small, bottom) from crack site (e)

A direct comparison between the crack to backwall data (Fig. 4.4) and the microscope images

confirms the location and spread of ultrasonic cracks. It can be seen that cracks (b)-(c) are located

as partial cracks in two zones. Crack (a) reaches more into the second zone from the bottom

(location 34) and is picked up as a full crack. The crack sites (d) and (e) show multiple cracks in

single locations.
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Figure 4.4: Ultrasonic map (CBR) for steel X70-X after 8 days in NACE TM0284-2016 solution C
with pH 2.7 at 1 atm H2S with crack indicators A-I. CBR values are represented in 32 tone grey
scale, with white being crack free and black being completely cracked areas.

To further verify and characterize the ultrasonic methodology, a series of theoretical calculations

was completed. As a result of these calculations, the maximum angle between probe and sample is

defined to be 1.45°. Any positive derivation of this angle can be associated with significant signal

loss. However, the ideal offset angle between probe and sample should be closer to 0°. Based on

the maximum offset angle of 1.45°, the reliability of ultrasonic peaks can be determined using near

and far field relations. Assuming that the signal is perpendicular until the far field is reached, three

backwall signal peaks can be considered unaffected by the beam diversion. However, calculations

based exclusively on the diversion angle indicate, for a diversion signal attenuation of -6dB, that

two backwall signal peaks are unaffected. As such, no inaccuracies caused by a diversion of the

ultrasonic beam are expected for the calculation of the CBR and GCBR values. Further information

on this can be found in appendix C.

4.2 Ultrasonic Crack Evaluation of Samples

The results obtained by the ultrasonic evaluation of hydrogen-induced cracks is divided into three

sections. First, the results from samples submerged into a solution of pH 2.7 are presented. This

is followed by the results from pH 5.5 tests.

4.2.1 Severe Sour Service HIC Tests (pH 2.7)

Samples were tested at 0.1 and 1 atm H2, between 1 and 16 days and at a pH of 2.7. All samples

showed cracking along the centerline. In the following subsections, the results, along with the

corresponding CBR histograms for 1 and 16 day tests are presented. All CAR and CBR maps can

be found in appendix C.

1 atm H2S

The CBR histogram for steel X70-X, tested for 1 day at a pH of 2.7 and 1 atm H2S, can be seen

in Figure 4.5. Just over half of the testing locations indicated no cracking. Increased peaks can
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be seen for local CBR values of 1 and for the range 0.11-0.22. These results suggest fast cracking

kinetics, as about 20% of the scanned locations showed strong cracking.

Figure 4.5: Histogram for X70-X, tested for 1 day at a pH of 2.7 and 1 atm H2S.

By plotting the local CBR values at their corresponding locations (Fig.4.6), it can be seen that

cracking started in several locations and propagates in form of smaller cracks.
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Figure 4.6: CBR map for X70-X, tested for 1 day at a pH of 2.7 and 1 atm H2S.

After a testing period of 16 days, the CBR histogram (Fig. 4.7) shows an increased concentration
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of low CBR cracks. The amount of completely cracked zones remains almost identical to the 1 day

test. It can be seen that the majority of the smaller cracks has local CBR values between 0.01

and 0.3. This suggests that cracks grow from an initiation point, rather than the formation of new

crack sites.

Figure 4.7: Histogram for X70-X, tested for 16 days at a pH of 2.7 and 1 atm H2S.

The CBR map for the 16 day test (Fig. 4.8) shows a total of six crack initiation sites and several

smaller cracks surrounding these.
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Figure 4.8: CBR map for X70-X, tested for 16 days at a pH of 2.7 and 1 atm H2S.
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The CBR histogram for steel X70-B, tested for 1 day at a pH of 2.7 and 1 atm H2S shows

similar results than those obtained for X70-X. About half the scanning locations did not show any

cracking, close to 20% of the locations indicated complete cracking and increased peaks between

0.01 and 0.3.

Figure 4.9: Histogram for X70-B, tested for 1 day at a pH of 2.7 and 1 atm H2S.

The corresponding CBR map shows 5 crack initiation sites. Most of the smaller cracks are

located in the immediate vicinity of these cracks and did likely propagate from these complete

cracks.
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Figure 4.10: CBR map for X70-B, tested for 1 day at a pH of 2.7 and 1 atm H2S.

Looking at the CBR histogram for the 16 day test for X70-B, it can be seen that a significant

amount of cracks show a CBR value of 1, indicating complete cracking. Only about 10% of the

zones did not show any cracking and the majority of small cracks lays in the 0.11-0.4 range.

Figure 4.11: Histogram for X70-B, tested for 16 days at a pH of 2.7 and 1 atm H2S.

The CBR map for the 16 day test indicates 4 crack clusters from which most the smaller cracks

seem to propagate from.
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Figure 4.12: CBR map for X70-B, tested for 16 days at a pH of 2.7 and 1 atm H2S.

Overall, X70-X shows less cracking than X70-B. Both steels showed cracking after 1 day. For a

pH of 2.7 and 1 atm H2S, severe cracking can be observed. This can be seen in Figure 4.13. Both

X70-X and X70-B show crack to backwall ratios of about 20% after one day. For steel X70-X, the

crack to backwall ratio remains relatively constant between 4 and 16 days and seems to stagnate

at about 35% cracking. X70-B shows faster cracking and reaches a somewhat steady state after 2

days. The overall crack to backwall ratio averages to about 45%. It appears that X70-X generally

performs slightly better than X70-B with respect to their resistance to corrosion.
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Figure 4.13: Crack to backwall ratios for tests carried out at a pH of 2.7 and 1 atm H2S.

4.2.2 Intermediate Sour Service HIC Tests (pH 5.5)

The CBR histogram for the 32 day pH 5.5 X70-B test (Fig.4.14) indicates that about 70% of the

scanned location are unaffected by cracking. The majority of the small cracks shows CBR ranging

from 0.01-0.2. 12 locations were found to have CBR values of 1, i.e. complete cracking. No cracking

was observed for a X70-X steel under the same conditions.
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Figure 4.14: Histogram for X70-B, tested for 32 days at a pH of 5.5 and 1 atm H2S.

The corresponding CBR map (Fig. 4.15) shows 2 crack sites and smaller cracks surrounding

these. Only few of these smaller, partial cracks have local CBR values of more than 20%.
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Figure 4.15: CBR map for X70-B, tested for 32 days at a pH of 5.5 and 1 atm H2S.

Figure 4.16 shows the histogram for a 64 day pH 5.5 test using X70-X. More than half of the

scanned locations are unaffected by cracks and about a quarter show severe, complete cracking.

The majority of the partial cracks possesses local CBR of 0.11-0.3.
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Figure 4.16: Histogram for X70-X, tested for 64 days at a pH of 5.5 and 1 atm H2S.

As can be seen in the CBR map for X70-X (Fig.4.17), two crack sites formed during the 64 day

test period. These cracks seem to be aligned with the rolling direction and measure 30 and 40 mm

in length and up to 10 mm in width. All partial cracks are located near full cracks.
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Figure 4.17: CBR map for X70-X, tested for 64 days at a pH of 5.5 and 1 atm H2S.

The CBR histogram of the 64 day X70-B test (4.18) shows that the majority of scanned locations

is unaffected by cracking. 12 locations show severe, complete cracking. All partial cracks are evenly
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distributed with local CBR ranging from 0.01-0.4.

Figure 4.18: Histogram for X70-B, tested for 64 days at a pH of 5.5 and 1 atm H2S.

Figure 4.19 shows the CBR map for the 64 day X70-B test. A total 4 full cracks, in 12 locations,

can be seen. However, the only fully independent crack is located at the bottom of the map, the

other cracks seem to be connected by a network of partial cracks. All cracks seem to propagate

along the rolling direction.
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Figure 4.19: CBR map for X70-B, tested for 64 days at a pH of 5.5 and 1 atm H2S.
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HIC testing carried out at a pH of 5.5 and 1 atm H2S did not result in any cracking for testing

times of 16 days and less (Fig. 4.20). After 32 days, no cracking was observed for X70-X while

X70-B showed a CBR of about 20%. For a testing time of 64 days, the crack to area ratio of steel

X70-B is almost unchanged. X70-X shows a CAR of about 30%. Tests carried out at a pH of 4.5

and 0.1 atm H2S and pH 6.5 and 1 atm H2S did not result in cracking for a testing time of 16 days.

This is consistent with the pH 5.5 tests.

0 10 20 30 40 50 60
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Figure 4.20: Crack to backwall ratios for tests carried out at a pH of 5.5 and 1 atm H2S.
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4.3 Inclusions in Steel Samples

As suggested by many authors, manganese sulfide is one of the main initiation and propagation

side for hydrogen induced cracks. To confirm the presence of manganese sulfide in the steel samples

used in this work, an already tested and cracked sample (Fig. 4.21) of steel X70-X was pried open.

This was achieved by cutting a notch close to both crack ends and levering the sample open using

a screwdriver and a hammer. During this process and the resulting deformation, copper from the

screwdriver was abraded and adhered to the surface of the sample. However, this did not interfere

with the results obtained using EDX. The corresponding SEM images can be found in appendix D.

As can be seen in Figure 4.21, the crack located using the standard NACE TM0284 analysis

shows the typical step wise propagation of hydrogen-induced Cracks. The crack length of more

than 1 cm made it possible to clearly see the crack without the use of polishing techniques.

Figure 4.21: Centerline crack on steel X70-X after 8 days at 1 atm H2S and a pH of 2.7.

Figure 4.22 shows one half of the opened sample. The light grey area in the centre is the crack

site. Due to the cutting process, part of the crack surface was removed by the abrasive disc. The

orange scratch on the right side of the crack surface is a residual mark left by the screw driver used

to open the sample.

Figure 4.22: Crack surface of sample X70-X. The triangular, lighter gray area is the opened crack.
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Two locations where scanned. Figure 4.23 shows an SEM image with 600x magnification of the

opened crack site. The corresponding SEM parameters can be found in the legend of the image

and are the same for all EDX scans of the same location. It can be seen that darker areas spread

vertically. These darker areas can be confirmed to be manganese sulfide inclusions running along

the rolling direction of the steel.

Figure 4.23: Section on sample X70-X showing manganese sulfide inclusions at the opened crack
side. The sample was tested at a pH of 2.7, 1 atm H2S and a testing period of 8 days.

The EDX maps for manganese and sulfur presented in Figures 4.24 and 4.25, respectively,

indicate high concentrations of both manganese and sulfur along the darker areas presented in

Figure 4.23. This proves the presence of manganese sulfide in steel X70-X. As can be seen, the

length of these inclusions ranges from about 50 µm to about 200 µm, with thicknesses of up to 10

µm. Inclusions of this length can be detrimental to the corrosion resistance of steels and pose as
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crack initiation sites.

When looking at the element maps for sulfur and manganese, it can be seen that the intensity

for sulfur is greater than for manganese. However, no calcium was detected along with sulfur during

the EDX scans, suggesting the presence of complex of non-stoichiometric molecules. During the

scan, mostly aluminum, niobium, manganese and sulfur were detected. A super-positioned EDX

map showing aluminum (orange), carbon (gray), manganese (purple), niobium (blue) and sulfur

(red) can be seen in Figure4.26. The individual maps were processed in Adobe Photoshop and noise

was removed using the dust and scratches filter with a radius of 1 pixel and 0 levels of threshold.

This resulted in the removal of random intensities and left only clusters greater than 1 pixel.

Figure 4.24: EDX map for manganese of section shown in Fig. 4.23.

Only one carbon cluster can seen in the center of the second quarter from the left. This area

can be seen as a dark circular area in the SEM image. Although the detection of calcium resulted

in mostly randomly distributed noise, signs of clustering can be detected in this area as well.

When looking at the aluminum concentrations (orange), it can be seen that aluminum is not
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present at locations rich in manganese or sulfur. The only other element that can be found at

the manganese sulfide sites is niobium (blue). This suggests the presence of complex (Mn,Nb)S or

niobium sulfide (NbS2) inclusions. An alternative explanation could be the precipitation of niobium

carbides on manganese inclusions.

Figure 4.25: EDX map for sulfur of section shown in Fig. 4.23.

Figure 4.26 shows a superposition of the EDX maps for aluminum (orange), carbon (grey),

manganese (purple), niobium (blue) and sulfur (red). As pointed out by the arrows A-E, sev-

eral globular aluminum clusters can be observed. This indicates the presence of globular Al2O3

inclusions. Arrow F shows a cluster of globular carbon.
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Figure 4.26: Super-positioned EDXmap for aluminum (orange), carbon (grey), manganese (purple),
niobium (blue) and sulfur (red) of section shown in Fig. 4.23.

Figure 4.27 shows another section of the crack at 600x magnification. The corresponding SEM

parameters can be found in the legend of the image and are the same for all EDX scans of the same

location. Visible as vertical, elongated inclusions is manganese sulfide. Once again, the presence of

manganese sulfide can be confirmed by EDX maps of the area for manganese (Fig. 4.28) and sulfur

(Fig. 4.29). Areas of increased concentrations of manganese and sulfur are detected in agreement

with the inclusions of interest, visible in Figure 4.27. These manganese sulfide inclusions have a

length of about 100-200 µm and a thickness of up to about 10 µm.

60



Figure 4.27: Section on sample X70-X showing manganese sulfide inclusions at the opened crack
side. The sample was tested at a pH of 2.7, 1 atm H2S and a testing period of 8 days.
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Figure 4.28: EDX map for manganese of section shown in Fig. 4.27.
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Figure 4.29: EDX map for sulfur of section shown in Fig. 4.27.

The EDX maps of both locations did not show any calcium sulfide inclusions. EDX scans for

calcium appear to be mostly random. However, applying digital filters to the EDX map for calcium

reveals a small, globular cluster of calcium in the area highlighted in Figure 4.30. This can be seen

in Figure 4.31. For the same area, no significant amounts of sulfur are detected. Figure 4.26 shows a

carbon cluster in this area (Arrow F). This suggests that the area does not contain calcium sulfide,

but rater other calcium inclusions, such as calcium oxide, or calcium carbide slag. However, no

EDX scan for oxygen was carried out, due to the likelihood of surface oxidation. Furthermore, the

purpose of the EDX maps was to confirm the presence of manganese sulfide in steel X70-X.
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Figure 4.30: Section on sample X70-X showing manganese sulfide inclusions at the opened crack
side. The sample was tested at a pH of 2.7, 1 atm H2S and a testing period of 8 days. The
highlighted area indicates a small calcium cluster.
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Figure 4.31: Filtered EDX map for calcium of section shown in Fig. 4.30.

Figure 4.32 shows an aluminum silicon oxide inclusion (highlighted area) at the crack side of an

X70-B sample tested for 16 days in a pH 2.7 test solution under 1 atm H2S partial pressure. The

inclusion shows a globular shape and is about 10 µm long. The corresponding EDX maps for the

elements aluminum, sulfur and oxygen can be found in Figure 4.33.
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Figure 4.32: Section on sample X70-B showing aluminum silicon oxide inclusions at the opened
crack side. The sample was tested at a pH of 2.7, 1 atm H2S and a testing period of 16 days.

(a) Al (b) Si (c) O

Figure 4.33: EDX scans for aluminum (a), silicon (b) and oxygen (c) of area shown in Fig. 4.32.
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During the SEM analysis of X70-B, niobium titanium nitride inclusions were found. A SEM

image showing cubic (Nb,Ti)N inclusions with a length of about 5 µm can be found in Figure 4.34.

The corresponding EDX maps for the elements niobium, titanium and nitrogen can be found in

Figure 4.35. The selection shown in the SEM image indicates three individual (Nb,Ti)N inclusions

in close proximity.

Figure 4.34: Section on sample X70-B showing niobium titanium nitride inclusions at the opened
crack side (highlighted). The sample was tested at a pH of 2.7, 1 atm H2S and a testing period of
16 days.
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(a) Nb (b) Ti (c) N

Figure 4.35: EDX scans for niobium (a), titanium (b) and nitrogen (c) of area shown in Fig. 4.34.

Figure 4.36 shows a cluster of niobium titanium nitride inclusions embedded in iron. The EDX

maps for niobium, titanium, nitrogen and iron (Fig. 4.37) show large quantities of titanium in the

selection. Niobium concentrations appear higher at the edges of the inclusions. The EDX map for

iron indicates an increased concentration of iron in the elongated section of the inclusion cluster,

as well as in the area surrounding the inclusion. Nitrogen is present in the same areas as niobium

and titanium.

Close inspection shows a crack on the left side of the inclusion, followed by a potential crack

propagation line. This is indicated by the arrows. It is unclear whether the crack initiated or ended

at the inclusion.
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Figure 4.36: Section on sample X70-B showing niobium titanium nitride inclusions at the opened
crack side (highlighted). The arrows indicate a potential crack propagation path. The sample was
tested at a pH of 2.7, 1 atm H2S and a testing period of 16 days.
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(a) Nb (b) Ti

(c) N (d) Fe

Figure 4.37: EDX scans for niobium (a), titanium (b), nitrogen (c) and iron (d) of area shown in
Fig. 4.36.

4.4 Hydrogen Concentration Measurements

Prior to analyzing testing HIC samples in the LECO D603 hydrogen analyzer, a series of untested

samples with different weights was measured to determine the base level of hydrogen and the
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sensitivity to changes in mass. A plot of the data is shown in Figure 4.38. It can be seen that the

average hydrogen concentration of steel X70-X is about 0.87 ppm, whereas the average hydrogen

concentration of steel X70-B is about 0.55 ppm. Both samples fluctuate within the 50% error

margin of the calibration sample. The effect of sample weight appears to be smaller than the

statistical fluctuation of the samples. This can be seen by comparing the hydrogen concentration

for light, medium and heavy samples of X70-X. While a 5 g sample of steel X shows a hydrogen

concentration of about 1.4 ppm, samples with weights 10 g and 20 g were measured to have about

1 ppm of hydrogen. For steel X70-X, the hydrogen concentration averages to be about 0.87 ppm.

Overall, the hydrogen content in steel X70-B is lower than the concentration in steel X70-X.
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Figure 4.38: Hydrogen content measured using LECO D603 in untested samples for different sample
weights

Figures 4.39 and 4.40 show the hydrogen concentrations determined for steels tested under pH

2.7 and 5.5, respectively. It can be seen that both steel X70-X and Steel X70-B show significant

fluctuations. As can be seen in the results for a testing time of 1 day, the variation is larger than the
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average value of each sample. Furthermore, the concentrations determined after 8 days in NACE

solution indicate similar values between steel X70-X and X70-B of the same pH. For a pH of 2.7,

a hydrogen concentration of about 2 ppm was determined. The samples tested at pH 5.5 indicate

a hydrogen concentration of about 0.5 ppm, which is lower than the base level of steel X70-X.

Overall, the results show significant fluctuations and inconclusive trends and are not reliable.

As a result of the data presented in this section, further hydrogen testing was not carried out.
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Figure 4.39: Hydrogen content measured using LECO D603 in samples tested at a pH of 2.7.
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Figure 4.40: Hydrogen content measured using LECO D603 in samples tested at a pH of 5.5.

4.5 Summary

In the following subsections, the most significant results for hydrogen-induced cracking, hydrogen

concentration measurements and manganese sulfide inclusions are summed up.

4.5.1 Hydrogen-Induced Cracking

As expected, low pH and high H2S partial pressure resulted in the most severe cracking. Samples

showed crack to backwall ratios of about 20% after one day of testing time. For X70-B, a crack

limit appears to be reached after two days. X70-X reached a crack limit after 4 days. Both steels

stagnate at a CBR of about 0.4. However, X70-B generally performs slightly worse with respect to

the HIC resistance. For a pH of 5.5 and 1 atm H2S, cracking was observed after 32 days for X70-B

and 64 days for X70-X. The 64 day pH 5.5 test is the only test in which X70-B performed better

than X70-X. The X70-B remains relatively constant for 32 and 64 days, suggesting a crack limit.
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No cracks were observed for testing times of 16 days. This is confirmed by a pH 6.5 and 1 atm

H2S, as well as a pH 4.5 and 0.1 H2S test.

All samples indicated the initiation of few crack sites and propagation during increased exposure

to the test solution. Samples tested at a pH of 5.5 show a crack propagation along the rolling

direction. For samples tested at a pH of 2.7, no clear propagation trend can be observed.

Due to the probe diameter of 5mm, a limitation in resolution can be observed. Although

general trends of crack propagation are clear, the crack initiation sites can only be determined with

an accuracy of 5mm. This also applies to cracks near the surface.

4.5.2 Manganese Sulfide Inclusions

EDX scans of X70-X tested at a pH of 2.7 and 1 atm H2S confirmed the presence of manganese

sulfide inclusions despite the ideal calcium to sulfur ratio of 2.5. Multiple locations showed MnS

inclusions with lengths of 100-250 µm. No calcium was detected using this method. This suggests

the presence of calcium sulfide inclusions in solution. Some locations enriched in manganese also

showed the presence of niobium. This suggests the presence of either niobium sulfide or complex

(Mn,Nb)S inclusions, or the precipitation of niobium on manganese inclusions in form of NbC.

At higher magnifications, globular (Al,Si)O and cubic (Nb,Ti)N inclusions were found. A crack

propagation was observed along a (Nb,Ti)N inclusion.

4.5.3 Hydrogen Concentration Measurements

Measurement of hydrogen content in untested X70-X and X70-B showed baseline hydrogen concen-

tration of about 0.87 ppm for X70-X and about 0.55 ppm for X70-B. Although rated for 5 grams

per sample, the LECO D603 showed normal fluctuations for smaller and greater sample sizes. This

suggests that the hydrogen analyzer can be used for larger samples by adjusting the heating and

measuring cycle. However, measuring of the residual hydrogen content in samples tested at a pH

of 2.7 and 1 atm H2S showed conflicting results. Samples tested for 1 day showed hydrogen con-

centrations of 1.5-3 ppm (X70-X) and 1-4 ppm (X70-B). After 8 days the concentration for both

steels was about 2 ppm, suggesting that the hydrogen content decreases over time. For a pH of 5.5

and 1 atm H2S, hydrogen concentrations below the baseline level of both steels were detected.
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Chapter 5

Discussion

In the following sections, the results of this work are discussed. First, the advantages of the crack

to backwall signal ratio with respect to the analysis of hydrogen-induced cracks is examined. This

is followed by a discussion of the resistance of X70-X and X70-B to hydrogen-induced cracking with

consideration of the effects of pH and time. A brief discussion of the inclusions present in the steels

is presented. Lastly, the results obtained from the LECO D603 Hydrogen Analyzer are examined.

5.1 Ultrasonic Testing of Hydrogen-Induced Cracks

The discussion of the ultrasonic methods used in this work is divided into three subsections. First,

the ability to detect and locate cracks using a ultrasonic probe is evaluated. This is followed by a

examination of the use of crack to area ratios for the quantification of cracking. Lastly, the crack

to backwall signal ratio and its capability to measure the extent of crack severity is discussed.

5.1.1 Detection and Location of HIC cracks

The analysis of HIC samples using metallographic techniques can present many challenges. For mild

to intermediate cracking (i.e low amount of cracking) or short testing times, the metallographic

analysis method can be prone to missing cracks, as the sample is cut every 25 mm (cuts A, B

and C) and exclusively analyzed at the cut surfaces. An example of this can be seen in Figure

5.1. In this case, the crack region located between 55 and 70 mm is completely missed by cuts

B and C. Depending on the accuracy of the cutting process (cut C), the crack located at 75 mm

might be missed as well. As a result of this, only the first cut (A) will result in the detection of

cracking. A combination of ultrasonic testing and metallographic analysis would suggest to cut the

samples at 10, 40, 60, 80 and 95 mm to obtain information on small and large cracks in the sample.

Furthermore, it is likely that the cracks found between 35 and 40 mm, as well as between 75 and

80 mm are crack initiation sites and would pose as good locations for a microstructural analysis.
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Figure 5.1: CBR map for steel X70-B for pH 2.7, 1 atm H2S after 1 days with indicated lines for
the NACE cutting method (red).

The use of ultrasonic analysis methods resulted in an accurate detection of crack in mild to

severe conditions. Most of the cracks observed in this work appear to be in close proximity of the

side surfaces of the samples (e.g. Fig. 4.17). For samples tested at a pH of 2.7, a large crack

cluster can be observed for a test duration of more than four days. This can be seen in Figure 5.2

between 25 and 60 mm. For this test, a GCBR of about 36% was calculated. Although seemingly

propagating along the rolling direction of the steel, no clear trend can be observed due to the severe

nature of cracking.

Figure 5.2: CBR map for steel X70-X for pH 2.7 and 1 atm H2S after 4 days with indicated rolling
direction.

Samples tested at a pH of 5.5 indicate a clear crack propagation along the rolling direction. For

all cracked samples, multiple crack initiation sites were detected. Both phenomena can be seen in

Figure 4.15, 4.19 and 4.17.

Overall, the use of ultrasonic analysis methods is efficient for mild and intermediate conditions,

such as high pH levels or low pH levels and short testing times.

76



5.1.2 Quantification of Cracking using Crack to Area Ratio (CAR)

The calculation of CAR values allows the quantification of cracking on a global scale. Although

commonly used in the literature [39], only limited information on the severity, initiation and propa-

gation of cracking can be obtained. As such, CAR values are generally greater than GCBR values,

suggesting more severe cracking. Furthermore, the accuracy of CAR methods depends strongly on

the resolution, i.e. the sensor size. Smaller sensors would allow a more accurate representation of

cracking within the sample.

Due to the binary nature of this method, no separation between crack initiation and propagation

is possible. This is especially problematic for severely cracked samples, as the majority of the CAR

map cells would be black, indicating severe cracking. As such, the use of CAR is most useful for

moderate conditions and minor cracking.

One advantage of the use of crack to area ratios is the determination of regions of high crack

severity and, when combined with a metallographic analysis would give more information than the

NACE TM0284 analysis method.

5.1.3 Severity, Initiation and Directional Propagation of Cracking using Crack

to Backwall Signal Ratio (CBR)

One of the advantages of CBR is the ability to detect the severity of cracking. As a result of this,

crack propagation along the rolling direction of the steel can be observed. Additionally, the ability

to characterize a crack based on its size allows the determination of potential crack initiation sites.

In most cases, severely cracked regions, i.e. regions with a CBR of about one (1), are surrounded

by smaller cracks (e.g. fig 4.10), suggesting that cracks propagate from already initiated cracks,

rather than the formation of new cracks sites.

The general propagation trend observed in this work appears to be in rolling direction. This

can be seen clearly for samples tested at a pH of 5.5 (e.g. fig 4.17). For samples tested at a pH of

2.7 this trend can only be observed for short testing times (e.g. Fig. 4.10). For prolonged testing

times, CBR values show an increasing amount of severe cracking, and as such, less information

about crack propagation and initiation sites can be obtained for longer testing times.

Overall, for severe sour service conditions, the use of CBR for the quantification of crack initi-

ation and propagation is only meaningful for short test periods. However, the use of GCBR values

for the characterization of HIC resistance shows consistent results for one to sixteen days of HIC

testing. As GCBR considers the intensity of the crack relative to the scanning area, all values are

smaller than their corresponding CAR value. This can be seen in Figure 5.3.

CBR maps seem to indicate that cracks grow exclusively from few initiation sites. Thus, a

metallographic analysis could be focused on these initiation sites. In addition, CBR maps indicate

that most cracks are located near the surface are likely to penetrate the surface of the sample and

release hydrogen back into the test solution, and thus preventing the hydrogen pressure to exceed

the critical pressure required to propagate a crack. Using these assumptions and premises, an
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evaluation of HIC resistance based on the number and location of crack initiation sites using CBR

values could be conducted. This would, for a pH level of 2.7, allow for a reduction in testing time

to one day and therefore reduce the cost and use of hydrogen sulfide for the test.
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(a) CAR results for samples tested at a pH of 2.7.
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(b) GCBR results for samples tested at a pH of 2.7.

Figure 5.3: Results obtained for samples tested at a pH of 2.7, presented in CAR (a) and GCBR(b).

5.2 X70 Resistance to HIC

Two different X70 grade pipeline steels (X70-X and X70-B) have been tested in a NACE TM0284-

2016 test solution C. To determine the resistance of these steels to hydrogen-induced cracking a

CBR analysis was conducted. The discussion of this analysis is divided into severe and intermediate

sour service conditions.

5.2.1 Use of CBR under Severe Sour Service Conditions

Due to the extent of cracking observed under severe sour service conditions, no clear trend with

respect to the crack propagation can be observed using CAR. For relatively short testing times,

the use of the CBR technique allows insight into the crack propagation and suggests that cracks

propagate from few initial crack sites. This can be seen in Figure 5.4. After eight days of testing,

three distinct crack sites and a crack cluster containing two to three cracks can be seen. This is

consistent with the number of crack sites observed after one day tests (Fig. 4.6 and 4.10).
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Figure 5.4: CBR map for steel X70-X for pH 2.7 and 1 atm H2S after 8 days.

Furthermore, the majority of cracks appears to be in close proximity to the side surfaces of

the sample (e.g. Fig. 4.8). Using CBR, the crack initiation sites for short testing periods can be

identified on the CBR map as locations of localized severe cracking.

Based on the results obtained from the CBR and GCBR values (Fig. 4.13), X70-X possesses

a slightly better resistance to hydrogen-induced cracking as the overall GCBR is lower at the

suggested crack limit. The corresponding GCBR value for X70-X and X70-B are about 0.4 and

about 0.5, respectively.

5.2.2 Use of CBR under Intermediate Sour Service Conditions

Testing carried out at mild and intermediate sour service conditions (i.e. pH levels of 4.5-6.5)

showed no cracking for testing times up to and including 16 days. Using CBR, a GCBR of about

20% was calculated for steel X70-B after 32 days. X70-X did not show any cracking under identical

conditions. After 64 days, the GCBR values for X70-X and X70-B were calculated to be about

30% and about 20%, respectively. The use of CBR resulted in the detection of two distinct cracks

in each steel (e.g. Fig. 4.17). All cracks observed appear to be propagating in rolling direction.

Due to the low severity of the intermediate sour service tests, the results obtained using CBR

are meaningful. The low crack intensities allow for a clear distinction between individual cracks

and their propagation.

5.2.3 Effect of Steel Chemistry

Overall, X70-X exhibits a better resistance to hydrogen-induced cracking (i.e. a lower GCBR) than

X70-B. It is expected that the majority of the sulfur in X70-X should react with the calcium and

only little sulfur is available for the formation of manganese sulfide. A greater number of smaller

inclusions can be beneficial for the resistance to hydrogen-induced cracking. This can overall delay

the formation of cracks as the pressure exerted by the hydrogen on the steel matrix is lower at

the individual inclusions. For X70-B, an undesirable calcium to sulfur ratio of less than 0.5 can be

observed. This suggests two things. First, more manganese sulfide can be formed due to the lack

of calcium. This could result in larger manganese sulfide inclusions, which are more detrimental

than smaller ones. Secondly, literature suggests that calcium to sulfur ratios of less than 2 result
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in incompletely spherical calcium sulfide inclusions. These inclusions are less stable than those

formed at a calcium to sulfide ratio of 2.0 and can break apart during the rolling process. This

would create further crack initiation sites.

5.3 Variation of Test Parameters

Testing was carried out for one to 64 days and for pH levels between 2.7 and 5.5. In the following

two subsection, the effect of both pH and testing time on hydrogen-induced cracking is discussed.

5.3.1 Effect of pH Level on HIC

Samples tested at a pH of 2.7 showed more severe cracking than those tested at pH levels of 4.5, 5.5

and 6.5. Furthermore, crack initiation occurred earlier at lower pH levels. For a pH of 2.7, cracks

were found after one day. Samples tested at a pH of 5.5 did not show any cracking for testing times

of 16 days or less. This can also be observed in samples tested at a pH of 4.5 and 6.5.

One of the most significant factors for the creation of hydrogen ions, and therefor the extent

of corrosion, is the pH level of the electrolyte. Solving equation for the calculation of the pH level

(eq. A.1) with respect to the concentration of hydrogen ions leads to the following equation:

[︁
H+
]︁
= 10−pH (5.1)

As can be seen in Table 5.1, the hydrogen concentration in the electrolyte changes rapidly. A

decrease from a pH of 5.5 to a pH of 4.5 results in an increase of hydrogen concentration by a

factor of 10. At a pH of 2.7, the hydrogen concentration in the electrolyte is more than 600 times

higher than compared to at a pH of 5.5. Assuming a linear decrease in hydrogen build-up in the

HIC sample with respect to pH and testing time, this change in hydrogen concentration would

indicate a huge increase in testing time to achieve the same level of cracking in a sample. However,

hydrogen-induced cracking depends on more than just the pH level. While the pH level effectively

influences the build-up of hydrogen inside the steel on the amount of hydrogen itself, the partial

pressure of hydrogen sulfide, and thus the level of hydrogen sulfide poisoning, affects the formation

of molecular hydrogen. A decrease in partial pressure of hydrogen sulfide results in a reduced

hydrogen sulfide saturation in the electrolyte, which effectively reduced the amount of hydrogen

sulfide poisoning and allows the formation of molecular hydrogen in solution to some extent.

Table 5.1: Comparison between the hydrogen concentrations at pH 2.7, 4.5, 5.5 and 6.5

pH 2.7 4.5 5.5 6.5[︁
H+
]︁
[mole] 1.995× 10−3 3.162× 10−5 3.162× 10−6 3.162× 10−7

Multiple of pH 6.5 6309 100 10 1
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Another important aspect for the formation of cracks is the electrochemical stability of iron. Look-

ing at the Pourbaix diagram for the Fe-H2O-H2S system (Fig. 2.5 and 5.5), iron in its Fe state is

not stable in water at any time. For a pH of up to about 4.5, Fe2+ is the desired state of iron in

a solution containing a low concentration of oxygen. If the pH level of a solution is greater than

4.5, Fe2+ is no longer stable and variants of iron sulfide are formed. During the formation of Fe2+,

free electrons are generated. These free electrons are necessary for the hydrogen evolution reaction.

A lack in formation of Fe2+ would therefore correlate to a limitation in discharge and desorption.

Combining this effect with the decreased overall concentration of hydrogen, it becomes clear that

pH levels of 4.5 or greater effectively inhibit the formation of molecular hydrogen sulfide.

For a pH of 5.5, cracking was observed after 32 days for X70-B and after 64 days for X70-X. For

the 64 day test, X70-X shows a greater crack to backwall ratio than X70-B. This could be explained

by the limited amount of test samples, however, another explanation could be the increased copper

content in steel X70-B from Heat B2. With a copper content of 0.36 and a pH of 5.5, this steel

is capable of forming a copper protective film, as described by Jones [98] and Yamada [97]. This

would explain the difference in crack to area ratio between the two steels, as the protective film

only forms at pH levels greater than 4.5.

The delayed crack initiation for samples tested in a pH of 5.5 was also observed in the work

of Kittel et al. [39]. Their numerical hydrogen concentration profiles for a partial pressure of 100

mbar H2S indicate a significantly slower slower hydrogen concentration build-up at the centerline

for samples tested at a pH of 5.5, compared to samples tested at pH levels of 3.5 and 4.5. On

average, more than 40 days in a pH 5.5 solution were necessary to achieve a critical pressure in

their steel. For pH levels of 3.5 and 4.5, 7 days or less were sufficient to reach this pressure.
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Figure 5.5: Pourbaix diagram for Fe-H2O-H2S (mackinawite) system at 25 °C [43]

5.3.2 Effect of Testing Time on HIC

The effect of testing time depends on the pH level. For samples tested at a pH of 2.7, cracking

was observed after one day for both X70-X and X70-B. For X70-B, a upper limit in cracking was

observed after two days. A similar crack equilibrium was detected after four days for X70-X. This

behaviour can be explained by the severity of the test solution. Atomic hydrogen is forced into

the steel matrix and form molecular hydrogen at inclusions, grain boundaries or other desirable

locations. This localized clustering of hydrogen molecules results in an local increase of pressure,

exerted by the hydrogen onto the steel matrix increases locally. As the pressure reaches a critical

value, cracking is initiated. The initiation and propagation of these cracks results in the formation

of gaps within the steel. As more atomic hydrogen enters the steel, these gaps can act as a reservoir

for hydrogen. Due to the larger size of these gaps, compared to inclusions and the ground boundary

interfaces, a significantly greater amount of hydrogen is needed for the propagation of the cracks

through the gap. Furthermore, it is likely for the cracks to have, to some extent, penetrated the
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steel surface. As such, hydrogen can escape through the surface before a critical pressure within

the steel is reached. The ultrasonic data obtained from the pH 5.5 samples indicated the initiation

of only few crack sites. In order to achieve more cracking, at least one of the following conditions

must be fulfilled:

� Greater hydrogen build-up than escape rate.

� Initiation of additional crack sites.

� No formation of surface cracks.

� Availability of a large number of desirable trapping locations.

Overall, greater pH levels require longer testing times for the initiation of cracks. After reaching

a crack limit, no visible change in cracking is observed for longer testing periods.

5.4 Inclusions in Steel Samples

During the SEM analysis of fracture surfaces, a variety of inclusions was detected. The most

prominent type of inclusions detected were elongated manganese sulfide inclusions with a total

length of about 250 µm. This type of inclusion is well known in literature and is commonly linked

to the crack initiation and propagation of hydrogen-induced cracks. The relatively large quantities

observed in this work indicate an increased likelihood of crack initiation from these inclusions.

At higher magnifications, globular (Al,Si)O inclusions with a length of about 10 µm were de-

tected. Although globular inclusions are generally believed to be less detrimental to the corrosion

resistance of steels, it has been found that silicon enriched aluminum oxide inclusions can be linked

to crack initiation due to their hardness, brittleness and incoherence with the metal matrix.

Clusters of cubic (Nb,Ti)N inclusions were found. Although research generally associates

hydrogen-induced cracking with with the presence of elongated MnS or globular oxide inclusions,

such as (Al,Si)O, cracking was observed along (Nb,Ti)N inclusions. However, it is unclear whether

the crack initiated or ended at the inclusions.

5.5 Hydrogen Concentration Measurements

The results obtained from the LECO D603 Hydrogen Analyzer showed conflicting information.

The base level hydrogen concentration of untested X70-X and X70-B were determined to be 0.87

ppm and 0.55 ppm, respectively. An sensitivity analysis of the effect of the sample weight on the

hydrogen content showed mostly statistical fluctuation within the error of the calibration sample.

However, results obtained from a one day pH 5.5 test showed hydrogen concentrations below the

respective base levels of X70-X and X70-B. Samples tested at a pH of 2.7 show a spread from about

1.5 to 3 ppm for X70-X and about 1 to 4 ppm for X70-B. Although these values are above the
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base level of the respective steel, the relatively wide spread of the data points indicates a strong

statistical influence.

When comparing the data points obtained from samples tested at pH 2.7 and 5.5, it can be seen

that data obtained from pH 5.5 tests show significantly smaller statistical fluctuations. Samples

tested at a pH of 5.5 did not show any cracks after one day, and as such are unlikely to have formed

surface cracks through which hydrogen could escape. For a pH of 2.7, cracking was observed in

all samples. Furthermore, CBR maps indicate the formation of cracks at or near the long sides

(X-Z plane) of the samples. All cracks detected by the ultrasonic probe were found in the centerline

region. This suggests a strong presence of hydrogen molecules in this region. As cracks are initiated

by a critical pressure exerted by hydrogen onto the steel matrix, it is possible for hydrogen to escape

through these surface cracks. As a result, local peaks in hydrogen concentration can be expected.

When cutting the sample, as part of the analysis process, three general scenarios are possible. In a

first scenario, the hydrogen peaks fall into the selected part of the sample and the overall hydrogen

concentration would be relatively high. In the second scenario, hydrogen peak concentrations are

not present in the selected part of the sample. This would result in a lower overall hydrogen

concentration. In the third scenario, a hydrogen reservoir is cut, allowing all mobile hydrogen in

this area to escape. Similar to scenario two, the result of the analysis would be a lower hydrogen

concentration.

Overall, the LECO D603 Hydrogen Analyzer seems unsuitable for the detection of hydrogen

build-up as the analyzer requires the samples to be cut in order to be properly analyzed. Two

alternative methods for the measurement of hydrogen build-up are mercury or glycerin displacement

and modified hydrogen permeation tests. However, both methods have disadvantages. Mercury

is an inherently dangerous and toxic material, and to fully detect all hydrogen, measurements

should be done at elevated temperatures. Glycerin is known to absorb hydrogen and other gases

and therefore produces a measurement error. Furthermore, large lab to lab variations have been

recorded. For hydrogen permeation, specialized samples need to be prepared. The thickness of

these samples needs to be significantly thinner than its other dimensions in order to assume one

dimensional diffusion. However, the biggest advantage of this method is the ability to measure

hydrogen permeation in-situ. More information about these methods can be found in appendix E.
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Chapter 6

Conclusions

Conclusions are drawn from the results obtained in this work. In a first section, concluding remarks

are presented about the crack to backwall signal ratio developed in this work. This is followed by

a summary of the analysis of the HIC tests carried out at different conditions. In a last section, a

conclusion of the methodology for the measurement of hydrogen is presented.

6.1 Ultrasonic Quantification of Cracking

Local crack to backwall signal ratios show great potential for the detection of crack initiation points

and the propagation of these cracks. An average of all CBR values results in the GCBR. This value

can be used to compare different test more accurately. Advantages of this method over the existing

crack to area ratio are:

� More information about cracks based on their intensities. This allows the visualization of

crack initiation and propagation.

� Cracks are no longer detected in a binary matter. Smaller cracks have less impact on the

characterization as opposed to larger cracks.

� Negative effects of low resolution ultrasonic scanning, such as the resulting discretization of

crack outlines, can be compensated.

Besides the advantages over the CAR, the GCBR also has several advantages over the standard

NACE TM0284 method:

� Greatly improved analysis time. For the GCBR, no cutting, mounting, polishing or etching of

the sample is necessary. For the purposes of this work, the analysis time of a single HIC bar,

including the cleaning of the sample, the application of the measuring grid, the ultrasonic

scanning and the Matlab analysis is about 40 minutes. For the standard NACE TM0248

method, including cutting, cleaning, mounting, polishing and etching the sample, as well as

the analysis of the sample using the microscope, can take more than one day, depending on

the epoxy used to mount the sample.
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� The use of ultrasonic waves allows re-testing of individual samples or test locations.

� Increased amount of analysis locations. Using the GCBR method, a total of 80 locations over

the entire length and width of the sample is analyzed. The NACE method relies on three

locations, 25 mm apart from another. This increases the statistical significance of GCBR

tested samples.

� Areas of interest can be determined prior to cutting the sample. By knowing the locations

and intensities of the cracks, an analysis of selected areas is possible.

The use of both CAR and CBR have proven valuable for the detection of cracks in intermediate

sour service conditions. As cracking is less extensive compared to severe sour service conditions,

crack propagation and, using CBR, initiation can be observed for prolonged test durations. Under

severe sour service regions, the use of CAR is not recommended, as the extent of cracking increases

rapidly. Crack to backwall signal ratios are useful for relatively short testing times of four to eight

days.

6.2 HIC Testing of X70 Steels

The results obtained in this work are as expected and can be summed up as follows:

� Steel X70-X generally shows better resistance to hydrogen-induced cracking than X70-B.

� Test solutions with a pH of 2.7 cause greater cracking after shorter periods of time compared

to solutions with a pH of 5.5. For a pH of 2.7, a crack limit seems to be reached after two to

four days. Samples tested at a pH of 5.5 did not show any cracking for testing times of 16

days or less. This is confirmed by samples tested at a pH of 6.5, 1 atm H2S and 16 days, as

well as at a pH of 4.5, 0.1 atm H2S and 16 days.

� Cracking seems to be initiated in few location and propagates from these crack sites. For a

pH of 5.5, crack propagation along the rolling direction can be observed in the CBR maps.

Overall, greater pH levels result in greater cracking after shorter periods of time. With increasing

testing time, the GCBR ratio increases until a limit in cracking is reached. For X70-X and a pH

of 2.7, this limit is reached after four days and stagnates at a value of about 0.35. For X70-B and

identical conditions, the equilibrium GCBR is reached after 2 days and is fluctuating around 0.45.

6.3 Hydrogen Concentration Measurements

Based on the results obtained from the LECO D603 Hydrogen Analyzer, the methodology used in

this work did not show useful and significant results. Potential reasons for this are as follows:

� Loss of hydrogen from reservoirs due to cutting process.
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� Loss of hydrogen through surface cracks.

� Lack of significant amount of hydrogen due to insignificant sample size and distribution of

hydrogen within the sample.

� Loss of diffusible hydrogen between end of HIC test and submersion in liquid nitrogen.

A different methodology is required to measure statistical meaningful amounts of hydrogen.
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Chapter 7

Future Work

In this section, the potential future work is presented. First, potential improvements to GCBR

method are presented. This is followed by possible, additional HIC tests to further study the crack

limitations observed in this work. Lastly, suggestions for the measurement of the hydrogen build-up

in steel are presented.

7.1 Ultrasonic Quantification of Cracking

The GCBR method developed in this work shows great potential. However, the method can be

improved and potentially adapted to in situ HIC testing analysis as follows:

� Improve the crack to backwall signal ratio by considering attenuation correlations for more

accurate CBR.

� Modify test set-up for in situ measurement of crack growth in test solution.

7.2 HIC Testing

The results obtained in this work indicate a crack limitation after a certain testing time. Building

on these crack limitations, the following research could be carried out.

� Testing of additional samples at moderate conditions.

� Testing of samples with different chemistries (e.g. different Ca/S) and different types of

material (e.g. ML80, X100 etc.).

� Test samples at pH intervals of 0.5 to determine crack correlations.

� Conduct research on the cracking equilibrium observed in this work by increasing the test

duration of severe sour service tests.

� Explore the cracking behaviour samples re-submerged into the test solution after initial stan-

dard HIC test.
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� Development HIC severity region diagram, similar to NACE MR0175.

Naturally occurring hydrogen-induced cracking is often influenced by different environmental ef-

fects. To fully understand the effects of pH and testing time, as well as the steel chemistry, the

following aspects need to be considered as well:

� Effect of temperature.

� Effect of pH gradient.

� Effect of biofilms.

� Mono-directional diffusion through the steel.

� Effect of non-quiescent electrolyte.

� Corrosion resistance under abrasive and erosive conditions.

7.3 Hydrogen Measurements

For a more accurate measurement of the hydrogen build-up in steel, alternative methods are needed.

Potential methods for this endeavour are:

� Modified hydrogen permeation tests in NACE TM0284 test solution.

� Mercury displacement method.

� Glycerin displacement method.

� Induction melting.

However, all of the methods listed above have distinctive disadvantages. Ideally, a method for the

measurement of hydrogen should fulfill the following criteria:

� Low measuring error.

� Full-sized sample testing.

� Complete detection of both diffusible and non-diffusible hydrogen.

� Low health and environmental risks.

� Low cost in operation.

� Reproducibility of the results.
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Appendix A

Additional Literature Review

A.1 Acid and Base Reactions in NACE TM0284-2016 Solution

One of the most fundamental parameters in the field of electrochemistry is the pH. The pH scale is

a logarithmic scale, ranging from 0 to 14, to quantify the acidity or basicity of an aqueous solution,

where a pH level of 0 refers to a strong acid, 14 to a strong base and 7 to a neutral solution.

Generally, the pH level is a function of the concentration of hydrogen ions in solution [132]:

pH = −log10
(︁[︁
H+
]︁)︁

(A.1)

where
[︁
H+
]︁
is the concentration of hydrogen ions. As the hydrogen atom in its protium configu-

ration does not have any neutrons, the H+ ion is a proton. Protons in aqueous solution, having a

very high reactivity, attach themselves to water molecules to form hydronium ions. Therefore, the

pH level can be expressed as a function of the hydronium concentration in solution:

pH = −log10
(︁[︁
H3O

+
]︁)︁

(A.2)

where
[︁
H3O

+
]︁
refers to the concentration of hydronium ions in solution. Analogously, the pOH

can be described as a function of the concentration of hydroxide ions in solution [132]:

pOH = −log10
(︁[︁
OH−]︁)︁ (A.3)

where
[︁
OH−]︁ is the concentration of hydroxide ions. The pH and pOH of a solution follow the

following relation [132]

pH + pOH = 14 . (A.4)

For weak acids, the Henderson-Hasselbalch equation is commonly used to calculate the pH level

[133,134]:

pH = pKa + log10

(︄[︁
A−]︁
[HA]

)︄
(A.5)
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where
[︁
A−]︁ is the molar concentration of the acids conjugate base and [AH] is the molar concen-

tration of the undissociated acid. pKa is calculated as follows:

pKa = −log10 ([Ka]) = −log10

(︄[︁
H+
]︁ [︁
A−]︁

[HA]

)︄
(A.6)

where Ka is the acid dissociation coefficient,
[︁
H+
]︁
the hydrogen ion concentration in mole,

[︁
A−]︁

the concentration of the acids conjugate base in mole and [AH] the molar concentration of the

undissociated acid.

The substances involved in the NACE TM0284-2016 solution C have a neutral pH (deionized

water) and both acidic and basic pH levels. In the following sections, the dissociation of the

individual chemical substances will be shown below.

A.1.1 Acetic Acid

Acetic acid is a monoprotic carboxylic acid and dissociates as follows: [135–138]

CH3COOH( aq) −−→ CH3COO− ( aq) + H+ ( aq) (A.7)

A.1.2 Carbon Dioxide

Carbon dioxide in its gas state is not an acid. However, when in aqueous solution, carbon dioxide

and water will form carbonic acid [136,137,139]:

CO2 ( aq) + H2O( l) −−⇀↽−− H2CO3 ( aq) (A.8)

Carbonic acid is a weak, diprotic acid and dissociates according to the following two reactions:

H2CO3 ( aq) + H2O( l) −−⇀↽−− HCO−
3 ( aq) + H3O

+ ( aq) (A.9)

HCO−
3 ( aq) + H2O( l) −−⇀↽−− CO2−

3 ( aq) + H3O
+ ( aq) (A.10)

A.1.3 Deionized Water

Water is neither a base, nor an acid, but will reach an equilibrium state in which there is an equal

number of hydroxide and hydrogen ions [132]:

H2O( l) −−⇀↽−− H+ ( aq) + OH− ( aq) (A.11)

A.1.4 Hydrochloric Acid

Hydrochloric acid is a strong, monoprotic acid and dissociates according to the following reaction

[135–137]:

HCl ( aq) −−→ H+ ( aq) + Cl− ( aq) (A.12)
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A.1.5 Hydrogen Sulfide

In aqueous solution, hydrogen sulfide forms a weak, diprotic acid. The two dissociation reactions

are as follows [132,136,140]:

H2S ( aq) −−⇀↽−− HS− ( aq) + H+ ( aq)HS− ( aq) −−⇀↽−− S2− ( aq) + H− ( aq) (A.13)

According to May et al. [141], the sulfide ion cannot exist in aqueous solution. In a binary solution

with water, sulfide will act as a base and revert back to HS− and hydroxide:

S2− ( aq) + H2O( l) −−⇀↽−− HS− ( aq) + OH− ( aq) (A.14)

A.1.6 Sodium Acetate

Sodium acetate is a weak basic salt. In aqueous solution, it will form acetic acid and sodium

hydroxide [132]:

CH3COONa ( aq) + H2O( l) −−→ CH3COOH( aq) + NaOH ( aq) (A.15)

A.1.7 Sodium Chloride

Sodium Chloride is the salt created by the reaction of hydrochloric acid and sodium hydroxide. In

aqueous solution, it dissociates into sodium and chlorine ions [136,142–145]:

NaCl ( aq) −−⇀↽−− Na+ ( aq) + Cl− ( aq) (A.16)

A.1.8 Sodium Hydroxide

Sodium hydroxide is a strong, monoprotic base. The dissociation is as follows [132,135,146,147]:

NaOH ( aq) −−→ OH− ( aq) + Na+ ( aq) (A.17)

A.1.9 Dissociation Coefficients

Table A.1 shows the dissociation coefficients for the acids and bases involved in test solution C, as

well as the dissociation coefficient for water (Kw). Both hydrochloric acid and sodium hydroxide

are considered to be strong acids and bases, therefore the amount of dissociated H+ and OH– ions,

respectively, can be considered to be of the same concentration as the initial substance itself [132].

Sodium acetate forms sodium hydroxide and acetic acid when in aqueous solution. The Ka value

is calculated using the following equation:

Ka ·Kb = Kw (A.18)
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whereKa is the dissociation coefficient of the acid, Kb the dissociation coefficient of the base andKw

the dissociation coefficient of water. It should be noted, that even though Mortimer [140] indicates

the dissociation coefficient of HS– to be 1× 10−14, literature [141] suggests that the resulting S2–

ion does not exist in water.

Table A.1: Dissociation Coefficients for Acids and Bases in NACE TM0284-2016 Test Solution
C [140]

Substance Ka [-] Kb [-] Kw [-]

CH3COOH 1.8× 10−5 - -

H2CO3 4.2× 10−7 - -

HCO–
3 4.8× 10−11 - -

H2O - - 1× 10−14 [132]

HCl Strong - -

H2S 1.1× 10−7 - -

HS– 1× 10−14 - -

CH3COONa 5.56× 10−10 1.8× 10−5 -

NaOH - Strong -

A.2 pH Level Calculation of NACE TM0284-2016 Solution

As shown in Equation A.1, the pH value is a function of the concentration of hydrogen ions.

Assuming that every hydrogen ion will initially be attached to a water molecule, forming hydronium

(H3O
+), Equation A.6 can be modified to relate the dissociation coefficient to product/reactant

concentration ratio of each component:

Ka =

[︁
H+
]︁ [︁
A−]︁

[HA]
(A.19)

where H+ is the hydrogen ion concentration, A− is the conjugate base concentration and HA is

the initial concentration of the acid or base. It is to be expected that the concentration of H+

and A− is identical at all times. The summation of the final concentration of the reactant and the

concentration of the product, must be equal to the initial acid concentration. Therefore, Equation

A.19 can be modified using the variables x and y for the concentrations:

Ka =
[x] [x]

[y − x]
(A.20)
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where x is the product concentration and y is the initial concentration. Equation A.20 can then be

brought into quadratic form:

x2 + x×Ka − y ×Ka = 0 (A.21)

Solving and considering logical solutions will yield the following equation:

x =

√︄
Ka

(︃
y − Ka

4

)︃
− Ka

2
(A.22)

Replacing the variable x with
[︁
H+
]︁
i
and y with ci as well as Ka with Ka,i leads to the final equation:

[︁
H+
]︁
i
=

√︄
Ka,i

(︃
ci −

Ka,i

4

)︃
− Ka,i

2
(A.23)

which can be used to calculate the hydrogen ion concentration for each substance. For diprotic

acids, the final product concentration of the first dissociation can be used to describe the initial

reactant concentration of the second dissociation. Therefore, two calculations are needed to describe

the pH level.

The calculation of the total hydrogen ion concentration in the solution can then be used to

calculate the pH level:

pH = −log10

(︄
N∑︂
i=1

[︁
H+
]︁
i

)︄
(A.24)

where i indicates the contributing species.

A.3 Surface Reactions

As an effect of the submersion of a steel sample in an electrolytic solution, such as the NACE

TM0284-2016 solution C, reactions between the electrolyte and the metallic surface will occur.

Given that the steels used in this work are considered low alloyed steels, only iron (Fe) is considered

for these reactions. Furthermore, only simple reactions are assumed. The most critical reaction

is the creation of Ferrous Sulfide. Given that the electrolyte contains sodium chloride, as well as

hydrochloric acid, the formation of ferric chloride is likely to occur. Depending on the pH level,

iron will dissociate into electrons and its Fe2+ state:

Fe −−→ Fe2+ + 2 e− (A.25)

The reasons for this behaviour will be described in section 2.2.2.
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A.3.1 Formation of Ferrous Sulfide from Hydrogen Sulfide

Ferrous Sulfide (FeS) is a black, insoluble solid created during the reaction of iron and hydrogen

sulfide:

H2S ( aq) + Fe ( s) −−→ FeS ( s) + H2 ( g) (A.26)

In the presence of hydrochloric acid, iron sulfide will react to ferric chloride, allowing the reformation

of hydrogen sulfide into the electrolyte [148]:

FeS ( s) + 2HCl ( aq) −−→ FeCl2 ( s) + H2S ( aq)

A.3.2 Formation of Ferrous Chloride from Hydrochloric Acid

The presence of hydrochloric acid in the electrolyte can result in the formation of iron (II) chloride.

Iron (II) chloride in its anhydrous form is a white, or off-white, soluble and hygroscopic solid. When

dissolved in water, the solution will turn pale green. Continuous oxidation will change the colour

to a rust brown [149]. The chemical reaction is as follows:

Fe ( s) + 2HCl ( aq) −−→ FeCl2 ( s) + H2 ( g) (A.27)

Iron (II) chloride is commonly used for the synthesis of iron (III) chloride [150].

A.3.3 Formation of Ferric Chloride from Hydrochloric Acid

Ferric chloride, or iron(III) chloride is a highly soluble [151], green-black solid that can be formed

from iron under the presence of hydrochloric acid. Other than ferrous chloride, ferric chloride is

a molecule involving iron in its +3 oxidation state. The reaction, according to the stoichiometric

balance, is as follows:

2 Fe ( s) + 6HCl ( aq) −−→ 2FeCl3 ( s) + 3H2 ( g) (A.28)

A.3.4 Formation of Ferric Hydroxide from Ferric Chloride and Sodium Hydrox-

ide

Ferric hydroxide, or iron(III) oxide-hydroxide, is a dark orange solid formed by the reaction of

ferric chloride and sodium hydroxide. It is polymorphic and can occur as α, β, γ or δ iron(III)

oxide-hydroxide and is insoluble in water at neutral pH levels [152]. The chemical reaction is as

follows [152,153]:

FeCl3 ( s) + 3NaOH ( aq) −−→ Fe(OH)3 ( s) + 3NaCl ( aq) (A.29)
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A.4 Aquathermolysis

According to Muraza [154], the main components in heavy oils are resins, asphaltenes and their

associated derivatives. Resins are usually classified into phenolic and terpenoid resins and are based

on carbohydrate structures [155]. Asphaltenes are carbohydrates composed of carbon, hydrogen,

nitrogen, sulfur and oxygen [156].

When exposed to temperatures above 300°C, these molecules can decompose [157]. In the

presence of hot water and steam, decomposition can take place according to the following reaction

[157,158]:

RCH2CH2SCH3 + 2H2O −−⇀↽−− RCH3 +CO2 +H2 +H2S + CH4 (A.30)

It can be seen that during the decomposition reaction, carbon dioxide, hydrogen sulfide, molecular

hydrogen, methane, as well as residual carbohydrates are created. It should be noted, that the

decomposition of resins and asphaltenes is not restricted to the presence of water. It has been

shown that hydrocarbon components in heavy oils can decompose if the temperature is above

300°C [157]. Hydrogen sulfide will be produced, however, due to the absence of water, the reaction

will not be the same and different hydrocarbons will form.

A.5 Microbial Sulfate Reduction

Sulfate-reducing microorganisms are considered to be the oldest type of microbes [159]. These

microorganisms are believed to have formed 3.5 billion years ago and have, soon after life began

on earth, contributed to the sulfur cycle. In contrast to other microorganisms, sulfate-reducing

bacteria, such as Desulfovibrio vulgaris, depend on sulfates and elemental sulfur for the anaerobic

oxidization of organic substrates [160]. The anaerobic respiration of these microbes uses sulfates

(SO2–
4 ) as the terminal electron acceptor [161]. The reaction can be described as follows:

1. Activation of sulfate: Using the protein complex sulfate adenylytransferase (Sat), the

sulfate ion (Fig.A.1 (a)) is converted to Adenosine 5’Phosphosulfate (APS) (Fig.A.1 (b)).

This first step is essential for the electron acceptance.

2. Reduction of APS: The second step of the reaction uses the protein complex Adenosyl

phosphosulfate reductase (Apr) to reduce the Adenosine 5’Phosphosulfate (Fig.A.1 (b)) to a

sulfite ion (Fig.A.1 (c)). During this step, 2 electrons are accepted.

3. Reduction of Sulfite: The third, and final step is the reduction of sulfite (Fig.A.1 (c)) to

hydrogen sulfide (Fig.A.1 (d)). This is initiated by the protein complex dissimilatory sulfite

reductase. 6 electrons are transferred.
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According to Shen [162] and Amrani [163], this reaction usually occurs in shallow or uplifted deep

reservoirs. A commonly accepted temperature range for this reaction is T < 80°C.

(a) Molecular struc-
ture of a sulfate ion
(SO2–

4 ) [164]

(b) Molecular structure of
Adenosine 5’Phosphosul-
fate (APS) [165]

(c) Molecular structure of a
sulfite ion (SO2–

3 ) [166]
(d) Molecular struc-
ture of hydrogen sulfide
(H2S) [167]

Figure A.1: Molecules involved in dissimilatory sulfate reduction

A.6 Thermochemical Sulfate Reduction

According to Worden et al. [168], an increase in depth and temperature leads to favourable con-

ditions for thermochemical sulfate reduction. Pivotal for this process is the presence of naturally

occurring sulfates, such as CaSO4, initial concentration of hydrogen sulfide and aliphatic hydro-

carbon (Cx+1H2x+4). In a sour reservoir, a simplified overall reaction can occur in the following

manner [169]:

3/4xCaSO4 ( s) + Cx+1H2x+4 −−→ 3/4xH2S + 1/4xCO2 + 1/4xH2O+ 3/4xCaCO3 ( s) + CH4 (A.31)

According to Lu et al., a very important factor is the temperature [170]. The reaction is ther-

modynamically favourable at temperatures as low as 20°C. However, the reaction kinetics at this

temperature are extremely slow [171]. To study these phenomena, laboratory scale experiments are

conducted at temperatures of up to 600°C to compensate for the limiting reaction kinetics [170].

Furthermore, it has been shown that a decrease in pH level can lower the activation energy of the

reaction and therefore increase the kinetics [170,172–174].

A.7 Applications of Hydrogen Sulfide

Hydrogen sulfide is essential for many industrial areas. Examples are in agriculture, in form of

fertilizer and pesticides, chemical industries, in form of sulfuric acid, as well as the nuclear indus-

try, where hydrogen sulfide can be used to enrich heavy water. During the production processes,

the reaction vessels are exposed to hydrogen sulfide, usually at temperatures above room temper-

ature. In the following section, the Claus process and the Girdler sulfide process are presented to

demonstrate the importance of corrosion resistance due to hydrogen sulfide. Followed by this is a

description of mechanisms that lead to the natural formation of hydrogen sulfide.
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Claus Process

According to Marriott et al. [16], the oil and gas industry started reducing SO2 emissions as early as

the 1940s. By using the Claus process [175,176], SO2 can be converted to elemental sulfur through

H2S separation using the following reactions:

2 H2S + 3 O2
980−1540°C−−−−−−−→ SO2 + 2 H2O (A.32)

4 H2S + 2 SO2
200−315°C−−−−−−−→ 3 S2 + 4 H2O (A.33)

The production of elemental sulfur is of great significance for the production of sulfuric acid, which

is necessary for the production of large quantities of fertilizer [16].

Girdler Sulfide Process

The Girdler sulfide process is a chemical exchange process in which the hydrogen isotope deuterium

is concentrated. According to Rae [177], the process is based on two distillation columns operating

at different temperatures. One chamber, referred to as the cold tower, is maintained at 30°C,

the other chamber, referred to as the hot tower, is maintained at 130°C. Using a difference in

equilibrium constants between the two temperatures, the following reaction takes place:

H2O+HDS −−⇀↽−− HDO+H2S (A.34)

where D refers to the deuterium. In the low temperature column, deuterium enriched hydrogen

sulfide, from the high temperature column, and freshwater are inserted. Due to a lower equilibrium

constant, the deuterium is concentrated as heavy water. The high temperature column operates

in a reverted manner. Hydrogen sulfide is enriched in deuterium by exploiting the difference in

equilibrium constant.

Using this process, water can be enriched to contain 15%-20% heavy water (D2O) [178]. Higher

concentrations of D2O can be reached by different processes, such as distillation.
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Appendix B

HIC Test Parameters

B.1 Sample Indicators

Tables B.1 and B.2 list all tests done as part of this thesis. The indicator is composed of H2S

composition, pH level and the testing time. Samples of type X70-B show a higher composition

of sulfur, compared to sample X70-X. Furthermore, the Ca/S ratio of sample X70-X has a more

desirable value than that of sample X70-B. All samples analyzed using ultrasonic methods are

standard 100 mm samples.

Table B.1: Experimental plan for experiments (100% H2S)

Indicator Samples pH Time [days]

100% H2S

2.7 BX 1 100 X70-B + X70-X 2.7 1

2.7 BX 2 100#1 X70-B + X70-X 2.7 2

2.7 BX 2 100#2 X70-B + X70-X 2.7 2

2.7 X 4 100 X70-X 2.7 4

2.7 BX 8 100#1 X70-B + X70-X 2.7 8

2.7 BX 8 100#2 X70-B + X70-X 2.7 8

2.7 BX 16 100 X70-B + X70-X 2.7 16

5.5 BX 1 100 X70-B + X70-X 5.5 1

5.5 BX 2 100 X70-B + X70-X 5.5 2

5.5 BX 8 100 X70-B + X70-X 5.5 8

5.5 BX 16 100 X70-B + X70-X 5.5 16

5.5 BX 32 100 X70-B + X70-X 5.5 32

5.5 BX 64 100 X70-B + X70-X 5.5 64

6.5 X 16 100 X70-X 6.5 16
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Table B.2: Experimental plan for experiments (10% H2S)

Indicator Samples pH Time [days]

10% H2S

2.7 BX 1 10 N2 X70-B + X70-X 2.7 1

2.7 BX 8 10 CO2 X70-B + X70-X 2.7 8

2.7 BX 8 10 N2 X70-B + X70-X 2.7 8

2.7 BX 16 10 N2 X70-B + X70-X 2.7 16

4.5 X 16 10 X70-X 4.5 16

B.2 pH and Concentration Data

Tables B.3 and B.4 show the pre, H2S and final pH levels of the test solution, as well as the initial

and final saturation concentration of H2S in solution. The pre pH was measured before deaeration,

the H2S pH was determined after purging with H2S for 1h and the final pH was measured after

the test was done. For the initial saturation concentration of H2S in solution, liquid was extracted

from the test vessel after 1h of purging H2S into solution. The liquid was analyzed using iodometric

titration. Analogously, the final saturation concentration of H2S was measured after the test was

done.
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Table B.3: Saturation Concentrations of hydrogen sulfide in solution (100% H2S)

Indicator pre pH H2S pH final pH initial cH2S [ppm] final cH2S [ppm]

100% H2S

2.7 BX 1 100 2.71 2.75 3.64 2829 2658

2.7 BX 2 100#1 2.72 2.90 3.58 2590 2420

2.7 BX 2 100#2 2.71 2.87 3.68 2400 2350

2.7 X 4 100 2.72 2.87 3.65 2500 2469

2.7 BX 8 100#1 2.63 2.70 3.91 2760 2420

2.7 BX 8 100#2 2.72 2.88 3.69 2450 2400

2.7 BX 16 100 2.73 2.89 3.70 2400 2350

5.5 BX 1 100 5.52 5.17 5.28 2761 2692

5.5 BX 4 100 5.47 5.17 5.23 2560 2352

5.5 BX 8 100 5.52 5.18 5.19 2556 2488

5.5 BX 16 100 5.50 5.17 5.85 2560 2345

5.5 BX 32 100 5.50 5.18 5.34 2539 2450

5.5 BX 64 100 5.52 5.23 5.35 2440 2450

6.5 X 16 100 6.52 6.22 5.31 2430 2350

Table B.4: Saturation Concentrations of hydrogen sulfide in solution (10% H2S)

Indicator pre pH H2S pH final pH initial cH2S [ppm] final cH2S [ppm]

10% H2S

2.7 BX 1 10 N2 2.72 2.54 3.53 250 240

2.7 BX 8 10 CO2 2.70 2.79 3.69 240 235

2.7 BX 8 10 N2 2.75 2.58 3.67 250 230

2.7 BX 16 10 N2 2.73 2.56 3.68 250 230

4.5 X 16 10 4.51 4.45 5.08 240 230

B.3 Iodometric Titration

Iodometric titration is a method used to determine the H2S concentration in the test solution [6].

In a first step, the necessary testing equipment and reagents will be presented. Afterwards, the

testing procedure will be explained.
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B.3.1 Test Equipment and Reagents

For the iodometric titration volumetric pipettes, volumetric flasks, Erlenmeyer flasks, beakers,

burettes and syringes are needed. The following sizes are used [6]:

� 10 mL and 25 mL volumetric pipettes

� 50 mL and 100 mL volumetric flasks

� 250 mL conical (Erlenmeyer) flask

� 100 mL beaker

� 25 mL burette

� 50 mL syringe (graduated to 60 mL)

The chemicals needed for the iodometric titration are iodine solution, sodium thiosulfate, hydrochlo-

ric acid and starch solution. All chemicals are certified and of analytical grade. The following list

shows the concentrations of the required solutions [6]:

� Standard 0.1 N iodine solution (0.0995 - 0.1005 N, Certified, Analytical Grade)

� Standard 0.1 N sodium thiosulfate solution (0.0995 - 0.1005 N, Certified, Analytical Grade)

� Standard 0.01 N iodine solution (0.0095 - 0.0105 N, Certified, Analytical Grade)

� Standard 0.01 N sodium thiosulfate solution (0.0095 - 0.0105 N, Certified, Analytical Grade)

� Concentrated HCl (approx. 37 wt.% HCl, Analytical Grade)

� Starch solution (approx. 1 wt.%, Analytical Grade)

B.3.2 Procedure

For the iodometric titration, the volumes and molar ratios of iodine to sodium thiosulfate must

correspond to the values specified in Table B.5. In a first step, 25 mL of either 0.1 N or 0.01 N

iodine solution are transferred into conical cylinder using a pipette. The solution is then acidified

using a few drops of hydrochloric acid. If the syringe is chosen for testing, the conical cylinder must

be weighted and the result recorded.

Testing procedure using volumetric pipette: Initially, 25-50 mL of test solution is trans-

ferred into a clean beaker. The beaker is then rinsed with the test solution and discarded, to avoid

contamination. The volumetric flask is then used to transfer a sufficient amount of testing solu-

tion (Tbl. B.5) into the beaker. The test solution is then transferred into the the acidified iodine

solution. The volume of test solution must be recorded.
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Testing procedure using volumetric flask: Analogously to using the volumetric pipette, the

flask is initially filled with 25-50 mL of test solution, rinsed and emptied to avoid contamination.

Afterwards a sufficient amount of test solution (Tbl. B.5) is transferred into the flask and poured

into the acidified iodine solution. The volume added to the acidified iodine solution must be

recorded.

Testing procedure using volumetric syringe: The syringe is initially filled with 25-50 mL

of test solution and then rinsed to avoid contamination. Afterwards, a sufficient amount of test

solution (Tbl. B.5) is taken from the test vessel using the syringe and immediately transferred

into the acidified iodine solution. The conical flask is the re-weighted and the result recorded. It

is important to determine the exact volume of test solution transferred into the acidified iodine

solution.

Either 0.1 N or 0.01 N sodium thiosulfate solution is titrated into test solution until colour

changes from dark yellow or tan to pale yellow. After the desired colour of the test solution has

been achieved, a few drops of starch solution are added to the test solution. It is crucial for the test

method to add the starch to the solution when the colour starts to fade, i.e. when the iodine has

mostly been removed from the test solution. This is important as the starch solution will otherwise

form insoluble, blue iodine complexes which will prevent the iodine from reacting.

After the starch solution has been added to the test solution, sodium thiosulfate is slowly

titrated into the test solution until the solution changes its colour from dark blue to milky yellow.

The milky yellow colour comes from colloidal sulfur which created during the titration. It is crucial

to record the total volume of sodium thiosulfate used during titration. The amount of hydrogen

sulfide in the initial solution can then be calculated using the following equation:

cH2S =
(A− B)

C
× 17, 040 (B.1)

where A is the normality of the iodine solution, B the normality of the sodium thiosulfate solution

and C the volume of the test solution. The factor of 17040 originates from the following relation:

17040 =
34.08 g/mole H2S× 1000 mg/g

2 equivalents/mole H2S
(B.2)
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Table B.5: Parameters for the iodometric titration to determine the H2S concentration in the
NACE TM0284-2016 Test Solution [6]

pH2S [bar] xH2S [mole-%] cH2S [mg/L] Sample Vol. [mL] I/Na2S2O3 Conc. [N]

0.40− 1.00 40− 100 920− 2300 10 0.1

0.16− 0.40 16− 40 370− 920 25 0.1

0.08− 0.20 8.0− 20 185− 460 50 0.1

0.04− 0.10 4.0− 10 92− 230 100 0.1

0.016− 0.04 1.6− 4.0 37− 92 25 0.01

0.008− 0.02 0.8− 2.0 18− 46 50 0.01

< 0.01 < 1.0 < 23 100 0.01
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Appendix C

Ultrasonic Evaluation of Cracks

C.1 CAR Maps

C.1.1 pH 2.7 and 1 atm H2S
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Figure C.1: CAR map for steel X70-B for pH 2.7 and 1 atm H2S after 1 day.
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Figure C.2: CAR map for steel X70-B for pH 2.7 and 1 atm H2S after 2 days.
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Figure C.3: CAR map for steel X70-B for pH 2.7 and 1 atm H2S after 8 days.
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Figure C.4: CAR map for steel X70-B for pH 2.7 and 1 atm H2S after 16 days.
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Figure C.5: CAR map for steel X70-X for pH 2.7 and 1 atm H2S after 1 day.
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Figure C.6: CAR map for steel X70-X for pH 2.7 and 1 atm H2S after 2 days.
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Figure C.7: CAR map for steel X70-X for pH 2.7 and 1 atm H2S after 4 days.
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Figure C.8: CAR map for steel X70-X for pH 2.7 and 1 atm H2S after 8 days.
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Figure C.9: CAR map for steel X70-X for pH 2.7 and 1 atm H2S after 16 days.
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C.1.2 pH 2.7 and 0.1 atm H2S
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Figure C.10: CAR map for steel X70-B for pH 2.7, 1 atm H2S and 0.9 atm N2 after 8 days.
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Figure C.11: CAR map for steel X70-B for pH 2.7, 1 atm H2S and 0.9 atm CO2 after 8 days.
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Figure C.12: CAR map for steel X70-B for pH 2.7, 1 atm H2S and 0.9 atm N2 after 8 days.
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Figure C.13: CAR map for steel X70-B for pH 2.7, 1 atm H2S and 0.9 atm N2 after 16 days.
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Figure C.14: CAR map for steel X70-X for pH 2.7, 1 atm H2S and 0.9 atm N2 after 8 days.
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Figure C.15: CAR map for steel X70-X for pH 2.7, 1 atm H2S and 0.9 atm CO2 after 8 days.
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Figure C.16: CAR map for steel X70-X for pH 2.7, 1 atm H2S and 0.9 atm N2 after 8 days.
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Figure C.17: CAR map for steel X70-X for pH 2.7, 1 atm H2S and 0.9 atm N2 after 16 days.

C.1.3 pH 4.5 and 0.1 atm H2S
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Figure C.18: CAR map for steel X70-X for pH 4.5, 0.1 atm H2S and 0.9 atm CO2 after 16 days.

C.1.4 pH 5.5 and 1 atm H2S
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Figure C.19: CAR map for steel X70-B for pH 5.5 and 1 atm H2S after 1 day.
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Figure C.20: CAR map for steel X70-B for pH 5.5 and 1 atm H2S after 2 days.
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Figure C.21: CAR map for steel X70-B for pH 5.5 and 1 atm H2S after 8 days.
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Figure C.22: CAR map for steel X70-B for pH 5.5 and 1 atm H2S after 32 days.
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Figure C.23: CAR map for steel X70-B for pH 5.5 and 1 atm H2S after 64 days.

123



0 10 20 30 40 50 60 70 80 90 100
0

5

10

15

20

Figure C.24: CAR map for steel X70-X for pH 5.5 and 1 atm H2S after 1 day.
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Figure C.25: CAR map for steel X70-X for pH 5.5 and 1 atm H2S after 2 days.
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Figure C.26: CAR map for steel X70-X for pH 5.5 and 1 atm H2S after 8 days.
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Figure C.27: CAR map for steel X70-X for pH 5.5 and 1 atm H2S after 16 days.
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Figure C.28: CAR map for steel X70-X for pH 5.5 and 1 atm H2S after 32 days.
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Figure C.29: CAR map for steel X70-X for pH 5.5 and 1 atm H2S after 64 days.

C.1.5 pH 6.5 and 1 atm H2S
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Figure C.30: CAR map for steel X70-X for pH 6.5 and 1 atm H2S after 16 days.
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C.2 CBR Maps

C.2.1 pH 2.7 and 1 atm H2S
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Figure C.31: CBR map for steel X70-B for pH 2.7 and 1 atm H2S after 1 day.
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Figure C.32: CBR map for steel X70-B for pH 2.7 and 1 atm H2S after 2 days.
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Figure C.33: CBR map for steel X70-B for pH 2.7 and 1 atm H2S after 8 days.
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Figure C.34: CBR map for steel X70-B for pH 2.7 and 1 atm H2S after 16 days.
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Figure C.35: CBR map for steel X70-X for pH 2.7 and 1 atm H2S after 1 day.
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Figure C.36: CBR map for steel X70-X for pH 2.7 and 1 atm H2S after 2 days.
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Figure C.37: CBR map for steel X70-X for pH 2.7 and 1 atm H2S after 4 days.
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Figure C.38: CBR map for steel X70-X for pH 2.7 and 1 atm H2S after 8 days.
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Figure C.39: CBR map for steel X70-X for pH 2.7 and 1 atm H2S after 16 days.

C.2.2 pH 2.7 and 0.1 atm H2S
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Figure C.40: CBR map for steel X70-B for pH 2.7, 1 atm H2S and 0.9 atm N2 after 8 days.
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Figure C.41: CBR map for steel X70-B for pH 2.7, 1 atm H2S and 0.9 atm CO2 after 8 days.
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Figure C.42: CBR map for steel X70-B for pH 2.7, 1 atm H2S and 0.9 atm N2 after 8 days.
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Figure C.43: CBR map for steel X70-B for pH 2.7, 1 atm H2S and 0.9 atm N2 after 16 days.
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Figure C.44: CBR map for steel X70-X for pH 2.7, 1 atm H2S and 0.9 atm N2 after 8 days.
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Figure C.45: CBR map for steel X70-X for pH 2.7, 1 atm H2S and 0.9 atm CO2 after 8 days.
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Figure C.46: CBR map for steel X70-X for pH 2.7, 1 atm H2S and 0.9 atm N2 after 8 days.
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Figure C.47: CBR map for steel X70-X for pH 2.7, 1 atm H2S and 0.9 atm N2 after 16 days.
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C.2.3 pH 4.5 and 0.1 atm H2S
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Figure C.48: CBR map for steel X70-X for pH 4.5, 0.1 atm H2S and 0.9 atm CO2 after 16 days.

C.2.4 pH 5.5 and 1 atm H2S
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Figure C.49: CBR map for steel X70-B for pH 5.5 and 1 atm H2S after 1 day.

0 10 20 30 40 50 60 70 80 90 100
0

5

10

15

20

Figure C.50: CBR map for steel X70-B for pH 5.5 and 1 atm H2S after 2 days.
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Figure C.51: CBR map for steel X70-B for pH 5.5 and 1 atm H2S after 8 days.
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Figure C.52: CAR map for steel X70-B for pH 5.5 and 1 atm H2S after 32 days.
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Figure C.53: CBR map for steel X70-B for pH 5.5 and 1 atm H2S after 64 days.
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Figure C.54: CBR map for steel X70-X for pH 5.5 and 1 atm H2S after 1 day.
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Figure C.55: CBR map for steel X70-X for pH 5.5 and 1 atm H2S after 2 days.
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Figure C.56: CBR map for steel X70-X for pH 5.5 and 1 atm H2S after 8 days.
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Figure C.57: CBR map for steel X70-X for pH 5.5 and 1 atm H2S after 16 days.
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Figure C.58: CBR map for steel X70-X for pH 5.5 and 1 atm H2S after 32 days.
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Figure C.59: CBR map for steel X70-X for pH 5.5 and 1 atm H2S after 64 days.

C.2.5 pH 6.5 and 1 atm H2S
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Figure C.60: CBR map for steel X70-X for pH 6.5 and 1 atm H2S after 16 days.
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C.3 Histograms

C.3.1 pH 2.7 and 1 atm H2S

Figure C.61: Histogram for X70-B, tested for 1 days at a pH of 2.7 and 1 atm H2S.

Figure C.62: Histogram for X70-B, tested for 2 days at a pH of 2.7 and 1 atm H2S.
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Figure C.63: Histogram for X70-B, tested for 8 days at a pH of 2.7 and 1 atm H2S.

Figure C.64: Histogram for X70-B, tested for 16 days at a pH of 2.7 and 1 atm H2S.
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Figure C.65: Histogram for X70-X, tested for 1 days at a pH of 2.7 and 1 atm H2S.

Figure C.66: Histogram for X70-X, tested for 2 days at a pH of 2.7 and 1 atm H2S.
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Figure C.67: Histogram for X70-X, tested for 4 days at a pH of 2.7 and 1 atm H2S.

Figure C.68: Histogram for X70-X, tested for 8 days at a pH of 2.7 and 1 atm H2S.
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Figure C.69: Histogram for X70-X, tested for 16 days at a pH of 2.7 and 1 atm H2S.

C.3.2 pH 2.7 and 0.1 atm H2S

Figure C.70: Histogram for X70-B, tested for 1 days at a pH of 2.7 and 0.1 atm H2S and 0.9 N2.
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Figure C.71: Histogram for X70-B, tested for 8 days at a pH of 2.7 and 0.1 atm H2S and 0.9 CO2.

Figure C.72: Histogram for X70-B, tested for 8 days at a pH of 2.7 and 0.1 atm H2S and 0.9 atm
N2.
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Figure C.73: Histogram for X70-B, tested for 16 days at a pH of 2.7 and 0.1 atm H2S and 0.9 atm
CO2.

Figure C.74: Histogram for X70-X, tested for 8 days at a pH of 2.7 and 0.1 atm H2S and 0.9 N2.
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Figure C.75: Histogram for X70-X, tested for 8 days at a pH of 2.7 and 0.1 atm H2S and 0.9 CO2.

Figure C.76: Histogram for X70-X, tested for 8 days at a pH of 2.7 and 0.1 atm H2S and 0.9 atm
N2.
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Figure C.77: Histogram for X70-X, tested for 16 days at a pH of 2.7 and 0.1 atm H2S and 0.9 atm
CO2.

C.3.3 pH 4.5 and 0.1 atm H2S

Figure C.78: Histogram for X70-X, tested for 16 days at a pH of 4.5 and 0.1 atm H2S and 0.9 atm
CO2.
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C.3.4 pH 5.5 and 1 atm H2S

Figure C.79: Histogram for X70-B, tested for 1 days at a pH of 5.5 and 1 atm H2S.

Figure C.80: Histogram for X70-B, tested for 2 days at a pH of 5.5 and 1 atm H2S.
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Figure C.81: Histogram for X70-B, tested for 8 days at a pH of 5.5 and 1 atm H2S.

Figure C.82: Histogram for X70-B, tested for 32 days at a pH of 5.5 and 1 atm H2S.
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Figure C.83: Histogram for X70-B, tested for 64 days at a pH of 5.5 and 1 atm H2S.

Figure C.84: Histogram for X70-X, tested for 1 days at a pH of 5.5 and 1 atm H2S.
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Figure C.85: Histogram for X70-X, tested for 2 days at a pH of 5.5 and 1 atm H2S.

Figure C.86: Histogram for X70-X, tested for 8 days at a pH of 5.5 and 1 atm H2S.
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Figure C.87: Histogram for X70-X, tested for 16 days at a pH of 5.5 and 1 atm H2S.

Figure C.88: Histogram for X70-X, tested for 32 days at a pH of 5.5 and 1 atm H2S.
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Figure C.89: Histogram for X70-X, tested for 64 days at a pH of 5.5 and 1 atm H2S.

C.3.5 pH 6.5 and 1 atm H2S

Figure C.90: Histogram for X70-X, tested for 16 days at a pH of 6.5 and 1 atm H2S.
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C.4 Test Results 0.1 atm H2S

Figure C.91 shows the GCBR values obtained from the 0.1 atm H2S tests. No conclusions can be

drawn, due to unexpected and conflicting results. Originally, additional testing for two (2) and

sixteen (16) days was scheduled, however, the samples got lost during the shipping process. It is

possible that the one (1) and sixteen (16) day tests were mixed up. However, due to the limited

number of available results, the 0.1 atm H2S tests are not considered to be part of the analysis of

this work.
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Figure C.91: Crack to area ratios for tests carried out at a pH of 2.7 and 0.1 atm H2S.
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C.5 Matlab Code

1 c l c ; c l e a r ; c l o s e a l l ;

%% Manual Adjustment Sec t i on

3 sample = ’ 27 x8 100 ’ ; % name o f f o l d e r conta in ing rawu l t r a son i c data

th r e sho ld = 0 . 0 1 5 ; % lowest va lue f o r peak de t e c t i on in y d i r e c t i o n

5 cutOf fL imit = 3 . 2 ; % thre sho ld f o r d e t e c t i on o f crack

MinPeakDistance = 1 . 2 ; % minimum d i s t anc e between two peaks

7 % This s e c t i o n i s a l l ows f o r the manual c o r r e c t i o n o f detec ted cracks . The

% value as s i gned to the l o c a t i o n on the g r id should be e i t h e r 0 or 1 .

9 %Example f o r l o c a t i o n x : manualN(x ) = 0 ;

%% De f i n i t i o n o f g l oba l v a r i a b l e s and func t i on s

11 % Creat ion o f matr i ce s used to separa t e crack and backwal l data .

noCrackPeaks = double . empty ;

13 noCrackLocs = double . empty ;

CrackPeaks = double . empty ;

15 CrackLocs = double . empty ;

l o c sTo ta l = ze ro s (80 ,100 ,2 ) ;

17 peaksTotal = ze ro s (80 ,100 ,2 ) ;

indexTotal = ze ro s (80 , 1 , 2 ) ;

19 % Creat ion o f matr i ce s f o r the s to rage o f f i t t i n g parameters

coe f fA = double . empty ;

21 coef fACrack1 = ze ro s (1 , 80 ) ;

coe f fB = double . empty ;

23 coef fBCrack1 = ze ro s (1 , 80 ) ;

% De f i n i t i o n o f the f i t t i n g func t i on and s t a r t parameters .

25 f i tEqn1 = f i t t y p e ( ’ a*exp(−b*x ) ’ ) ;

s tartA = 1 ;

27 s tartB = 0 . 1 ;

%% Parameters f o r a n a l y s i s

29 nXA = 20 ; % number o f zones in x d i r e c t i o n

nYA = 4 ; % number o f zones in y d i r e c t i o n

31 ZA=ze ro s (nYA+1,nXA+1) ; % matrix f o r UT map

valueCount = 0 ; % valueCount i s used to count the number o f c racks

33 % detected . I f no crack i s detected , the co l ou r

% space o f the UT map i s i nve r t ed

35 %% Process UT data

n = 80 ; % l im i t f o r l oops . 80 equa l s the t o t a l number o f UT

37 % f i l e s .

% pre , pathname and names are used to read the u l t r a s o n i c data and s t o r e

39 % a l l data in the matrix ”data ” .

pre = ’ ’ ;

41 pathname = s t r c a t ( ’C:\ Ult ra son i cTes t i ng \ ’ , sample ) ;

names = {} ;
43 %% Read data f o r f a c e A

% This loop reads a l l u l t r a s o n i c f i l e s to the temporary va r i ab l e ”temp” and

45 % saves them in the matrix ”data ” .

f o r ka = 1 : n
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47 names = [ names ; s t r c a t ( [ pre , num2str ( ka , ’%02d ’ ) , ’ . tx t ’ ] ) ] ;

fu l lF i l eName = char ( f u l l f i l e ( pathname , names ( ka ) ) ) ;

49 temp = dlmread ( fu l lFi leName , ’ \ t ’ , 7 , 0 ) ;

data ( : , ka ) = temp ( : , 1 ) ;

51 end

% Every time the main loop i s run , the temporary v a r i a b l e s ”temp” , ”names”

53 % and ” fu l lF i l eName ” are c l e a r ed .

c l e a r temp names fu l lF i l eName

55

[ lengthTA , widthTA ] = s i z e ( data ) ; % lengthTA and widthTA rep r e s en t

57 % the dimensions o f the data matrix .

range = l i n s p a c e (0 ,100 , lengthTA ) ; % The range matrix i s used to p l o t

59 % the u l t r a s o n i c data .

%% Clear ing Sec t i on

61 c l e a r names pathname pre % Temporary v a r i a b l e s are c l e a r ed .

%% Peak de t e c t i on Face A

63 % Main loop f o r peak de t e c t i on . Peaks and l o c a t i o n are s to r ed in pksA and

% locsA .

65 f o r k = 1 : n

TempLocs = double . empty ;

67 TempPKS = double . empty ;

TempIndex = double . empty ;

69 TempIndexFull = double . empty ;

71 [ pksA , locsA ] = f indpeaks ( data ( : , k ) , range , ’MinPeakHeight ’ , thresho ld , . . .

’ MinPeakDistance ’ , MinPeakDistance ) ;

73 lengthP = length ( locsA ) ;

75 count = 1 ;

% This loop l im i t s the peaks to a range between 5 and 30 m i l l i s e c ond s

77 % to e l im i t i n a t e peaks generated by the i n t e r f a c e between the probe and

% the coup l ing o i l and to reduce the amount o f no i s e gained at g r e a t e r

79 % s i g n a l t imes .

f o r i = 1 : lengthP

81 i f ( ( locsA ( i ) > 5) && ( locsA ( i ) < 30) ) && ( locsA ( i )−locsA (1) > 1 . 5 )

l o c a t i o n ( count ) = locsA ( i ) ;

83 peaks ( count ) = pksA( i ) ;

count = count + 1 ;

85 end

end

87 lengthL = length ( l o c a t i o n ) ; % lengthL s t o r e s the number o f peaks .

% This loop c r e a t e s a new s e t o f r e l e van t peaks based on the prev ious

89 % f i l t e r loop and the amount o f peak l o c a t i o n s .

count = 1 ;

91 f o r j = 2 : lengthL

peakDist ( count ) = l o c a t i o n ( j )− l o c a t i o n ( j−1) ;

93 count = count + 1 ;

end
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95 averageDis t = mean( peakDist ) ; % Ca l cu l a t i on o f the average d i s t anc e

% between two peaks .

97 % This i f loop i s used to r e l a t e the peaks to the c rack ing behaviour .

% I f the average peak d i s t anc e i s sma l l e r than the t r e sho ld , the

99 % correspond ing s e t o f u l t r a s o n i c data i s marked as a crack . I f the

% crack i n t e n s i t y i s lower than the backwal l i n t en s i t y , a crack to

101 % backwal l r a t i o (CBR) i s c a l c u l a t ed .

i f manualN(k ) == −1

103 i f averageDist<cutOf fL imit

va lue (k ) = 1 ;

105 valueCount = valueCount + 1 ;

f o r j = 2 : l ength ( peakDist )

107 CrackPeaks = [ CrackPeaks , peaks ( j ) ] ;

CrackLocs = [ CrackLocs , l o c a t i o n ( j ) ] ;

109 end

f o r i = 1 : ( l ength ( l o c a t i o n )−1)

111 i f peaks ( i )<peaks ( i +1)

TempIndex = [ TempIndex , i ] ;

113 TempLocs = [ TempLocs , l o c a t i o n ( i ) ] ;

TempPKS = [TempPKS, peaks ( i ) ] ;

115 end

l o c sTo ta l (k , 1 : l ength (TempLocs ) ,2 ) = TempLocs ;

117 peaksTotal (k , 1 : l ength (TempPKS) ,2 ) = TempPKS;

TempIndexFull = [ TempIndexFull , i ] ;

119 end

l o c sTo ta l (k , 1 : l ength ( s e t d i f f ( TempIndexFull , TempIndex ) ) ,1 ) = l o c a t i o n (

s e t d i f f ( TempIndexFull , TempIndex ) ) ;

121 peaksTotal (k , 1 : l ength ( s e t d i f f ( TempIndexFull , TempIndex ) ) , 1 ) = peaks (

s e t d i f f ( TempIndexFull , TempIndex ) ) ;

indexTotal (k , 1 ) = length ( s e t d i f f ( TempIndexFull , TempIndex ) ) ;

123 indexTotal (k , 2 ) = length ( TempIndexFull ) ;

i f l ength ( peaksTotal (k , 1 : indexTotal (k , : , 1 ) , 1 ) )>1

125 funcTemp1 = f i t ( l o c sTo ta l (k , 1 : indexTotal (k , : , 1 ) , 1 ) ’ , peaksTotal (k , 1 :

indexTotal (k , : , 1 ) , 1 ) ’ , f i tEqn1 , ’ s t a r t p o i n t ’ , [ s tartA startB ] ) ;

i f funcTemp1 . a > 0

127 coef fACrack1 (k ) = funcTemp1 . a ;

coef fBCrack1 (k ) = funcTemp1 . b ;

129 end

i f peaksTotal (k , 2 , 2 )>0 && peaksTotal (k , 2 , 2 )<=(coef fACrack1 (k ) *exp(−
coef fBCrack1 (k ) * l o c sTo ta l (k , 2 , 2 ) ) )

131 value (k ) = peaksTotal (k , 2 , 2 ) /( coef fACrack1 (k ) *exp(−coef fBCrack1 (

k ) * l o c sTo ta l (k , 2 , 2 ) ) ) ;

e l s e

133 value (k ) = 1 ;

end

135 e l s e

va lue (k ) = 1 ;

137 end
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e l s e

139 value (k ) = 0 ;

funcTemp = f i t ( l o ca t i on ’ , peaks ’ , f i tEqn1 , ’ s t a r t p o i n t ’ , [ s tartA startB ] ) ;

141 i f funcTemp . a > 0

coe f fA = [ coef fA , funcTemp . a ] ;

143 coe f fB = [ coef fB , funcTemp . b ] ;

end

145 f o r j = 2 : l ength ( peakDist )

noCrackPeaks = [ noCrackPeaks , peaks ( j ) ] ;

147 noCrackLocs = [ noCrackLocs , l o c a t i o n ( j ) ] ;

end

149 end

e l s e

151 value (k ) = manualN(k ) ;

i f manualN(k ) == 1

153 valueCount = valueCount + 1 ;

end

155 end

% This s e c t i o n gene ra t e s the u l t r a s o n i c map , row by row .

157 i f (k<=20)

ZA(1 , k ) = value (k ) ;

159 e l s e i f (k>20 && k<=40)

ZA(2 , k−20) = value (k ) ;

161 e l s e i f (k>40 && k<=60)

ZA(3 , k−40) = value (k ) ;

163 e l s e i f (k>40 && k<=80)

ZA(4 , k−60) = value (k ) ;

165 end

% % This s e c t i o n p l o t s the u l t r a s o n i c data f o r each l o c a t i o n to a l low f o r

167 % % va l i d a t e the r e s u l t s . Using the s e c t i on , the u l t r a s o n i c crack

% % det e c t i on can be c a l i b r a t e d .

169 f i g u r e (k )

hold on

171 p lo t ( range , data ( : , k ) )

p l o t ( l o ca t i on , peaks , ’ o ’ , ’ MarkerFaceColor ’ , ’ r ’ , . . .

173 ’ MarkerEdgeColor ’ , ’ r ’ , ’ MarkerSize ’ , 8 )

hold o f f

175 x l ab e l ( ’ \ t e x t i t { t } [ $\mu$s ] ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ )

y l ab e l ( ’ \ t e x t i t {U} [V] ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ )

177 ax i s ( [ 0 30 −1 1 ] )

s e t ( gca , ’ f o n t s i z e ’ , 11)

179 box on

% % Al l v a r i a b l e s that are not used any f u r t h e r are c l e a r ed to f r e e up

181 % % memory .

c l e a r f law flawLocationRawA flawLocationA pksA locsA . . .

183 noisePeakA noiseLocat ionA trashPeakA trashLocat ionA lengthP . . .

peakMatrix noisePeakIndexA no i seF ina lPeaks l o c a t i o n . . .

185 peaks lengthL peakDist averageDis t savepath f i l ename TempLocs . . .
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TempPKS TempIndex TempIndexFull

187 end

%% Plot Data f o r CAR

189 % This s e c t i o n d e f i n e s the co l ou r space o f the u l t r a s o n i c maps . map1

% rep r e s en t s the crack to area r a t i o (CAR) and map2 r ep r e s en t s the crack to

191 % backwal l r a t i o (CBR)

i f valueCount > 0

193 map1 = [ 1 1 1

0 0 0 ] ;

195 map2 = 1−gray (32) ;

e l s e i f valueCount == 0

197 map1 = [ 0 0 0

1 1 1 ] ;

199 map2 = map1 ;

end

201 % The f i n a l u l t r a s o n i c map i s p l o t t ed .

f i g u r e ( ’ Po s i t i on ’ , [ 200 200 1100 230 ] )

203 xA=l i n s p a c e (0 ,100 ,nXA+1) ;

yA=l i n s p a c e (0 ,20 ,nYA+1) ;

205 [XA,YA] = meshgrid (xA,yA) ;

sA = pco lo r (XA,YA,ZA) ;

207 x l ab e l ( ’X [mm] ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ ) ;

y l ab e l ( ’Y [mm] ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ ) ;

209 z l a b e l ( ’Z [mm] ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ ) ;

sA . CData = c e i l (ZA) ;

211 colormap (map1)

ax i s ( [ 0 100 0 20 ] )

213 % This s e c t i o n saves the u l t r a s o n i c map as both . eps and . jpg f i l e . The

% f o l d e r ” f i l e s ” may need to be c rea ted manually .

215 savepath = s t r c a t ( ’C:\ Ult ra son i cTes t i ng \ ’ , sample , ’ \ f i l e s \ ’ ) ;

fi lenameEPS = s t r c a t ( savepath , ’CARmap ’ , sample , ’ . eps ’ ) ;

217 filenameJPG = s t r c a t ( savepath , ’CARmap ’ , sample , ’ . jpg ’ ) ;

saveas ( gcf , fi lenameEPS )

219 saveas ( gcf , filenameJPG )

%% Plot Data f o r CBR

221 % The Crack to Backwall Ratio map i s p l o t t ed

f i g u r e ( ’ Po s i t i on ’ , [ 200 200 1100 230 ] )

223 xA=l i n s p a c e (0 ,100 ,nXA+1) ;

yA=l i n s p a c e (0 ,20 ,nYA+1) ;

225 [XA,YA] = meshgrid (xA,yA) ;

sA = pco lo r (XA,YA,ZA) ;

227 x l ab e l ( ’X [mm] ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ ) ;

y l ab e l ( ’Y [mm] ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ ) ;

229 z l a b e l ( ’Z [mm] ’ , ’ I n t e r p r e t e r ’ , ’ Latex ’ ) ;

sA . CData = ZA;

231 colormap (map2)

ax i s ( [ 0 100 0 20 ] )

233 %% Save f i n a l map
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% This s e c t i o n saves the u l t r a s o n i c map as both . eps and . jpg f i l e . The

235 % f o l d e r ” f i l e s ” may need to be c rea ted manually .

savepath = s t r c a t ( ’C:\ Ult ra son i cTes t i ng \ ’ , sample , ’ \ f i l e s \ ’ ) ;

237 fi lenameEPS = s t r c a t ( savepath , ’CBRmap ’ , sample , ’ . eps ’ ) ;

filenameJPG = s t r c a t ( savepath , ’CBRmap ’ , sample , ’ . jpg ’ ) ;

239 saveas ( gcf , fi lenameEPS )

saveas ( gcf , filenameJPG )

241 % The crack to area r a t i o (CAR) i s d i sp layed .

CAR = sum(sum( c e i l (ZA) ) ) /80

243 % A cor r e c t ed crack to area r a t i o i s c a l c u l a t ed and d i sp layed .

CARcorr = sum( value ) /n

245 CBR = value ;

edges = l i n s p a c e (0 , 1 , 21 ) ;

247 x = l i n s p a c e (0 ,30 ,1000) ;

% f o r j = 1 :80

249 % f i g u r e (100+ j )

% hold on

251 % i f indexTotal ( j , 1 , 1 ) =̃0

% p lo t ( l o c sTo ta l ( j , 1 : indexTotal ( j , 1 , 1 ) , 1 ) , peaksTotal ( j , 1 : indexTotal ( j , 1 , 1 )

, 1 ) , ’ kx ’ , ’ MarkerSize ’ , 8 )

253 % i f peaksTotal ( j , 2 , 2 )>0

% p lo t ( l o c sTo ta l ( j , 2 , 2 ) , peaksTotal ( j , 2 , 2 ) , ’ ro ’ , ’ MarkerSize ’ , 8 )

255 % end

% p lo t (x , coef fACrack1 ( j ) *exp(−coef fBCrack1 ( j ) *x ) , ’ k : ’ , ’ MarkerSize ’ , 8 )

257 % end

% hold o f f

259 % x labe l ( ’\ t e x t i t { t } [ $\mu$s ] ’ , ’ I n t e rp r e t e r ’ , ’ Latex ’ )

% y l ab e l ( ’\ t e x t i t {U} [V] ’ , ’ I n t e rp r e t e r ’ , ’ Latex ’ )

261 % ax i s ( [ 0 30 0 1 ] )

% s e t ( gca , ’ f o n t s i z e ’ , 11)

263 % box on

% end

265 %% Plot o f crack to backwal l r a t i o histrogram

CBR bins = d i s c r e t i z e (CBR, [ 0 0 .01 0 .1 0 .2 0 . 3 0 .4 0 .5 0 . 6 0 .7 0 .8 0 .9 0 .99 1 ] , . . .

267 ’ c a t e g o r i c a l ’ ,{ ’ 0 .00 ’ , ’ 0.01−0.10 ’ , ’ 0.11−0.20 ’ , ’ 0.21−0.30 ’ , ’ 0.31−0.40 ’ , . . .

’ 0.41−0.50 ’ , ’ 0.51−0.60 ’ , ’ 0.61−0.70 ’ , ’ 0.71−0.80 ’ , ’ 0.81−0.90 ’ , ’ 0.91−0.99 ’ , ’ 1 .00 ’ })
;

269 % minCBR = min(CBR) ;

% maxCBR = max(CBR) ;

271 % meanCBR = mean(CBR) ;

% sigmaCBR = std (CBR) ;

273 % dim1 = [ 0 . 3 3 0 .6 0 .3 0 . 3 ] ;

% i f min (CBR)==0

275 % str min = ’ 0 . 0 0 ’ ;

% e l s e

277 % str min = num2str (minCBR, 2 ) ;

% end

279 % i f max(CBR)==1
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% str max = ’ 1 . 0 0 ’ ;

281 % e l s e i f max(CBR)==0

% str max = ’ 0 . 0 0 ’ ;

283 % e l s e

% str max = num2str (maxCBR, 2 ) ;

285 % end

% i f mean(CBR)==1

287 % str mean = ’ 1 . 0 0 ’ ;

% e l s e i f mean(CBR)==0

289 % str mean = ’ 0 . 0 0 ’ ;

% e l s e

291 % str mean = num2str (meanCBR, 2 ) ;

% end

293 % i f std (CBR)==1

% s t r s t d = ’ 1 . 0 0 ’ ;

295 % e l s e i f mean(CBR)==0

% s t r s t d = ’ 0 . 0 0 ’ ;

297 % e l s e

% s t r s t d = num2str (sigmaCBR , 2 ) ;

299 % end

% s t r 1 = { ’\ t ex tb f { S t a t i s t i c s } ’} ;
301 % st r 2 = { s t r c a t ( ’ min$ :̃$ ’ , s tr min , ’̃̃ ̃̃ ̃̃ ’ , ’ max$ :̃$ ’ , str max ) } ;

% s t r 3 = { s t r c a t ( ’mean$ :̃$ ’ , str mean , ’̃̃̃̃ ’ , ’ $\ sigma$ ’ , ’ :̃ ’ , s t r s t d ) } ;
303 % s t r = char ( char ( s t r 1 ) , char ( s t r 2 ) , char ( s t r 3 ) ) ;

f i g u r e (9999)

305 hold on

histogram (CBR bins , ’ FaceColor ’ , [ 0 0 0 ] , ’ EdgeColor ’ , [ 0 0 0 ] , ’BarWidth ’ , 0 . 5 )

307 % annotat ion ( ’ textbox ’ , dim1 , ’ Str ing ’ , s t r , ’ FitBoxToText ’ , ’ on ’ , ’ f o n t s i z e ’ , 1 2 , ’

i n t e r p r e t e r ’ , ’ l a tex ’ ) ;

hold o f f

309 x l ab e l ( ’CBR’ , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ )

y l ab e l ( ’ Total ’ , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ )

311 box on

s e t ( gca , ’ FontSize ’ , 11)

C.6 Error Quantification in Ultrasonic Crack Evaluation

Based on the principles presented in the literature review, it is possible to quantify the theoretical

error of the ultrasonic method. As the ultrasonic probe requires sufficiently small angles to maintain

the longitudinal wave and to establish contact with the sample, the probe is always aligned as

vertical as possible with the aim of maintaining a 0° angle. In the following sections, the maximum

offset angle between sample and probe and the resulting errors in horizontal and vertical direction,

as well as the reliability of the ultrasonic peaks is determined.
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C.6.1 Maximum Offset Angle

For the calculation of the maximum offset angle the following assumtions were made:

1. Any angle change between the ultrasonic probe and the coupling fluid are neglected as a

contact angle of 0° can be assumed.

2. The resulting refraction angle is chosen relative to 90° to the sample surface.

3. The back of the sample acts as a perfect reflector.

4. Refraction does not sum up over time. It is assumed that the reflected signal exits the probe

at the same angle as it originally did.

The values used for the calculations and their symbols can be found in Table C.1. Based on the

assumptions, one can see that any horizontal derivation of greater than half the diameter of the

probe will reflect off the back wall and miss the sensor and thus causes a lack of signal. The

derivation of the location of the horizontal intersection with the back wall depends on both the

initial offset angle and the resulting offset angle. Reforming Equation 2.2 to θ2 leads to:

θs = arcsin

(︃
vs
vc

sin (θc)

)︃
(C.1)

where θc is the angle between probe and sample, θs the refracted angle of the ultrasonic wave within

the sample, vc is the speed of sound in the coupling fluid and vs is the speed of sound in the sample.

The resulting angle, θr, would therefore be

θr = θc + arcsin

(︃
vs
vc

sin (θc)

)︃
(C.2)

Using trigonometric relations, the derivation in horizontal direction, ∆x can be determined as

followed:

tan (θr) =
dt
∆x

(C.3)

Realignment of this equations leads to:

∆x =
dt

tan (θr)
(C.4)

Considering that a wave with derivation greater than 0.5dp would not be detected on its way back

to the probe, the following condition must be fulfilled for the maximum combined offset angle:

θr ≤ arctan

(︃
dp
2dt

)︃
≤ 14.04° (C.5)
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To determine the angle for θc, a graphical solution is chosen as θr depends on both θc and its arcsin,

and is therefore non-linear. Rearranging Equation C.2 leads to:

θr − θc = arcsin

(︃
vs
vc

sin (θc)

)︃
(C.6)

The angle θc can now be determined by plotting both the right hand side and the left hand side of

Equation C.6. The intersection of these two functions represents the angle θc. Figure C.92 shows

the plots of the two function. It can be seen that the intersection is at an angle of about 2.83°.

Using Equation C.1, the angle for θs can now be calculated to 11.20°. Combining θc and θs leads

to a resulting angle θr of 14.03°.
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Figure C.92: Intersection of functions from Equation C.6

Table C.1: Parameters for error calculation

Indicator Description Value Unit Ref.

dp Diameter of the ultrasonic probe 5× 10−3 m -

dt Thickness of the sample 10× 10−3 m -

f Operating frequency of the ultrasonic probe 107 s−1 -

vc Speed of sound in the coupling fluid ∼ 1500 m s−1 [179]

vs Speed of sound in the sample ∼ 5900 m s−1 [71, 180]
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C.6.2 Derivation in Horizontal Direction

The derivation in horizontal direction can be calculated from simple trigonometric relations. This

is shown in Equation C.4. It can be assumed that the detection zone has the same geometric

dimensions as the probe itself. Therefore, the effective used sensor ratio can be expressed as a

function of the derivation ∆x and the probe diameter dp:

ξp = 1− 2∆x

dp
(C.7)

Considering a maximum resulting offset angle θr of 14.00°, ∆x can be calculated to 2.49 mm. The

marginal reduction in maximum offset angle was chosen to allow a minimal detection of the signal

at the surface of the probe. Using this value for ∆x, the effective used area of the probe can be

calculated as follows:

Ap = π

(︃
ξpdp
2

)︃2

(C.8)

where Ap is the used area of the probe. While the full area of the probe is about 19.6 mm2, the

effective area for an offset of 14.00° is only 3.14×10−4 mm2. Assuming that no prior attenuation of

the signal has occurred, and under the assumption that the change in sensor area can be correlated

to the overall signal strength, the ratio of power can be expressed as follows [181]:

Np = 10× log10
P

P0
dB (C.9)

In this equation, Np is the power ratio, P is the actual power and P0 is the initial power. By

relating the actual and initial area of the probe using this equation, the resulting attenuation of

the signal can be calculated to about -48 dB. An attenuation of -48 dB is by no means a useful

signal, as the intensity would be below the noise level. Considering that a normal signal is bound

to attenuation due to energy conversion into heat within the material, a more useful approach for

the definition of the offset angle is by defining the energy ratio to be -6 dB for the first two peaks,

as this equates to ratio of 0.251, or about 1/4 of the intial power. Using this approach, the new

resulting area can be calculated to 4.927 mm2. This results in a sensor ratio ξ of 0.5 and a ∆x

of 1.25 mm. The angles θc and θs can be calculated to 1.45° and 5.70°, respectively. Therefore,

the overall offset angle is 7.15°. Considering that the thickness of sample can vary, the following

equation can be used to quantify the error in x direction:

∆x = ±dt tan (7.15°) (C.10)

It is assumed that the resulting angle remains constant and that dt is constant for the entire sample.

However, in case of cracking, dt represents the distance to the crack rather than the total thickness

of the sample. As can be seen in this equation, the error get smaller by reducing the thickness of
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the sample.

C.6.3 Derivation in Vertical Direction

Similar to the derivation in horizontal direction, the derivation in vertical direction is affected by

the offset angle. From trigonometric relations, the following correlation can be obtained:

cos (θr) =
dt
d̄t

(C.11)

In this equation, θr is the offset angle, dt is the thickness of the sample or the distance to the crack,

and d̄t is the distance to the interface at an angle. Using the known correlation for the resulting offset

angle (C.2), it is possible to calculate the difference in length, ∆y, using the following equation:

∆y = dt

⎡⎣ 1

cos
(︂
θc + arcsin

(︂
vs
vc

sin (θc)
)︂)︂ − 1

⎤⎦ (C.12)

This difference can then be used to calculate the ratio between the thickness of the sample and the

distance to the interface at the angle θr, ξt, using the following equation:

ξt = 1 +
∆y

dt
(C.13)

For the maximum offset angle of 7.15°, the difference in length is 2.43 mm, which is equivalent to

a ratio of 1.243 or and increase of 24.3% in length.

C.6.4 Reliability of Ultrasonic Peaks

To determine the reliability of the detected peaks, the Fraunhofer distance to the far field needs to

be calculated. This can be done using Equation 2.6:

df =
2d2pf

v

where df is the Fraunhofer distance, dp is the diameter of the ultrasonic probe, f the frequency

and v the speed of sound in the medium. Using the values from Table C.1, the distance can be

calculated to about 84.75 mm. It is assumed that wave will enter the far zone after the sum of

distance passed is equal or greater than the Fraunhofer distance. As each peak is a result of a

movement of the distance of 2d̄p, the number of reliable peaks can be calculated by division of the

Fraunhofer distance and the amount of distance between two peaks. The following equation was

established for this purpose:

n = ⌊
d2pf cos

(︂
θc + arcsin

(︂
vs
vc

sin (θc)
)︂)︂

ξtvsdt
⌋ (C.14)
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In this equation, n is the number of reliable peaks, dp is the probe diameter, f the frequency, ξt the

ratio of lengths, θc the initial offset angle, vs the speed of sound in the sample, vc the speed of sound

in the coupling and dt the distance to the interface. As indicated by the rounding brackets, the

final result is rounded down to include only full cycles. Assuming dt is equivalent to the thickness

of the sample, 3 peaks are unaffected by bending due to the influence of the far zone for a -6 dB

range. All peaks after the first three peaks may be affected by an angle α at the -6 dB boundary.

The angle alpha can be calculated using Equation 2.3:

α = sin−1

(︃
0.514vs
dpf

)︃
(C.15)

where α is the bending angle, 0.514 a constant for the -6 dB boundary, vs the speed of sound in the

sample, dp the diameter of the ultrasonic probe and f the frequency. Using the values from Table

C.1, the angle can be calculated to about 3.48°. This angle is applied in a conical shape from the

center of the beam. Therefore, the diameter of the beam is increased and as a consequence, the

energy density decreases.

C.6.5 Beam Diversion

Using a generalized Fraunhofer equation, the angle α can be calculated for different attenutation

ranges:

α = sin−1

(︃
K

v

Df

)︃
(C.16)

In this equation, α is the half-angle of the beam diversion, K is a constant representing the beam

spread range based on the attenuation, v is the speed of sound in steel (5900 m/s), D is the

diameter of the probe (5 mm) and f is the operating frequency of the probe (10 MHz). By applying

K = 1.220 for the absolute diversion, and K = 0.514 for a -6dB diversion, the distance at which

the beam diversion reached the same width as half the diameter of the probe can be calculated.

The results can be seen in Table C.2. When assuming the full diversion of the probe the beam

spread surpasses the width of the probe after about 17 mm. However, for practical reasons, a -6dB

is generally assumed. Using this assumption, the beam needs to travel over a distance of 41 mm

until its spread is wider than the diameter of the probe. As the average sample thickness is about

10 mm, the first 2 backwall peaks detected by the probe are not affected by the beam diversion.

As the CBR is calculated by relating a crack peak between the first two backwall data peaks using

an exponential fitting function, the beam diversion has no effect on the results.

Table C.2: Calculation of diversion angles and distances

K [-] αrad [-] αdeg [°] Diversion y [mm]

1.220 0.144 8.277 17.185

0.514 0.060 3.477 41.142
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Appendix D

Metallographical Analysis

D.1 Copper Scratch Mark

The scratch mark can be seen in figure D.1. Figure D.2 shows EDX maps for the element copper

for the selection shown in Figure D.1. As can be seen, copper is detected at the scratch location

and no where else. These scans were conducted to explain any unusual concentration of copper at

the crack sides.
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Figure D.1: Section on sample X70-X showing scratch marks from screwdriver as a result of breaking
the sample open along the crack. The sample was tested at a pH of 2.7, 1 atm H2S and a testing
period of 8 days.
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Figure D.2: EDX map for copper showing the mark left by the screwdriver.
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Appendix E

Hydrogen Concentration

Measurements

E.1 Hydrogen Build-up in Steel

Results obtained using the LECO D603 analyzer indicate a low reliability. The data obtained is

characterized by a wide fluctuation and a large error is obtained during the calibration process.

Another obstacle is the selection of a relevant sample size. The manual of the analyzer indicates a

sample weight of about 5 grams, while a full HIC sample weighs in at around 150 grams. Although,

the analysis of weight dependency of the analyzer has shown almost no derivation with respect

to the amount of hydrogen measured, the size of a full HIC sample is problematic for the hot

extraction, as the temperature gradient within the steel sample is much more present than in a

5 gram sample. Therefore obtaining the hydrogen content as a function of temperature would

be prone to measuring error. A direct comparison between the results obtained in this work and

the results obtained in the work of Angus [130], show an overall lower concentration of detected

hydrogen.

Cutting the HIC bar in individual slices might result in the release of hydrogen during the

cutting process. Heat induced during the cutting process, as well as the possibility of hitting a

hydrogen reservoir drastically reduces the accuracy of results obtained from HIC slices.

In order to analyze the hydrogen content in HIC samples, alternative methods are needed. A

selection of potential methods and its advantages and disadvantages are described in the following

sections. In a first section, both the glycerin and mercury displacement methods are presented.

Followed by this is a description of the hot extraction method coupled with an analysis using

gas chromatography. Lastly, a modified hydrogen permeation test is described that allows for the

continuous measurement of hydrogen during the HIC test.
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E.1.1 Hydrogen Concentration Measurement using Mercury or Glycerin Dis-

placement Method

The mercury displacement method is based on the submersion of steel sample in mercury in an

isolated environment. Commonly, this test is carried out in an evaporated Y-tube. Over time

diffusible hydrogen is released from the steel and collected on top of the mercury surface. As the

Y-tube was previously evaporated, the addition of hydrogen will change the pressure balance and

displace the mercury. The difference in mercury level can then be correlated to the amount of

hydrogen released. The volume of hydrogen can be calculated using the following equation:

V =
273× (p− h)πr2C

760× (273 + T )× 1000
(E.1)

In this equation, p represents the atmospheric pressure, expressed in mmHg, h is the difference in

height of mercury in mm, r is the radius of the capillary tubes of the Y-tube in mm, C is the length

of the gas column above the mercury in mm and T is the ambient temperature in Celsius. The

number 760 refers to the atmospheric pressure, 101.325 Pa, expressed in mmHg, 760 mmHg. More

information can be found in ISO 3690:2012 [121].

By increasing the temperature of the mercury, the extraction of non-diffusible hydrogen is

possible and the testing time is reduced. However, one very obvious disadvantage of this method

is the use of mercury. The danger of mercury poisoning has resulted in abandoning the use of

mercury wherever possible. The absorption of mercury commonly happens in its gas phase and

will be increased at high temperatures. Therefore, this method has to be treated very carefully and

should only be used as a last resort.

A much safer alternative is the Japanese glycerin displacement method. While the experimental

setup and theory behind this method are virtually identical, the main difference is the use of glycerin

instead of mercury. Results obtained using this method can be converted for compatibility using

the following equation [124]:

VGl = 0.79× VHg − 1.73 (E.2)

In this equation, VGl represents the hydrogen volume obtained using the glycerin method and VHg

represents the hydrogen volume calculated from the mercury method. Disadvantages of the method

are the absorption of hydrogen and other gases by the glycerin, as well as temperature limitations.

Although this method is inherently safer, it also produces a systematic error and has been shown

to show lab to lab variations [121].

E.1.2 Hydrogen Concentration Measurement using Hot Extraction and Gas

Chromatography

Table 2.3 in Section 2.5.2 has shown that the release of hydrogen is dependent on its location

within the steel matrix. While hydrogen located at interstitial lattice sites is released virtually

immediately at room temperature, hydrogen trapped at irreversible trapping sites is only released
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at significantly higher temperatures. By using the method of hot extraction, a complete extraction

of hydrogen from a steel sample is possible in a timely manner. Usually, hot extraction is done

using inert or unreactive carrier gases, such as helium or nitrogen. As a result of this, the different

gases need to be separated in order to measure the concentration. The separation and analysis of

composition can be done using gas chromatography. In this method, different gases are separated

in a column using their different physical and chemical properties. This separation occurs due

to different particle velocities of the individual gases. The analysis of composition is done using

either thermal conductivity or flame ionization detectors. While thermal conductivity detectors are

universally applicable, flame ionization detectors are unable to detect water and are more effective

for the use of hydrocarbons.

A comparison between this method and the operating principle of the LECO D603 shows almost

no differences. However, in order for this method to work successfully, the analysis chamber needs to

be optimized for full-sized HIC samples. For the analysis of HIC samples, it would be of interest to

generate temperature dependent hydrogen concentration curves. This can be achieved by applying

a controlled temperature profile to the steel sample and analyzing the overall amount of hydrogen

released in each temperature zone. This information would be valuable for the characterization

of trap sites. Lastly, the hydrogen analyzer used in this work showed a fluctuation in results. In

order to increase the reliability of this method, the detector needs to be properly maintained and

calibrated.

E.1.3 In-situ Hydrogen Concentration Measurement using Modified Hydrogen

Permeation Test

In order to determine the kinetics of a sour service HIC test, it would be of interest to measure the

hydrogen build-up within the steel over time. One potential test method for this is hydrogen per-

meation. Rather than measuring the concentration of hydrogen, this test measures the permeation

of hydrogen through the steel sample.

In their work, Lu et al. [182], used a modified Devanathan-Stachurski (DS) double cell to measure

the permeation of hydrogen through X52 pipeline steel under wet H2S conditions. A general DS

cell consists of two compartments, one hydrogen generation cell and one hydrogen oxidizing cell.

A thin steel sample is located in between the two cells and acts as a membrane. At the detection

cell, the steel is passivated using sodium hydroxide. The hydrogen oxidizing or generation cell is

filled with deionized and deaerated water. Hydrogen is generated by applying an electric potential

from the steel membrane to the detection electrode. The resulting current density is measured and

recorded. In case of in-situ hydrogen concentration measurement under sour service conditions, Lu

et al. continuously bubbled H2S into the distilled water.

By modifying the method for a standard NACE test, it would be possible to measure the

hydrogen flow through the steel as a function of time. This can be achieved by measuring the

electric potential generated by the reaction between the acids and the steel. Assuming the effective

diffusion of hydrogen through the steel sample remains the same, it would be possible to draw
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conclusions about the hydrogen build-up over time from these measurements.

One disadvantage of this method is the sample thickness. In order to assume one dimensional

diffusion, the thickness of the sample needs to be significantly thinner than its other dimensions.

By applying a safety factor of 10, the dimensions for a 1 cm thick steel plate would need to be

10× 10 cm2.
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Appendix F

Steel Compositions

Table F.1: Steel chemistries and heat indicators for steels X70-X and X70-B, provided by EVRAZ
NA Regina

Component X70-X X70-B

[wt.%] Heat X Heat B1 Heat B2

C 0.061 0.05 0.04

S 0.001 0.0057 0.0057

Ca/S 2.5 0.386 0.439

N 0.0066 0.0068 0.0062

Mn 1.59 1.62 1.59

Si 0.22 0.23 0.27

Cu 0.28 0.27 0.36

Ni+Cr+V 0.404 0.344 0.354

Cb 0.091 0.089 0.088

Mo 0.055 0.054 0.055

Sn 0.012 0.01 0.011

Al 0.034 0.028 0.036

SAl 0.033 0.027 0.036

Ca 0.0025 0.0022 0.0025

Ti 0.015 0.015 0.018

Ce 0.001 0.0021 0.0016

Sb 0.002 0.003 0.004

170


	Introduction
	Literature Review
	Hydrogen-Induced Cracking
	Historical Overview
	General Concept of Hydrogen-Induced Cracking
	Natural Occurrences of Hydrogen Sulfide

	HIC Testing
	NACE Standard TM0284-2016
	Electrochemical Stability of Iron Sulfides
	Microbiologically Influenced Corrosion

	Ultrasonic Crack Testing
	Ultrasonic Crack Evaluation of Hydrogen-Induced Cracking
	Wave Types
	Interfaces
	Flaw Detection

	Microstructural Effects on Hydrogen-Induced Cracking
	Effect of Inclusions and Microstructure on Hydrogen-Induced Cracking
	Limits to Aluminum and Silicon Content in Steel Deoxidation
	Shape Control of Sulfides and Desulfurization
	Alloying Elements Affecting the Resistance to Hydrogen-Induced Cracking

	Hydrogen Uptake
	Hydrogen Evolution Reaction
	Measurement of Hydrogen Concentration

	Summary
	Hydrogen-Induced Cracking
	HIC Testing
	Ultrasonic Crack Testing
	Microstructural Effects on Hydrogen-Induced Cracking
	Hydrogen Uptake
	Research Contribution


	Materials and Experimental Methods
	Steels and Sample Preparation
	Hydrogen-Induced Cracking
	Test Procedure of NACE TM0284

	Metallographic Analysis
	Ultrasonic Testing
	Test Setup
	Test Procedure and Evaluation of Cracks in HIC Samples
	Detection of Cracks in Ultrasonic Data

	Hydrogen Concentration Measurement
	Principle of Operation
	Calibration of Analyzer
	Measurement of Residual Hydrogen Content in HIC Samples


	Results
	Validation of Ultrasonic Data
	Ultrasonic Crack Evaluation of Samples
	Severe Sour Service HIC Tests (pH 2.7)
	Intermediate Sour Service HIC Tests (pH 5.5)

	Inclusions in Steel Samples
	Hydrogen Concentration Measurements
	Summary
	Hydrogen-Induced Cracking
	Manganese Sulfide Inclusions
	Hydrogen Concentration Measurements


	Discussion
	Ultrasonic Testing of Hydrogen-Induced Cracks
	Detection and Location of HIC cracks
	Quantification of Cracking using Crack to Area Ratio (CAR)
	Severity, Initiation and Directional Propagation of Cracking using Crack to Backwall Signal Ratio (CBR)

	X70 Resistance to HIC
	Use of CBR under Severe Sour Service Conditions
	Use of CBR under Intermediate Sour Service Conditions
	Effect of Steel Chemistry

	Variation of Test Parameters
	Effect of pH Level on HIC
	Effect of Testing Time on HIC

	Inclusions in Steel Samples
	Hydrogen Concentration Measurements

	Conclusions
	Ultrasonic Quantification of Cracking
	HIC Testing of X70 Steels
	Hydrogen Concentration Measurements

	Future Work
	Ultrasonic Quantification of Cracking
	HIC Testing
	Hydrogen Measurements

	Additional Literature Review
	Acid and Base Reactions in NACE TM0284-2016 Solution
	Acetic Acid
	Carbon Dioxide
	Deionized Water
	Hydrochloric Acid
	Hydrogen Sulfide
	Sodium Acetate
	Sodium Chloride
	Sodium Hydroxide
	Dissociation Coefficients

	pH Level Calculation of NACE TM0284-2016 Solution
	Surface Reactions
	Formation of Ferrous Sulfide from Hydrogen Sulfide
	Formation of Ferrous Chloride from Hydrochloric Acid
	Formation of Ferric Chloride from Hydrochloric Acid
	Formation of Ferric Hydroxide from Ferric Chloride and Sodium Hydroxide

	Aquathermolysis
	Microbial Sulfate Reduction
	Thermochemical Sulfate Reduction
	Applications of Hydrogen Sulfide

	HIC Test Parameters
	Sample Indicators
	pH and Concentration Data
	Iodometric Titration
	Test Equipment and Reagents
	Procedure


	Ultrasonic Evaluation of Cracks
	CAR Maps
	pH 2.7 and 1 atm H2S
	pH 2.7 and 0.1 atm H2S
	pH 4.5 and 0.1 atm H2S
	pH 5.5 and 1 atm H2S
	pH 6.5 and 1 atm H2S

	CBR Maps
	pH 2.7 and 1 atm H2S
	pH 2.7 and 0.1 atm H2S
	pH 4.5 and 0.1 atm H2S
	pH 5.5 and 1 atm H2S
	pH 6.5 and 1 atm H2S

	Histograms
	pH 2.7 and 1 atm H2S
	pH 2.7 and 0.1 atm H2S
	pH 4.5 and 0.1 atm H2S
	pH 5.5 and 1 atm H2S
	pH 6.5 and 1 atm H2S

	Test Results 0.1 atm H2S
	Matlab Code
	Error Quantification in Ultrasonic Crack Evaluation
	Maximum Offset Angle
	Derivation in Horizontal Direction
	Derivation in Vertical Direction
	Reliability of Ultrasonic Peaks
	Beam Diversion


	Metallographical Analysis
	Copper Scratch Mark

	Hydrogen Concentration Measurements
	Hydrogen Build-up in Steel
	Hydrogen Concentration Measurement using Mercury or Glycerin Displacement Method
	Hydrogen Concentration Measurement using Hot Extraction and Gas Chromatography
	In-situ Hydrogen Concentration Measurement using Modified Hydrogen Permeation Test


	Steel Compositions

