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ABSTRACT
Yield curves for “0Ca(d,a) reactions have been
measured in the range 4.50 to 5.50 MeV. 40ca(d,p) yield
curves were obtained from 4.88 to 5,50 MeV; both sets of
data were taken in 20 keV energy steps. The yield curves
were analyzed for Ericson fluctuations, giving , the

average width of a level in the compound nucleus 42

Sc at
-15 MeV excitation. T was found to be r<23 keV.

Angular distributions for several “Oca(d,p) “lca
reactions have been measured in the range 4.50 to 5.50 MeV
in 2 keV steps. These data were averaged over energy
intervals of > 10 r, > 20 T and :'RO r. The resulting
energy averaged angular distributions were then compared
Wwith either DWBA or statistical model cross section pre-
dictions. It was found that the two smaller averaging in-
tervals are inadequate. Even an averaging interval of
> 40 I is only partially successful in removing energy

dependent cross section fluctuations, permitting comparison

with theory and the extraction of spectroscopic factors.
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CHAPTER 1
INTRODUCTION
In the past decade, QOCa + d reactions have been in-
vestigated by several groups (e.g. Beb5, Mi65). These investi-
gations have produced a great deal of nuc.ear dataj; in fact
our fairly complete knowledge of most o: the exit channels for

40 . . . .
Ca + c reactions means that a reliable estimate can be madce

of the compound nuclear contribution to various exit channels
using the theory of Hauser and Feshbact (Ha$8), (This theory
is also known as H-F theory or the statistical model theory.)
In other words, we can test H-F theory by comparing its pre-
dictions with measured compound nuclear cross sections. Since
E-F theory only predicts energy averaged Cross sections,
angular distributions of protons from QOCa(d,p) reactions were
obtained in 2keV energy steps from 4.5 MeV to 5.5 MeV bombar-
ding energy. Then the measured cross sections were energy
averaged before comparison with H-F predictions.

H-F theory also predicts the average lifetime of
compound nuclear states. As explained in Chapter 2, this
quantity can be measured by considering the fluctuations in
a yield curve; thus we have a further check on the theory.

At the bombarding energies involved in this experi-
ment, two different reaction mechanisms are involved: compound
nuclear reactions and direct reactions. These will both Le
Jiscussed in detail in the theory chapter. As merntiorne¢ alove,
compound nuciear reaction Jata wil. be comparec tc¢ -l rtreury,
data trom direct reactions can be compared 1o the predic® ions

of the distorted wave born approximation (IWBA) theory. Lee



et al (Le64) have in fact used the l‘OCa(d,p) reactions as a
test of the DWBA. They found that the predictions of the DWBA
for the angular distributions were very good, except for poor
fits at back angles. It was felt that pernaps a comparison of
energy averagec data with DCWBA wouic be more appropriate, at
least at low bombarding energies.

in the experiment reported in this thesis, the

following measurements were made:

(1) “Oca(d,d) 40ca, Angular distributions of the

elastic scattering of deuterons were measured.
Energy averaged distributions were extracted from
data taken at 2 KeV intervals from 4.5 MeV to 5.5
MeV. These data were used in the calculation of
optical model parameters for use in DWBA and H-F

calculations.

(2) l‘OCa(d,p) blea, Energy averaged angular

distributions were obtained as in (1), and compared
with DWBA and H-F predictions. Also, yield curves
were obtained for fluctuation analysis.

(3) l‘OCagd.G) 38KA Angular distributions were

obtained at several bombarding energies. TYield

curves were obtained for fluctuation analysis.



CHAPTER 2
THEORY
2.1 Optical Model

In both Hauser-Feshbach and DWBA calculations, we
neec tc rnow “he potentials that influence the interacting
particles. These potentials are usuali.y obtained from the
optical mocel of the nucleus. In this model we assume that
nuclear scattering is analogous to the scattering of light
from a translucent sphere.

Wwhen a wide beam of light is incident upon a trans-
lucent sphere, the following occur:

(1) part of the beam is reflected;

(2) part of the beam is absorbed and re-emitted

with a phase change (refraction);

(3) part of the beam is absorbed and re-emitted

with a changed frequency;

(v) part of the beam misses the sphere.

The nucleus is thought of as a sphere of nuclear
matter, transmitting, reflecting, refracting and absorbing
the incident nuclear waves. Using this model we can under-
stand many phenomena observed in nuclear reactions. For
example, interference between the incident and refracted
neutron waves explains the complicated broad maxima and
minima observed in the total neutron cross section between
.1 MeV and a few MeV. The shift cf these curves with in-
creasing A corresponds to diffraction by successively .arger

spheres.



The optical model of the nucleus is then a com=-
plete analog to physical optics. The nucleus can be replaced
by a region of fixed refractive index (an attractive poten-
tial well) and a given opacity (an imaginary potential well).

The usual version of the optical potential includes
a term to account for the spin-orbit interaction. This is
necessary to fit polarization data. Also, at the energies
used in this investigation, the Pauli principle inhibits
collisions, particularly in the dense nuclear interior.
Therefore, most absorption takes place near the nuclear
surface, and our imaginary potential well must give this
effect. The optical potential used has the form

U(r) = Vo(r) - Vofws(r,rg,al) + “iaiwa% fws(ryrajsai)
h 2 d
’ —— Y L .......O.......l. L ]
[m'c ] Vso;a;fus(r,roa) 1.3 2.1

where (1) r is the relative separation of the inter-
acting nuclei;
(2) Vo(r) is the coulomb potential of a sphere

of radius R = VocA 1/3, namely

zez r2

Vc(l") s T' (3 - R—CT) P<Rc
Z 2

Velr) = -%- r>R,

(3) fws is the Wood-Saxon form factor

1
1 + expl(r-roal/3y/al

fws =

(ro and a are radius and diffuseness
parameters, respectively)



(4) V is the strength of the refractive part

of the potential.

(5) W is the strength of the imaginary part of

the potential. W accounts for absorption of

particles from the incident beam, i.e. attenuation

of the beam. liote that W is multiplied by the

derivative of the Wood-Saxon form factor; this

gives the desired peaking of W at the nuclear

surface.

(6) Vso is the strength of a spin-orbit inter-

action of the Thomas type, which is also peaked

at the surface.

(7) M_ is the pion mass.

The shapes of V, W and Vso, as well as the real
part of the radial wavefunction for =0 incident deuteron

are shown in fig. 2.1. This is taken from Bo69.



Figure 2.1 Typical shapes of feal, imaginary and

spin-orbit potentials, labelled V, W and Vso respectively.
The curve labelled "incident deuteron" shows the real part
of the radial wavefunction for an t = 0 deuteron incident

on the shown potentials.
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2.2 DWBA

As mentioned in the introduction, at the bombarding
energies used in this experiment two types of reactions are
significant--direct reactions and compound nuclear reactions.
Ir this section we will consider direct reactions.

In a direct reaction, the transition from the in-
cident channel (initial state) to the reaction channel (final
state) is considered to take place in one step without an
intermediate step. The reaction typically takes place in
about 10-22 gec., the time it would take the incident deuteron
to pass the diameter of the target nucleus. A special case
of the direct reaction is the stripping reaction. 1In a
stripping reaction, the target nucleus captures part of the
incident particle, but not all of it. The remainder of the
particle leaves the vicinity of the target without causing
further major effects, Thus a direct (d,p) reaction is a
stripping reaction.

Consider a stripping reaction A(a,b)B, where

A is the target nucleus

a is a deuteron

b is a neutron or proton

B is the residual nucleus.

The calculation of the transition amplitude between
the initial state (A,a) and the final state (b,B) is performec
to the first order only in the interaction potential Le'ween
the incident particle and the target nucleus. Ther, using

perturbation theory, we obtain the following expressicr for



the transition amplitude:
T = <¢f|V‘|Yi> S R
where ¢¢ is the asymptotic wavefunction of (b,B)
¥; is the initial total wavefunction of the system
V- is the perturbing potential.
(Recall that the cross section is proportional to 1T12)
The calculation of T can be greatly simplified by
assuming Y¥; is the product of an incident plane wave and the

internal wavefunctions of A and a. This is known as the Born

Approximation. Of course, this approximation ignores the
distortion of the incident plane wave by the repulsive
coulomb force, and the nuclear interaction. If we calculate
T using the more appropriate distorted waves, we are making

the Distorted Wave Born Approximation or DWBA, These distorted

waves are simply the wavefunctions found from solving the
Schrodinger equation
72y (0) ¢ 25 [E = urIele) = 0 eeniiiennn2.3
where u is the reduced mass, U(r) is the optical
potential, described in the last section.
Since U(r) is obtained from the analysis of elastic scattering
measurements, and since the interaction potential V° in equa-
tion 2.2 is treated as a perturbation, we are implicitly
making the assumption that in our reaction elastic scattering
predominates, and the other channels make only small con-
tributions.
Now, for a stripping reaction of the type A(<d,p)B,
the total Hamiltonian of the system can be writteR as’ "

He = TdA ¢ Tpn ¢ Vpn ¢ VpA ¢ VnA



= TnA + TpB + Vpn + VnA + VPA ceseecncosoalolt
where TdA is the operator for the relative kinetic
energy of the deuteron-target system
VpA is the potential energy of the proton-
target system, etc.
The Hamiltonian for the final state, He¢, can be
written
Hg = TnA + TpB ¢ VRA + TPB .evrevevcananss2ad
where UpB is the optical model potential determined from the
elastic scattering of protons on B. From equations 2.4 and
2.5 we see
V- = Hy = Hg = vpn ¢ VpA - VpB,
where V° is the perturbing potential in 2.1l.
We now make the assumption that
VpA = VpB
and we have
v’z Vpn tesesesssssasseseseleb
(This derivation for V-follows that of Ené66).
Substituting 2.6 into 2.2,

T

<oglVpnlyj>

flxp*(')(kp,rp)<B|Vpn|A>xd")(ka,rd)drpdrd
where x4 and Xp are the incoming deuteron and outgoing proton
distorted waves, respectively, |A> contains the deuteron
internal wavefunction and the target nucleus wavefunction,
<B| contains the residual nucleus wavefunction. We car
simplify the integration by assuming that E e A¢n, Then when
we calculate the overlap of the internal wavefunctions <f A

and B, only the wavefunction of the captured partic.e rerains.
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Thus nearly all the physics of the interaction is in the

form factor

OannOd
Here ¢, is the wavefunction of the neutron bound to the
target nucleus A, and ¢d is the internal wavefunction of the
deuteron.

A further approximation is now made: the range of
Vpn is set to zero, so the product vpn°d can be replaced by a
delta function multiplied by a constant. This implies that
the proton appears exactly where the deuteron disappears.
This is unsatisfactory because the deuteron is a large,
diffuse particle. However, we can simulate the effect of
the finite size of the deuteron by multiplying the zero range
form factor by a constant correction factor (Bubu), (Pebu).,
This approach is known as the local energy approximation,
and the correction factor is called the finite range
correction,

liuclear forces are thought to be non local--that
is the particle interacts with the potential over all space,
not only at the center of its wave packet, Thus we should
replace v(r) U(r) in the Schrodinger equation (2.3) by
fe(r)ulr,r“)d’r. However, to facilitate the calculation
we simply multiply the wavefunctions of the iocal approxima-
tion by a constant depending on the real well cepth anc tre
range of the nonlocality (H:65).

Thus, in our direct interaction calcu.aticns we
have mace the following assumptions:

(1) That the Distorted Wave Eorrn Approximacicrn
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is valid for our experiment;

(2) That V = Vpn (see equation 2.6);

(3) That the internal wavefunction of the residual

nucleus is the wavefunction of a neutron bound to

the target nucleus. The target nucleus is treated
as an inert core,

() That the local energy approximation is valid;

(5) lion-local effects can be approximated by mul-

tiplying our local wavefunctions by a constant.

All of these assumptions are thought to be reason-
able, and in fact are the standard assumptions made for the
analysis of stripping reactions.

It is seen in assumption (3) that we are coupling
the stripped neutron to an inert 40ca core. The probability
that for a given state the configuration of the nucleus 1is
that of a single nucleon orbiting about an inert core is the

spectroscopic factor for that state, Therefore our calcu-

lated cross sections correspond to a spectroscopic factor of

1. We can measure the spectroscopic factor S of a state Ly

finding the ratio

oz (do/df) experimental
(do/dn) DWBA

The shape of an angular distribution calculated
using the UWBA is strongly dependent on t, the numbler of
units of orbital angular momentum exchanged lLetween the ire-
cident particle and the target nucleus., Thus a COmMparisun

of experimental and theoretical angular distributions can
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give us t., Furthermore, if the target nucleus has spin and
parity 0%, once t is determined we know

Lt 1/2

Jg

e (-1)¢

where J¢ is the spin of the final state, and r¢

is its parity.
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2.3 Compound Nuclear Model

As mentioned before, we are concerned with two
types of reactions: direct reactions and compound nuclear
reactions. Direct reactions were discussed in section 2.2;
this section deals with compound nuclear reactions. In this
type of reaction, the incident particle is completely absorbed
by the target nucleus, sharing its energy with some or all of
the target nucleons. Eventually, enough of this energy will
be acquired by one nucleon or group of nucleons to allow it
to escape the system. The time interval between absorption
of the incident particle and emission of the outgoing particle
is relatively large--typically 10-18 seconds when a neutron
is absorbed. This means that a fairly long-lived entity has

been formed; we call it the compound nucleus.

Reasonable predictions for compound nuclear cross
sections can be made by making the following arguments (see
Vo69 and references therein).

We consider the reaction
a + CN +a”
where a labels the target nucleus, the incident particle,
and their state of excitation. (o is called the

entrance channel.)

CN represents the compound nucleus.
a’ labels the residual nucleus, the outgoing par-
ticle, and their state of excitation. 8° is one

of the exit channels.,

We assume that
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(1) The cross section can be factored into a
part representing cross section for formation of the
compound nucleus in the entrance channel, and a part
representing the probability that the compound nucleus
will decay into the appropriate exit channel,
(2) Total angular momentum and parity are
conserved.
(3) The optical model can be used to calculate
the compound nucleus formation cross sections.
(4) The following reciprocity relation can be
used:
kgl0gq1 = kzloalo
where Ky is the wave number for the relative
motion of the pair a
O4q! 18 the cross section for the reaction a=a!
0,1, is the cross section for the reaction al!=wa
(5) The random phase approximation can be made.
Essentially this means that the compound nuclear states
are so complicated that the matrix elements connecting
a group of them to any other given state are random
complex numbers. The matrix elements vary rapidly
with energy, both the real and imaginary parts assuming
positive and negative values with a mean value of zero.
Now, interference between different partial waves is
manifested in the theoretical cross section by terms
involving the product of different matrix elements,

Therefore, if we perform an energy average these inter-
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ference terms will cancel because of the statistical
fluctuations of the matrix elements about zero. This
cancellation of interference gives the characteristic
symmetry of the compound nuclear cross section about
90°, as if we were dealing with isolated resonances
of definite parity in the compound nucleus.

Because of assumption (5), the model described

above is called the statistical model. The model is also

called the Hauser-Feshbach model, after the authors who

first added conservation of total angular momentum and
parity to the theory (Hab52).
With the above assumptions, we obtain the follow-

ing expressions for compound nuclear cross sections:

t T ,(a%)
7. .= I 2J + 1 r Te(a), s7t” t- }
aa” * T g0 (ZIeD(21+D) st anfngnTenla™ ™ 5

where Fac, is the energy averaged total cross section
I and i are the intrinsic spins of the pair of

particles a

s is the channel spin:
s =1 +1
t is the orbital angular momentum of the pair
J is the total angular momentum:
J=1+s
n is the total parity (the product of (=)t

with the intrinsic parities of the pair a)
T,(a) is the transmission function for tre pair

a, given by the optical model phase shift ‘at:
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T,(a) = 1 - |e2ifet|2

The sum over unprimed quantities is a sum over
entrance channels, and the primed quantities are summed over
exit channels. The double primed quantities are summed
over all possible decay channels.

For differential crcss secticns

de_ . < 1 1l

- L L -~
. i ) Tk Jn TTIFD(2Ee D) (L, Ty}
Tl‘(q')

S"E"G" gnia

X {

oy } Z(1JeJ3SLIZ(L°Je"J;3S°L)

X (_)S‘S‘ PL (COS e) ...oooocooooooo.loo-ooo0002-8

where the Z's are angular momentum coupling
coefficients defined by Biedenham, Blatt ¢ Rose (BiS52).

In both 2.7 and 2.8 we have sums over all possible
exit channels in the denomirators. In this investigation,
decays leaving the residual nuclei in highly excited states
were permitted (e.g. 11 MeV for “ICa). Since there is little
spectroscopic information available for such exit channels,
we are forced to replace the sum Cver discrete channels by
an integration, which requires an estimate of the density
of levels as a function of energy. This will be discussed
in detail in section 4.5.

tote that for 2.7 or 2.8 to apply, we mucst energy
average our data over a large enough energy interval for
the random phase approximation to hold. ¢ trnis is not done,
we cannot expect either symmetry of our ccrpcurd nuc.ear
cross sections about 90°, or quantitative agreerert Letween

measured and predicted cross sections.
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2.4 Interference

From quantum mechanics we recall that
(1) The probability of an event in an experiment
is given by the absolute value of a complex number

¢ which is called the probability amplitude:

P = probability
¢ = probability amplitude
P= lef?

(2) When an event can occur in several alternative

ways, the probability amplitude for the event is

the sum of the probability amplitudes for each way

considered separately. There is interference:
=6, + 9,

let § be the phase difference between ¢,and ¢,

P=lo) + ¢,02
¢ Jo112 ¢ le212 + 2]01]]e2]| cos &
Pzpl ’Pz’? Plpz cos § ooooonooonoo?og

Thus the overall probability is the probability

that the event occurs by mechanism 1 plus the probability

that the event occurs by mechanism 2, plus a term indicating

interference betweenr the two mechanisms. (This treatment is

from reference Fe65).

In this experiment, we are measuring cross sections

of states that can be formed either by direct or compound

nuclear reactions. In this context equation 2.9 can be

written:

°T s °CN . °D * 2 °CN°D cos ¢
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where op is the total cross section

ocy is the compound nuclear cross section
op is the direct cross section.

In the most general case, then, part of the total
cross section comes from the interference between the direct
and compound nuclear mechanisms. Hcwever, if we obtain
energy éveraged cross sections so that the random phase
approximation is valid, the phase differences between tne
direct and C!l amplitudes will be random numbers, fluctuating
rapidly with energy about a mean of zero. Thus, the inter-

ference terms cancel and we are left with

5r = 3¢N * %D
where o is an energy averaged cross section.
It should be noted that it is still debatable
as to whether or not interference between direct and CN
amplitudes has ever been observed. Many investigators
simply assume that direct and compound nuclear reactions are
incoherent, i.e. that interference is negligible. This
assumption probably introduces a much smaller error than

the errors inherent in DWBA and Hauser-Feshbach calculations.
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2.5 Lricson Fluctuations.

As explained in section 2.3, if we measure a
cross-section as a function of energy, we will observe
fluctuations above and below the mean cross-section unless
the rancom phase approximation ho.ds. Suci. a yleid curve
is made up of cverlapping compound nuc.ear resonances
which may interfere constructively or deszructively, giving
rise to the fluctuations.

Ericson noted that these fluctuations could be ex-
ploited to give information about compound nuclear properties
(ER63). If the overlapping resonances have an average width
ry a particular resonance will influence the yield curve over
an energy range of approximately . lNow compare the cross-
section at two energies, E and E + ¢:

(1) if e<<r, then at both energies the same

resonances contribute to the cross-section, and

the two cross-sections will be quite similar;

(2) if e>>r, different resonances predominate

at the two energies, and the cross-sections will be

uncorrelated.

Thus, by measuring the correlation of the cross=
sections as a function of ¢, we can estimate I, The correla-

tion is measured using the autocorrelation function:
Cle) = <[o ~-0){o(E+c)-0]>

where < ,.. > i8 an energy average
E is the energy

o is the average cross section.
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Once I has been measured, we can obtain the average

compound nuclear lifetime using the uncertainty principle:
re = h

where 1 is the average CN lifetime.

1 can be predicted by a nauser-Feshbach calculation
and compared to the measured value.

Often a fluctuation analysis is done on a state
that has a significant direct reaction cross section. Thus,
the fluctuations due to CN reactions are superimposed on a
direct reaction cross-section. Ericson derived a form of

the autocorrelation function for such a situation:

C(e) = 1 (1-42) r2
N D ¢€“sT

where N is the fluctuation damping coefficient (see
below)
ap is the ratio of direct to total cross-
section.

Since we are using an unpolarized beam, contribu-
tions from different spin projections are incoherent. If
there are N equivalent inchoherent contributions, the fluce-
tuations in the yield curve will be reduced by 1/ M. Near
90°, an approximate value for N is

N = % [(2I+1)(2i+1)(2I'+1)(2il+1))

where i is the spin of the incident particle
1 is the spin of the target nucleus
il is the spin of the outgoing particle

I! is the spin of the residual nucleus.
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Unfortunately, the finite range of data errors (see below)
made it impossible to extract meaningful values for o from
this experiment, To obtain oy the yield curves could have
been taken over a much larger energy range; time limitations
made this unfeasible,

The main error in a fluctuation analysis comes
from the finite energy span of experimental yield curves.
In other words, if more CN resonances enter into our ex-
perimental yield curve (i.e. if we extend the measurement
over a larger energy range) we can determine I more
accurately. Expressions estimating the errors introduced

by the finite range of data have been derived (Pab$5).



CHAPTER 3
EXPERIMENTAL

3.1 Scattering chamber, detectors and associated equipment.

The incident deuteron beam for this experiment
was produced by the lniversity of Alberta CHN type Van de
Graaff .accelerator. The measurements were taken in a 16"
scattering chamber designed by Dr. G. Roy. Five silicon
surface barrier detectors were used, simultaneously collect-
ing data at different angles. Circular collimators were
placed in front of each detector. They subtended a solid
angle of about 2 x 10-4 steradians. The relative solid
angles of the collimators were measured by placing each de-
tector at a given angle in turn and observing protons
elastically scattered from gold. To decrease noise and im-
prove resolution in the detectors, they were cooled with an
ethanol-dry ice mixture. For the angular distributions, four
movable detectors were mounted 10° apart at a distance of 8"
from t..e center of the chamber. A fifth detector held sta-
tionary at 90° was used as a monitor. For the yield curves.
five stationary detectors were mounted 8" from the center.
The voltage pulses from each detector were processed Ly a
pre-amplifier, an amplifier and an analog to digital con-
verter (ADC) in turn. That is, there were five independent
systems, consisting of detector--pre-amp--amp--ALC. tac.
ACC was connected to a clocck for dead time measurements.
The output of the five ADC's was stcre? in the data acqui=-
sition ¢omputer (a hcneywell ©1l€). At The end of a Tuh,

the data were transferred %tc the <ata analysis computer

(an SUS 920) for writing tire data on magrnetic tagpe, SLTI L TR
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peaks, plotting spectra etc. (See fig. 3.1). As soon as
the data were transferred to the 920, the 516 was free and
a new run was begun. This saved many hours of mazhine time,
since data collection, storage and analysis could be carried
out at the same time rather than sequentially.

The beam was collimated by two adjustable beam
defining slits and an anti-scatter slit, (Ro6%9a). The beam
defining slits were adjusted to minimize background counts.
After passing through the target and out of the scattering
chamber, the beam was collected in a Faraday cup. A secon-
dary electron suppressor biased to - 1000V was mounted

slightly in front of the Faraday cup.



Figure 3.1

Schematic of Experimental Arrangement.
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3.2 Target biaser,

As mentioned in the theory section of this thesis,
experimental compound nuclear cross sections must be energy
averaged before comparison with Hauser-Feshbach predictions.
In other words, we must obtain cross sections at a number
of bombarding energies in a large enough energy range
that the random phase approximation holds, and then average
the cross sections. There are several ways in which data
can be obtained for a range of bombarding energies:

(1) If a very thick target is used, the beam

energy is degraded over an appreciable energy

range. This method is used very frequently in
gamma ray spectroscopy--e.g. See Pi70. However,
outgoing particles are also degraded over a large
energy range if they can get out of the target at
all, so this method is not acceptable for high
resolution charged particle work.

(2) The terminal voltage of the Van de Graaff

can be changed. In this method we measure Cross

sections at one energy, slightly change the bom-

barding energy, measure the cross sections again,
and so on. After the run the cross sections are
averaged manually. This is obviously very tedious
and consumes large amounts of machine time.

(3) A voltage can be applied to the target to

slow down the bombarding particles. If the out-

going particles have the same charge as the incoming

particles, they will arrive at the detectors with
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almost exactly the same energy for all values of
the bias voltage applied to the target. For
example, by applying a bias voltage continuously
varying between 0 and 50 kv during a run, we can
simulate the effect of a thick target, outl retain
good resolution by actually .cing a thin target.

In this investigation, a combination of (2) and
(3) was used for the (d,p) work. Ouring a run, the target
bias was stepped between 0 and + 50 kv in two kv steps.

After an angular distribution was completed, another was
taken 50 keV lower in bombarding energy. Lssentially, we
have taken “OCa(d,p) angular distributions every 2 keV from
4,50 to 5.50 MeV bombarding energy. We have automatically
averaged cross sections over 50 keV intervals, and manually
averaged the 50 keV averaged cross sections over larger
intervals. Since deuterons are singly charged and alpha
particles are doubly charged, this technique cannot be used
for high resolution (d,a) work.

The target biasing system consisted of a 0 to 60 kV
dc power supply connected to the target. An automatic con-
troller for the system was designed by Dr. G. Roy and Mr. L.
Holm (Ro71). In the automatic mode, the system functioned in
the following way:

The Van de Graaff terminal voltage was set for a
particular deuteron bombarding energy, and the lLias on tne
target was set to zero. The run was begun, and the amcunt
of beam passing through the target was monitored Ly measuring

the amount of charge collected at the Faraday cup. After a
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specific amount of beam had passed through the target,

the control system temporarily stopped the run, incremented
the target bias by + 2 kV, and restarted the run. The bom-
barding energy was then 2 keV lower than previously. When

+ 50 kV bias was reached by this process, two runs at that
voltage were taken; then the bias voltage was automati-
cally decreased by 2 kV per step. The run was continued
until 0 kV bias was reached again; data were taken at 0 kV
and then the run was terminated. Thus, we made two measure-
ments at every target bias voltage between 0 and + 50 kV
inclusive. The cross sections measured from the resulting

spectra were therefore already averaged over a 50 keV

energy range.
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3.3 Targets

Targets were made by evaporating natural calcium
onto backings of thin carbon on formvar. (See table 3.1 for
the isotopic abundances of natural calcium.) The carbon
layer was necessary to dissipate the heat generated by
the beam; it was kept very thin in order to minimize its
effect on energy resolution. The formvar layer was necessary
for mechanical strength. The calcium was evaporated onto
the formvar rather than the carbon, since it has been found
that the calcium apparently reacts with the carbon and
weakens the target (Bo69).

About 30 ug/cm? of calcium was deposited on the

backings. This gives an energy loss of <5 keV in the target.



Calcium Isotope

40
42
w3
(1)
46
48

Table 3.1

% abundance

96,97
0.6u
0.1u45
2.06
0.0033
0.18
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3.4 Absolute cross sections.

In order to measure absolute cross sections in
experiment, we must obtain a factor that will convert
relative cross sections (e.g. the number of events observ
in a particular reaction, suitably norralized) to absolut
cross sections (e.g. the cross sectior for a particular
reaction in millibarns per steradian). Tris was done in
slightly different ways for the “0ca(c¢,s) experiment and
4“Oca(d,p) experiment,

(a) “0OCa(d,a). The elastic scattering of 2.0
protons from 40ca was measured at 30, 40, 50 and 60
__  degrees. This reaction proceeds almost exclusively
by the Rutherford scattering mechanism. Since the
Rutherford differential cross section is a function
of the bombarding particle's charge and energy, the
charge of the targe® nucleus, and the angle of
observation only, it can be easily calculated.
Then the number of counts observed at each angle can

be corrected for electronic dead time and collimator

i . millibarns/steradian :
size, and the ratio Ssrearryed count (o 2 BVED

amount of beam passing through the target can be de=-
termined. This factor can then be used to convert
the number of counts to absolute cross sections for
other reactions at other energies, providing the sam
normalizations are made for collimator sizes, dead
times and the amount of beam. As a check, during t..
(d, a) angular distributions cccasional runs were rac

at 5.00 MeV, and the “0OCa(d,d) elastic pear was s.mr

3

an

ed

e

the

MeV

e

(]
e

€2,
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The absolute (d,d) cross section was then compared

to the values reported by Leighton (Le68). These
check runs were always consistent with Leighton's
results, within experimental errors. The (d,a) data
were obtained in a series of five runs, all using the
same target. The “OCa(p,p) measurement was made after
each of these runs. No evidence of target deterioration
was found.

(b) l‘OCa(d,p). These data were obtained in eight
runs, using four different targets. The absolute
cross sections were determined in much the same way
as in (a). The only difference was that for check
runs, data was taken at 5.00 MeV with no target bias,
and the “0Oca(d,p) 4lca0.0 peak was summed, and compared
to the work of Leighton (Le68). This peak was not
observed in the d,a work, since detectors with a thin
depletion zone were used for that work: i.e., the high
energy protons were not stopped in the active region
of the detectors. However, this peak is actually
preferable for a consistency check since it is in a
region of no background and has a fairly high cross

section at forward angles.



CHAPTER 4
RESULTS AND DISCUSSION

4.1 Fluctuation Analysis.

Using the experimental configuration described in
Section 3.1, yield curves were taken for the L‘OCa(d,p) and
“OCa(d,u) reactions. The (d,e) yield curve was measured
from 4,50 to 5.50 MeV, while the (d,p) measurements were
in the range 4.88 to 5.50 MeV. (The discrepancy in the two
ranges was unplanned. It occurred when the last 40ca target
broke near the end of the time allotted for the measurement.)
Both yield curves were taken in 20 keV steps. Measurements
were made at 70, 100, 120, 150 and 170°. Representative
results are shown in figure u.l.

Using these data, the autocorrelation function
was calculated for each excitation curve. Recall from
Chapter 2, part (5), that the autocorrelation function C(¢)
is given by

c(e) = <Lo(E)-glla(E+e)-3]>
0)“

where <...> 15 an energy average

E is the energy
L is the average cross section.
Generally, the Ericson fluctuations will be super-

imposed upon coarser structure in the yield curve. Thus, 8
is a function of energy. In this study, & was calculated
using the "sliding average" (SA) method of Pappalardo (Pabu).
In the SA method, the experimental yield curve is broken up
into energy intervals A. o0 is calculated for each interval

and the entire set of values of ¢ as a function of energy
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Figure 4.1
A) “OCa(d,.)3°K yield curves. Lab angle = 100°.

B) “OCa(d,p)“1Ca yield curves. Lab angle = 100°,

In both cases, the statistical error is less than

the size of the data points.
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Figure 4.2
Autocorrelation function with ¢ = 0
as a function of A, the averaging interval. The

. 38 .
calculation is for the K ground state yield curve

at 170°,

Figure 4.3
Autocorrelation function with a = 350 keV as
a function of ¢. The calculation is for the same data

as in fig. 4.2,

3y
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is obtained by interpolating between these values. o is
a function of 4, thus the autocorrelation function is also
a function of A. Figure 4,2 shows the behavior of C(e=0,4)
with change in 4. A value of A is selected on the "plateau"
where C(¢=0,4) does not change with 4. C(e) 1is then cal-
culated varying e. Typical results are shown in figure 4.3,
The width at half maximum of this curve is I, the average
width of a compound nuclear level.

r was calculated by this method for each observed
state in the residual nuclei, at each angle. After taking
an average of the r's obtained, the average width of a
level in “ZSc at =15 MeV excitation was found to be 18:5 keV.
(The error quoted is the finite range of data error - see
Chapter 2, section 6).

It is somewhat disturbing to note that the value
for ' is essentially equal to AE, our energy increment in the
yield curve. Although some yield curves have been analyzed

r
It has been suggested that measurements with A¥>l tend to

with 8E;1 (e,g. Bi70), it seems preferable to have AE<1,
r

erroneously give values of r:aE, (Da69). Because of this,

it is felt that the quoted value for T must be viewed with
some suspicion. However, an upper limit for r has definitely
been established: Tr< 23 keV., This information is very
useful in determining the energy range over which measured
cross sections must be averaged before comparison with the
statistical model. This will be discussed further in sec-

tion 2 of this chapter,

A theoretical value for I can be obtained by a
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Hauser-Feshbach calculation. This involves evaluating

the following integral:
I o f Oy(€,E =€) W,(E -€)de

"l...ll.l..'...utl

where v labels tﬁe :ype of outgoing particle
Ex = excitation of compound nucleus
¢ = energy of outgoing particle
W (E, )= level density of compound nucleus at
E, MeV excitation
wv(Ex-c) = level density of residual nucleus at
E,-¢ MeV excitation
o, (c,Ex-c) z cross section of inverse reaction, i.e.
capture of the appropriate particle
incident at ¢ MeV on the target excited
to E -¢ MeV.
I was calculated using the program HAUSERt. All
of the quantities in 4.l are well known except W., the level
density of the compound nucleus 425c, Level densities are

passed to HAUSER in the following manner. Let N(E,) be the

number of levels below an excitation energy E,. Then a plot
of log N(E,) vs. ff; is close to a straight line, the
deviations becoming less and less as E, increases. The
slope and intercept of the line determine the level density;
these quantities are given to HAUSER.

Figure 4.4 is a plot of log N(Ey) vs. ff; for
Y2gc. TFifteen levels are known in this nucleus to an

excitation of 3.36 MeV. Clearly, this is not enough to

+Obtained from W. R. Smith of the Oak Ridge National
Laboratory and modified by N. E. Davison of this laboratory
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define a unique line., Limiting cases can be estimated
however, and lines 1 and 2 in figure 4.13 correspond to
r's of 15 and 40 keV respectively. To summarize, we find
theoretically 15 <l< 40; experimentally [l<23.

It should be noted at this time that W, does not
enter the Hauser-Feshbach calculation of the cross sections
for formation of particular states in residual nuclei.
Therefore our inadequate knowledge of this parameter only
affects our predictions for I; absolute cross sections can

be predicted much more accurately.
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Figure 4.4

Level density for “2g¢ (the compound nucleus in
this study). The two curves (1 and 2) through the data
are of the form log N = a ¢+ b YE. Both give acceptable fits
to the data; this illustrates the difficulty in determining

the level density of “2Sc from the existing data.



30

20

10

N(E)

o
LIS

LB

)

T

/C in (Mev)1/2



39

w.,2 Selection of Averagini Intervals.

Recall from Chapter 2, part (3) that, for
comparison of measured compound nuclear cross sections
with Hauser-Feshbach predictions, the data must be energy
averaged over a large enough energy interval for the
random phase approxi@ntion to hold. This will also
eliminate any direct-compound nuclear interference (Chapter
2, part 4). It is often assumed that an interval of 20 T
is sufficient for this (e.g. st70). In this study, inter-
vals of 250 keV (2 10r), 500 keV (2 20r) and 1000 keV

(2 40r) were used for purposes of comparison.
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4.3 Optical Model.

Optical model parameters for the “Oca+d system
were obtained from the measured l‘OCa(d,d) 40cy elastic
scattering using the computer code SNOOPY 2*. This program
will search over up to six of the optical modeli parameters
to give a Lest fit to the experimental data.

From the nature of the optical model, we expect
the parameters to vary slowly and smoothly with bombarding
energy. It has been found that the optical model para-
meters that give the most satisfactory results for uaCa(d,p)
“3ca DWBA calculations are energy averaged parameters. (Bo69).
That is, the elastic scattering is measured at several
energies, several sets of optical model parameters are
extracted, and these parameters are averaged. These
average parameters are then used for DWBA calculations at
all energies. In Bo69, this gave superior results to DWBA
calculations using parameters obtained from elastic scatter-
ing measurements only at the energy in question. This
suggests that the measurement of elastic scattering cross
sections at one energy is insufficient to obtain good
optical model parameters, even when they are to be used
for DWBA calculations for reactions occurring at that same
energy. For this reason, the parameters were obtained from
elastic scattering data that had been averaged over 1 MeV.
(The data were taken from 4.50 to 5.50 MeV in 2 keV steps).
These average cross sections are presentec in figure u.5.

SNOOPY varies the optical model parameters to

sO0btained from W. Haeberli, University of Wisconsin, Madison,
Wisconsin.
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Figure 4.5

“OC‘(d’d) elastic scattering angular distribution.
Data is averaged over 1 MeV with the mean bombarding
energy = 5.00 MeV, The theoretical curve is generated from
the optical model, The parameters used in the calculation
are given in table 4,2, Statistical errors are less than the
size of the points,

A) differential cross section vs. angle

B) ratio differential cross section/differential

Rutherford cross section vs. angle.
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give the best fit of optical model theoretical cross sec-

tions to the experimental data. The "goodness of fit" is
measured by x?2:

2 E [0 ] (Oi)-q“ I(’i) 2

i=1 A°exp(’i)

where the sum is over all experimental angles
o (¢:) is the optical model differential cross
calc 1
section at angle ¢;.

°exp(°i) is the corresponding measured cross section.
Aoexp(oi) is the error in the measured cross section.
In this study, °exp(°i) is the differential elastic
cross section, minus the Hauser-Feshbach contribution.
SNOOPY generates sets of optical model parameters by mini-
mizing x? while searching over the optical model parameters.
Since the search is carried out in a 9-dimensional parameter
space, it is very easy for the program to become "trapped"
in local minima. To avoid this, the sequence in which
parameters are searched, and the limits of the search must
be chosen very carefully. In this study, the method
suggested by Bogaards (Bo69) was used:
(1) Vso, rso and aso were fixed at reasonable
values;
(2) V and a; were stepped through a reasonable
range of values;
(3) r» a, w and r; were searched simultaneously
for each value of V and a;. The starting values
for the searches were the parameters given Ly

Schwandt and Haeberli (Sc69), and are summarizec

in Table 4.1.



Table 4,1

Initial values of optical model parameters for search

L a W ry Vso rso aso
1.05 fm 0.85 fm 8.5 MeV 1.66 fm 9 MeV 0.9 fm 0.6 fm
V was stepped from 80 MeV to 125 MeV in 5 MeV
increments, while aj varied from 0.30 to 0.80 fm in 0,05 fm

increments. (Schwandt and Haeberli found 112 MeV and 0.9%2 fm

for V and ai.)

Table 4.2 gives the results of this procedure:

Table 4.2

Optical model parameters;ggperated from 1 MeV averaged

elastic scattering data.

\'} ro a w r; aj

95 MeV 1,21 fm 0.71 fm 6.70 MeV 1.47 fm 0.70 fm

Figure 4.5 shows the cross sections calculated
from the optical model using these parameters and the 1 MeV
averaged elastic scattering cross sections. In this study,
calculations were done with two sets of optical model para-
meters: the above set, and those of Schwandt and Haeberli.

These are compared in table 4,3,

Table 4.3

Optical model parameters used for calculations.

Set I--generated from 1 MeV averaged elastic scattering data.

Set ll--from Schwandt and Haeberli (Scé69).

v r a w r: a; Vso aso rso
(MeV) (ff) (fm) (MeV) (fm) (fm) (MeV) (fm) _(fm)
Set I ;5. Io!I U.’I Bn’u LQE’ U.’U g. 0-9 T.S
Set 11 112, 1.0 0.85 8.50 1.66 0.52 9, 0.9 C.8

t I
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b4 Ca(d,a) K reactions.

l'OC‘!(d,a) 38y angular distributions were obtained
at 4,50, 4,75, 5.00, 5.25 and 5.50 MeV. Since thin targets
were used, and no averaging was done, these distributions
are not expected to agree well with theoretical predictions.
The experimental angular distributions are presented in

figures 4.6 to 4.10. No theoretical calculations have been

attempted.



Figure 4.6

40ca(d,a) 38Kgs angular distributions.

Figure 4.7

4Oca(d,a) 38x0.13 apgular distributions.

Figure 4.8

“OCa(d,u) “Ko'“5 angular distributions.

Figure 4.9

I‘t)Ca(c:l,‘:)“l(l"’ angular distributions.

Figure 4.10

“Oca(d,a) 38x2.41 angular distributions.

In all cases, the statistical error is

less than the size of the data points.
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u,5 l'UCa(d,p) “loa compound nuclear reactions.

Talle 4.4 lists the energy levels of l‘1Ca, and
is taken from En67. The levels are numbered according to

the scheme of Beb5.

In l‘OCa(d,p) “lca reactions, many states in “lca
are formed nearly exclusively by compound nuclear reactions.
These states are characterized by low cross sections and
relatively isotropic angular distributions. C(ross sections
for five such states (levels 7, 8, 9, 10 and 16) were
measured between 50° and 170° in 10° increments, at energies
from 4.50 MeV to 5.50 MeV in 2 KkeV steps. As mentioned
in 3.2, the cross sections were automatically averaged over
50 keV energy increments, then averages over larger energy
increments were done manually. The effect of the size of
the energy averaging interval on the cross sections was
investigated by averaging over 250 keV (>10r), 500 keV (>20T)
and 1000 keV (>u0T).

Figure 4.1l shows four angular distributions for
state 9 obtained by averaging over different 250 keV inter-
vals. Since the mean energy for each interval is different,
absolute cross sections cannot be compared. lowever, we
can compare the snapes of the distributions. It is fre-
quently assumed that averaging cross sections over energy
intervals of 13T or 20T is sufficient to remove fluctuati~nc,
making the results directiy comparable to t.auser-Festbach
theory (e.g. St70, Bo6%a). The distritutions in figure u.ll
are averaged over >10l; therefore , if the above assumption

is correct, we would expect very little chrange irn snape for



Table 4.4

First 20 energy levels of “loa (En67) numbered according
to scheme of Belote et al (Be65).

Level number Excitation Energy
(MeV)
0 0
1 1,943
2 2,010
3 2,463
4 2,578
S 2,606
6 2.670
7 2.884
8 2,961
9 3.050
Sa 3,122
10 3.200
11 3.369
12 3.400
13 3,495
14 3.527
15 3,61y
16 3.676
17 3.730
18 3,831
19 3,845

20 3.915



Figure 4.11
“OCa(d,p)“ICa3'°5.Angular distribution

(state 9). Averaged data, averaging interval = 250 keV.

Figure 4,12

As in figure 4.11, but with averaging

interval = 500 keV.

In both cases, the statistical error is less

than the size of the data points.

Figure 4,13

As in figure u,ll, but with averaging interval
1000 keV. The distribution is plotted twice; the upper
curve with a scale comparable to that in figures 4.11 and
4.12. Hauser-Feshbach predictions for several spins are
shown. If no error bars are shown, the statistical

error is less than the size of the data point.
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Figure u4.14

l‘OCa(d,v)“]'Ca* angular distributions for state 7
(“1012'38), state 8 (ulc.2.96)’ state 10 (“ICa3'2°) and
state 16 (4“1ca3:-68), Averaging interval = 1 MeV, mean
bombarding energy = 5.00 MeV. Hauser-Feshbach calculations

are given for states 7, 8 and 16.
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a different mean energy. This is obviously not the case.
This suggests that the averaging interval may be too small.
We would also expect symmetry of the angular distribution
about 90° if the state is populated entirely by the compound
nuclear mechanism. The observed asymmetry could arise from
the energy averaging interval being too small, or from

small contributions from the direct reaction mechanism, or
both,

Figureyl? shows the results for an averaging
interval of 500 keV (220r). The shape still changes with
energy and there is asymmetry about 90°.

In figure 4.13 the data have been averaged over
the entire 1 MeV range of the data. The cross sections are
much more symmetric about 90°. Since the averaging interval
is now 240r, it is suspected that fluctuations must have
been averaged out, and that the remaining asymmetry is due
to a small direct reaction contribution to the cross sections.
A similar suggestion has been made in Wi66, when asymmetries
were found in a state formed by the compound nuclear mechanism
in the 37Cl(p,a)”s reaction, even after averaging over 50T.

The other compound nuclear states considered (i.e.
7, 8, 10 and 16) behaved in a similar manner to state 9:
the 250 keV and 500 keV averaging intervals seemed to be
inadequate. The angular distributions of these states
for a 100C keV averaging interval are presented in figure u.lu,

Hauser-Feshbach calculations were made for every
state considered in “l1Ca, whether the state was formec

primarily by the direct or compound nuclear mechanism.
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Recall that in equation 2.8 , the Hauser-Feshbach predic-
tion for the differential cross section as a function of
angle, there is a sum in the denominator of the transmission
coefficients to all possible decay states. In this study,
decays were possible leaving l‘lCa excited at up to nearly
12 MeV. We only have information on the levels of “lca
up to 6.8 MeV, and only a few spins and parities are known.
In such cases, the sum over transmission coefficients to
discreet states can be replaced by an integration, but for
this we need to know the density of states as a function
of their spin and excitation energy. The usual method of
determining the density of states is as follows:
(1) the density pj(E*) of states of spin J of a
nucleus is assumed to be factorable into a term de-
pendent only on the excitation energy E*, and
another term dependent only on the spin J. The
usual form for this is
- +
og(E*) = o(E*) (2J+1)exp __J%,H
where o is a parameter called the spin cut-off
parameter, o was determined by fitting the above
distribution to the distribution of levels of known
spin in “lca (fig. 4.15)
(2) as mentioned in 5.1, o(E*) is determined for
a particular nucleus from a plot of log N(E) vs /-E.
where N(E) is the number of states below an excita-
tion energy E. Figure 4.16 is such a leve. density
plot for “l1Ca. The lonepoint at 8.65 MeV is cb-
tained from S-wave neutron resonance measurements

on “OCa, including the effects of our spin
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Figure 4,15
Spin distribution of states with known spin

in Y1ca. The theoretical curve is calculated from
pg o (2J+1)exp (-iéé;l)

with ¢ = 2.72
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Figure 4,16

“lca level density. The curve and the point

were computed by G. Roy (Ro69) from the data of Bo62,
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distribution.

Hauser-Feshbach calculations for the l‘OCa(d,p)“lCa
reaction have been done previously at this laboratory by Roy
and Davison (Ro69), using the program HAUSER. They compared
the results of these calculations to the experimental mea-
surements of Belote et al (Be65) at L. = 7.0 MeV. Many of
the observed non-stripping states were adequately explained
by the statistical model, and spin assignments were made.
The level density of Ylca was fixed very accurately by
requiring the statistical model calculations to give the
proper absolute magnitude for many non-stripping states.

In this study, similar calculations were done for
tne 1 MeV averaged QOCa(d.p)QICa data. Several points con-
cerning the calculations should be made:

(1) The program HAUSER was used.

(2) The calculations were insensitive to the

deuteron optical model parameters used. Two sets

of deuteron parameters were used: those obtained
in this study from the 1 MeV averaged data, and
those from Schwandt and Haeberli (Sc69). Both
sets gave quite similar results.

(3) The absorptive potential for the deuteron

used in the Hauser-Feshbach calculation includes

the effects of deuterons absorbed from the beam

by direct reactions as well as those absorbed

by compound nuclear reactions. This introduces

an error into the predicted cross sections,

since we are only considering compound nuclear
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reactions in the calculation. The usual correc-
tion is calculated in the following way:

0y .0
ocN [-1%§;;n]°CNl

Here aCNlis the cross section given by the com-
pound nucleus program, Oocy is the corrected value
to be compared with experiment, oy ,¢ is the total
reaction cross section, and op is the total direct
interaction cross section.

In this investigation, g,y Was calculated
by the program SNOOPY, and op was estimated by
DWUCK calculations using the experimental spectro-
scopic factor (see section 4). The (d,n) direct
cross section was calculated from the data of
Leighton et al (Le68). This gave a correction
factor of .60.

(4) The level density used for “1Ca was that
obtained by Roy and Davison in Ro69, Other level
densities were obtained from plots of N(E) vs.

/E: as explained previously.

($) Since energy averages of the experimental

data were taken over considerable energy intervals,
i.e. up to 1 MeV, HAUSER calculations were done
over the same interval in 25 keV steps. The
theoretical cross sections were then energy
averaged before comparison with the energy

averaged data.
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(6) There has been no arbitrary normalization
of the HAUSER predictions. Absolute cross sections
are calculated, and are directly comparable to
the data (after correcting for direct interactions).
The results of these calculations are partially
given in figures 4.13 and 4.l4, where they are compared with
states in “1Ca that are thought to be formed primarily by
the compound nuclear mechanism. As mentioned previously,
despite averaging of the data over >40r, and careful
attention to background estimation, electronic dead time
and target non-uniformity, the exberimental angular dis-
tributions of these states are not symmetric about 90°.
They are slightly peaked in the forward quadrant, suggesting
a small admixture of the direct reaction mechanism.
In four of the five states considered (7, 8, 9 and
16) the angular distribution is fairly symmetric, and H-F
calculations were done in these cases. Peak 10, however,
is strongly peaked, and no calculation was attempted.
State 7 has J" = (7/2%) (Jo69). HAUSER predictions
for spins 7/2 and 9/2 both give reasonable fits to the data.
State 8, measured as J" = (7/27) (Jo69), is fairly
asymmetric about 90°, HAUSER calculations for spins 7/2,
9/2 and 11/2 give reasonable values for the absolute cross
sections, if not the shape of the angular distribution.
Johnson (Jo69) found state 9 to have spin 3/2 or
5/2. The 1 MeV averaged data for this state give an angular
distribution that is fairly symmetric about 90°. HAUSER

predictions for spin 3/2 and spin 5/2 both give acceptaltie
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fits to the data.

The spin of state 16 has not been measured. Spins

of 9/2, 11/2 and 13/2 give fair HAUSER predictions for this

state.
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b,6 l‘OCa(d,p) “lca direct reactions.

Cross sections for states in “1Ca formed predominantly
via the direct reaction mechanism were calculated theoreti-
cally using the DWBA code DWUCK?. All calculations used a
finite range parameter 8 = 0.60 fm=! and nonlocality ranges
of 0.50 fm for the deuteron, and 0.85 fm for the neutron and
the proton. The optical model parameters used in these cal-
culations are given in table 4.5. The deuteron parameters
are those ootained in this investigation from the elastic
scsttering data and the proton parameters are those of
Greenlees and Pyle (Gr66). For the neutron, the depth of
the central well is adjusted by the program so that the
binding energy of the well is equal to the experimental
separation energy, the spin-orbit radius and diffuseness are
the same as for the central well. Thus there are three unde-
termined parameters: the radius rso, the diffuseness aso
and the depth Vso of the spin-orbit potential. These were

taken from the work of Ferey and Buck (Peb?).

Table 4,5
Optical model parameters used in DWEA calculations.

Units MeV or fm.

Particle v r a W R: a; Vso aso rso

deuteron 95 1.21 0,71 6.70 1,47 0,70 9. 0.9 0.6

proton 5% 1.20 .70 6,0 1.25 0.70 €.0 1.10 0.7C
-0.3Ekp

neutron -- 1.27 0,66 == -- -- 7.2 1,27 0.¢6

tobtained from P.D. Kunz, University of Colorado, bBoulder, Cclo,.
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Sample calculations were also done using the

deuteron parameters of Sc69. The results were not signifi-
cantly different, and are not presented here.

The states at 0.0, 1.943, 2.010 and 2.463 MeV
excitation (states 0, 1 and 3) were selected for detailed
consideration. These states have relatively high (d,p)
cross sections and are well separated from adjacent peaks.

In the shell model, we picture “0Ca as a very
inert nucleus, with neutrons and protons filling all shell
model levels up to the 1 d3/2 level inclusive. Ideally,
we could think of “41lCa as a single neutron orbiting in a
potential created by the inert “0ca core. The ground state
of Y“1Ca would then be a neutron in the 1 f7/2 shell model
orbit plus the inert core. As explained in section 2.2,
DWBA calculations are done assuming this simplified picture
to be true. The ratio of experimental cross sections to
DWBA predictions gives the spectroscopic factor, which is a
measure of the validity of the above model, i.e. a measure
of the single particle character of the state, Experimen-
tally, we know that it is very difficult to excite protons
or neutrons in the 40ca nucleus (it is "doubly magic"), so
it should be a very inert core in 4lca. Thus, we expect
that at least the ground state, and possibly some excited
states, should correspond very well to the model of a
single particle orbiting an inert core. Because of these
properties, 4lca has been rather extensively investigated.
In Le68, the “OcCa(d,p)“lCa reaction was done at 5.0 MeV,

and angular distributions for states 0, 1 and 3 were
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obtained. These distributions are given in figs. .17,
4.18 and 4.19. DWBA calculations were performed, but fits
were poor in the backward quadrant, particularly for the
ground state. Par” of the purpose of the present investi-
gation was to see if the poor fits at back angles (where the
compound nucleus mechanism is most impertant in a stripping
reaction) could be improved by obtaining energy averaged
cross sections, thereby eliminating the effects of compound
nuclear fluctuations. DWBA calculations were done from b,5
to 5.5 MeV in 25 keV steps, and the results were energy
averaged. The angular distributions obtained in this way
were slightly different in shape and magnitude from those
calculated at the mean energy.

Figures 4.17, 4.18 and 4,19 give the unaveraged
data of Leighton (Le68), and the 1 MeV averaged data and
OWUCK -alculations from the present investigation. Compcund
nuclear contributions were calculated using HAUSER, and
subtracted from bcth sets of experimental data.

For the ground state (state 0), the 1 MeV average
greatly affects the experimental cross sections at angles
greater than 90°, and improves the agreement between theory
and experiment. The resulting spectroscopic factor is 0.83,

The averaged distributions for states 1 and 3 have
different shapes from those of Leighton at back angles, but
there is no improvement in the fit of the DWUCK calculations
to the data. There is a difference in the absolute Cross
sections also. The spectroscopic factors obtained for

states 1 and 3 in the present investigation are .37 and J.13.
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Figure 4.17

“OCa(d,p)“1Ca°'° angular distributions:

== 1 MeV averaged data from this study, E

mean> 5.00 MeV

-=- Data of Leighton, E4 = 5.00 MeV
-- DWBA fit to data, S = 0,83



{mb/sr)

DIFFERENTIAL CROSS SECTION

3.0~

2.0 -

0.2

0.1

uOC‘(d,p)MICa0.0 °

Averaging Interval=l MeV

Epean ©° 5-00 MeV

¢ Experimental cross sec-
tions minus Hayser-Fesh- \
bach contributior

4 Leighton's unaveraged ex-

B!E&%QHE?I cross sections

—— DWUCK, t=3, S=0,.83

i i 1 1 1 L J_,_*l._i_J

20 40 60 80 100 120 1«0 160 18C

CENTER OF MASS ANGLE



62

Figure 4.18
“OCa(d,p)“ICal‘gs angular distributions:
-- 1 MeV averaged data from this study, Egoan® 5.00 MeV
-- Data of Leighton, Eq = 5.00 MeV
-- DWBA fit to data, S = 0.37
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Figure 4,19
l‘OCa(d,;:o)“]'Caz‘“G angular distributions:

e= 1 MeV averaged data from this study, Epean® 5.00 MeV
-- Data of Leighton, Eg = 5.00 MeV
-= DWBA fit to data, S = 0.13
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Figure 4,20

Yield curve of u°Ca(d,p) leaving 4lca in ground
state, first and third excited states. Cross sections
are averaged over 50 keV. Measurements were made at an

angle near the stripping peak.
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The values for the spectroscopic factors are
different from those obtained by previous investigators.
Table 46 summarizes the values obtained from this study,
those of Leighton et al (Le68) obtained at 5.00 MeV, those
of Lee, Schiffer et al (Le64) which are averaged over the
range 7 - 12 MeV, and those of Seth et ai (Se70) obtained
at 12.0 MeV,

Table 4.6

Spectroscopic factors for states in “lca

State 0.0 1,95 2,46
Source

This study 0.83 0.37 0.13
Leighton et al 0.68 0.50 0.19
Lee et al 0.86 0.72 0.32
Seth et al 0.76 0.67 0.21

The work of Lee, Schiffer et al and Seth et al
was done at high enough energies that the compound nuclear
contribution to cross sections is negligible. We therefore
believe the spectroscopic factors deduced in those studies
to be better than those obtained at lower energies.

Referring to table 4.6, we note that the spectio-
scopic factors obtained in this study for the 1.95 MeV and
2.46 MeV states in Wlca are in substantial disagreement with
the values obtained at higher energy. We further note the
disagreement between the spectroscopic factors obtaines in
the present study (averaged data, mean bcmbarding energy =

5.00 MeV) and those obtained by lLeighton (data tarer at
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one energy: 5.00 MeV).

Upon inspection of figure 4.20, at least part
of the reason for the discrepancies becomes apparent.
Figure 4.20 is a yield curve for states 0, 1 and 3 taken
at angles near their respective stripping peaks. Since
the compound nuclear contribution to the cross sections 1is
relatively small (<300ub/sr) we expect the direct reaction
mechanism to predominate. Thus, a smooth yield curve is
expected. The yield for the ground state is indeed fairly
smooth and the spectroscopic factor obtained is close to
the high energy value. However, minor fluctuations are
present. The other yield curves have much more structure,
especially the one for the 1,95 MeV state. It was surprising
to find such large fluctuations in the cross section of a
direct state at the stripping peak. It implies that spectro-
scopic factors deduced by measuring cross sections at one
energy in this range must be viewed with some suspicion.
In fact, if we accept the spectroscopic factors measured
at higher energy as being correct, our method of measuring
cross sections in small steps over a range of 1 MeV and
averaging them is not sufficient to remove the effects

of the structure of the yield curve and give good spectro-

scopic factors.




4,7 Summary and Conclusions.

(1) The average width of levels in 425¢ at =15 MeV
excitation has been found to bel< 23 keV.

(2) Data for 40Ca(d,p)“1lCa reactions were obtained
between u4.50 MeV and 5.50 MeV in 2 keV steps. Lnergy
averaged cross sections were extracted from these data.
Averaging intervals of >10T and >20T were found to be
inadequate to average out compound nuclear fluctuations.
An averaging interval of >u0r still gave angular dis-
tributions for states 7, 8, 9, 10 and 16 that were not
symmetric about 90°. (These states are expected to be
formed nearly entirely by the compound nuclear mechanism.)
The asymmetry was attributed to a small but significant
contribution from the direct reaction mechanism, giving

a peaking at forward angles.

(3) Comparison of the 1 MeV averaged data (mean
energy - 5.00) for states 0, 1 and 3 with unaveraged data
obtaired by Leighton at 5.00 MeV showed changes in relative
and absolute cross sections. This was not expected at
forward angles where the difect mechanism predominates, and
suggests that cross sections should be energy averaged
before comparison with DWBA calculations. Compariscon of

spectroscopic factors obtained from this data with reliable

67

spectroscopic factors obtained at higher energies showed that

an averaging interval of 1 MeV is sufficient to remove the
effect of these fluctuations on the spectroscopic factor
obtained for the ground state of “lca. The spectrosccpic

factors of the first and third excited states clbtained from



68
the 1 MeV averaged data do not agree with the high energy
spectroscopic factors. This suggests that an averaging
interval of 1 MeV is not sufficient in these cases.

In view of the unexpected large fluctuations in
the cross section of the first excited state at its stripping
peak, it is suggested that in the future, before accepting a
spectroscopic factor measurement, yield curves should be
taken on the stripping peak to establish that the yield
varies smoothly in the energy range of interest.

() The agreement between experiment and DWBA at back
angles for the ground state of 41lca was improved if 1 MeV
averaged data were used rather than unaveraged data.

(5) The above procedure did not improve the fit for

the 1.943 and 2.463 states of “lCa.
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