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Abstract: 

 We simulated three heavy summer precipitation events in Alberta, Canada, using 

the Weather Research and Forecasting (WRF) model and compared the output 

precipitation data with observations to determine model accuracy. Each storm was 

simulated multiple times, using five different cumulus parameterization schemes and 

three grid resolutions. The explicit scheme, when simulated using 6 km grid resolution, 

was found to be the most accurate scheme when simulating these heavy precipitation 

events. 

 We also used the WRF model to perform daily forecasts during 2011-2012. The 

forecasts include 2-meter maximum and minimum temperatures, 10-meter wind speed, 

sea-level surface pressure, and daily accumulated precipitation. When compared against 

observations, the WRF forecasts showed seasonal differences and tendencies such as 

forecasting a smaller range of diurnal temperatures than observed. WRF was found to 

have high skill scores when forecasting maximum temperature against climatology and 

persistence forecasts, but was less skillful when forecasting minimum temperatures. 
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Chapter 1: Introduction 

 

1.1. The problem of weather forecasting  

Accurate prediction is the goal of many scientists. But few scientists have a more 

complex and challenging medium to work with than the meteorologist. With a variety of 

air circulation sizes present in the atmosphere, numerous different materials on the 

Earth’s surface, and the fact that water vapor can vary considerably in space as well as in 

time, it is clear that the interactions between the Earth and the atmosphere are very 

complex. With such intricate and ever-changing weather patterns that are often 

inadequately observed, it is not surprising that improvements in the accuracy of weather 

predictions have been painfully slow when compared against other fields of science.  

Meteorologists have long hoped that they would be able to compute tomorrow’s 

state of atmosphere that would compare closely to tomorrow’s observations, just as 

astronomers are able to compute future eclipses. The basic physical equations governing 

the behavior of fluids have been known for over 100 years. Thus, in principle, at a first 

glace in might seem meteorologists should be able to solve these equations to provide 

weather forecasts, but only for the last 60 years have practical, although imperfect, 

computed forecasts been made on a daily basis. And even today, some weather elements, 

such as heavy precipitation, fog, and local storms, are often poorly forecast with 

operational numerical weather prediction (NWP) models (e.g. Roebber and Bosart, 

1998).  

There exist several obstacles to obtaining an accurate prognosis using the 

physical-mathematical modeling approach. First, the mathematical equations that 

describe air motion, thermodynamic processes, and precipitation microphysics are 

complex non-linear partial differential equations, which cannot be solved simply by 

analytical methods. Instead, numerical approximation techniques, which are extremely 

laborious and require an immense number of computations, must be used. The numerical 

computations require a fine spatial and temporal resolution; however, there are always 

important smaller scale features such as turbulent air motion, which are unable to be 

resolved. 

A second obstacle to accurate weather forecasts comes from the lack of 

observational data to provide adequate initial conditions for the input to the weather 

model. If the weather model is incorrectly initialized colder than reality at a certain 

location, advection will transport this faulty coldness downwind. In addition, small initial 
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errors tend to magnify in nonlinear differential equations. Third, most of the time the net 

force acting on any part of the atmosphere is very small compared to the magnitudes of 

each of the individual forces acting on it. Thus minute differences in vertical forcing 

cause significant variation in cloud condensation and precipitation formation.  

 

1.2. Research Objectives 

 The process of determining the accuracy of a NWP model when compared 

against observations is called verification. This study will verify the Weather Research 

and Forecasting model (WRF) when simulating historic precipitation events which 

caused extensive damage and loss of life due to flooding. I will also verify the WRF 

model when forecasting various near-surface parameters, such as temperature and wind 

speed. 

I will determine the accuracy of the WRF model when simulating heavy 

precipitation for severe flooding cases. I will perform sensitivity tests to determine how 

the grid resolution and cumulus parameterization schemes affect the accuracy of the 

simulated precipitation field. Since this objective will assess WRF's ability to simulate 

heavy precipitation storms which caused damaging flooding, the analysis will be done 

from the perspective of a flood forecaster and will verify precipitation over the major 

river basins in Alberta. 

I will also be using the WRF model to forecast weather over central and southern 

Alberta, and verify the forecast data against observed data. This is performed to 

determine how accurately WRF forecasts in this region. I will determine the forecast 

accuracy for temperature, wind speed, precipitation and surface pressure. The evaluation 

will also include how WRF performs against other forecast methods. I propose to 

investigate two scientific questions:  

 

1: What is the accuracy of the WRF model when simulating flooding events in 

Alberta caused by extensive precipitation, and how does the selection of grid 

resolution and cumulus parameterization schemes affect the precipitation? 

 

2: How accurately can the WRF model forecast temperature, pressure, 

precipitation, and wind speed for the following two days? In addition, how 

skillful are WRF temperature forecasts when compared against other forecast 

methods? 
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1.3. Numerical weather prediction for Alberta 

The province of Alberta (whose boundaries extend from 49° to 60° N and 120° to 

110° W) is situated in a meteorologically active area with the mean position of the polar 

jet stream straddling southern Alberta during the summer.  The Rocky Mountains form a 

northwest-southeast barrier along the western border of Alberta. The plains to the east 

provide a striking contrast to the mountainous west. The combination of these two 

geographic features aids in the development of storms throughout the year, particularly 

during the summer months when the mountains can cause a subsidence inversion that 

acts as a capping lid for the build-up of Convective Available Potential Energy (CAPE). 

Consequently, southern Alberta is highly susceptible to severe convection, having on 

average 52 days with hail each summer (Smith et al. 1998). 

Numerical prediction of summertime convection over Alberta can be 

challenging, particularly due to the spatial distribution of the convective precipitation. 

Erfani et al. (2003) used the Global Environmental Multiscale (GEM) model in a non-

hydrostatic configuration to simulate a convective storm over central Alberta. While the 

simulated storm structure and intensity resembled radar observations, the simulated storm 

track deviated significantly from the observed storm track. Milbrandt and Yau (2006) 

used a mesoscale model to simulate a severe convective storm forming over Alberta.  

Despite the fine spatial resolution of the nested grid, the simulation did not coincide with 

the observed radar echoes. Summer storms can result in extensive precipitation, and 

accurate simulation of these events is desirable. 

 

1.4. The Numerical Weather Prediction Model 

The Weather Research and Forecasting Environmental Modeling System (WRF-

EMS, henceforth as WRF) is a state of the art, full physics Numerical Weather Prediction 

model (Michalakes et al. 1999, Skamarock et al. 2008). WRF version 3.0 was used for 

this project. The Environmental Modeling system (Rozumalski 2006) was used for ease 

of installation, configuration, and execution of WRF. WRF was used configured in an 

“off-the-shelf” manner, where most settings were not changed from their default values. 

This was done to assess the accuracy of the model without changing any default 

configurations, other than cumulus parameterization schemes; likely the case when 

operated by a user who does not have enough information regarding specific 

configurations to decide which is more useful for their work. 
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Most of the WRF model predictions presented in this thesis use the following 

grid nesting configuration: there is a parent domain covering some of the northwest 

section of North America with a 45 km grid resolution, and a nested inner domain 

covering southern Alberta with a 15 km resolution (Figure 1-1). The simulations used 2-

way nesting; the coarse grid solution is interpolated into the fine grid to provide the 

needed boundary conditions, and the fine grid feeds back into the coarse grid after 

processing the meteorological information for some time steps.  

WRF precipitation simulations of historic flash flooding were initialized from the 

North American Regional Reanalysis (NARR, Mesinger et al. 2006) dataset, and 

boundary conditions were updated every three simulation hours from NARR. WRF daily 

forecasts were initialized from the North American Mesoscale model using 40 km 

resolution (NAM212, Black 1994), and boundary conditions were also updated every 3 

hours. WRF forecasts and simulations were initialized at 1200 UTC on the day prior to 

meteorological data collection, and performed 69 hours of simulation. Colle et al. (1998) 

found that after 12-18 hours the model precipitation was generally spun-up, when 

initialized from a cold start (no hydrometeors). 69 hours of simulation length was done to 

simulation of the atmosphere for the following two entire days. WRF processes 

simulations using 45 pressure levels, using sigma vertical coordinates (Skamarock et al. 

2008), with the pressure top at 50 mb. The Lin et al. (1983) microphysics scheme was 

used. It uses six categories of water substance: water vapor, cloud water, rain, cloud ice, 

snow, and graupel. The model output from the nested domain was analyzed using the 

Grid Analysis and Display System (GrADS, http://www.iges.org/grads/) to determine the 

meteorological information. This output was verified with observational data to 

determine model accuracy. 

 There have been many verification studies of the WRF model. Davis et al. (2006) 

verified precipitation forecasts over the continental United States. WRF was used by 

Flesch and Reuter (2012) to simulate major flooding events in Alberta as well as to 

understand how WRF performs when the topography of the nearby Rocky Mountains 

was altered. Cheng and Steenburgh (2005) performed temperature, dew point, and wind 

speed verification during summer in the western United States, as well as sensitivity 

studies regarding WRF's slab-soil model. 

 Other research has been performed using WRF that was not focused on 

verification. Gilliland and Rowe (2007) performed high resolution simulations of the 

WRF super cell benchmark scenario, which is included with the WRF software, using 
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different cumulus parameterization schemes. Done et al. (2004) performed high 

resolution forecasts for summer days with Mesoscale Convective Systems using 10 km 

grid resolution simulations with a cumulus parameterization scheme, as well as 4 km 

resolution simulations without one. WRF has been used from the high latitudes (e.g. 

Powers 2007), mid-latitudes (e.g. Davis et al. 2006) as well as near the equator (e.g. Skok 

et al. 2010). WRF has been used for research in forecast mode (e.g. Cheng and 

Steenburgh 2005), simulation of past events (e.g. Flesch and Reuter 2012), climate 

simulations (e.g. Qian et al. 2010) and air quality applications (e.g. Borge et al. 2008). 

WRF can also be coupled with a fire module (WRF-Fire, Patton and Coen 2004) and a 

chemistry module (WRF/Chem, Grell et al. 2005). There is a large amount of versatility 

behind the WRF model, which researchers find beneficial when conducting their studies. 

 As part of this study, I will evaluate WRF forecasts for an entire year. These 

WRF forecasts will be compared against other forecast methods, such as forecasts issued 

form the Weather Office at Environment Canada, to determine which forecast is more 

accurate for predicting temperatures. Even if WRF is found to be less accurate than 

Environment Canada's temperature forecast, which is anticipated due to their massive 

infrastructure in predicting the weather, WRF still can be used in important ways. While 

Environment Canada's forecasts might be more accurate, which will be examined in 

Chapter 3, their daily forecasts may not align with the information required by many 

users. An example would be that Environment Canada releases a forecast for heavy 

precipitation amounts at certain locations during an intense rain period, but does not 

publically release the precipitation information regarding the entire river basin. This 

information would be very valuable to a hydrologist, or a flood forecaster, and would be 

easy to produce using the WRF model. The ability to create your own powerful scripts to 

be used on model output from WRF can be very useful, from research applications to 

those who require detailed specifics about the weather for their own operational use.  

 

1.5. Outline of content of thesis 

 This thesis was written in “paper” format and thereby abides by certain 

conventions. Chapter 2 and 3 are self-contained units with their own introduction, 

conclusion, and bibliography, and were written to be read independently of the other 

chapter. As a consequence, there is some duplicity when examining the entire thesis as a 

whole. Chapters intended for journal submission were written in the format required by 

the particular journal. 
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 This thesis consists of 4 chapters. Chapter 1 provides some background of the 

thesis problem and reasons for the investigation as well as a description of the WRF 

model and some  

 Chapter 2 will be submitted for publication as a journal article in Atmospheric 

Research, a technical journal focused on precipitation. In this chapter an analysis of 

WRF's ability to simulate heavy precipitation storms which caused major damage due to 

floods is given. Three storms are presented in this chapter, as well as an analysis using 

different cumulus parameterization schemes to simulate each storm at varying 

resolutions. Background information regarding the purpose of cumulus parameterization 

schemes, as well as the differences between cumulus parameterization schemes available 

to WRF, is also presented. The model precipitation is assessed for accuracy at the scale of 

the major river basins of Alberta. A single cumulus parameterization scheme is selected 

as being most skillful across the Alberta region for these heavy precipitation events. An 

evaluation of the storms when simulated with different grid resolutions is also performed. 

 Chapter 3 will be submitted for publication as a journal article in Weather and 

Forecasting, a technical journal for original advances in weather forecasts and evaluations 

of numerical weather prediction. In this chapter an analysis of WRF's ability to forecast 

various parameters across central and southern Alberta is performed. Background 

information regarding forecast verification and model skill is presented. An analysis 

regarding WRF's forecast skill relative to other forecast methods is also performed. 

Seasonal forecast differences, such as biases and errors, are determined, as well as 

general findings regarding the model when assessed across the year of study. 

 Chapter 4 presents the summary of the research project as well as conclusions 

drawn from the results of the simulations and forecasts. This chapter also presents 

suggestions for future research. 
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1.6. Figures 

 

Figure 1-1: Numerical Weather Prediction domain setup with the parent domain (larger 

rectangle) and nested child domain over part of North America. The center point of each 

domain is indicated by the yellow circle while the number refers to the domain; the larger 

domain is 1, and the nested domain is 2. 
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Chapter 2: Verification of the WRF Model for Simulating Heavy  

Precipitation in Alberta 

 

2.1. Introduction   

 The Rocky Mountains form the Continental Divide extending some 2500 km 

from northern Canada to southern Texas. This mountain barrier strongly affects the 

weather and precipitation of the province of Alberta, Canada. The orographic effects are 

particularly evident during the summer due to differential slope heating which gives rise 

to convergence and often trigger convective outbreaks (Smith and Yau 1987). The 

summer season can experience extreme rainfall events associated with the passage of an 

upper air cutoff low and rapid lee cyclogenesis over the Alberta foothills region (Reuter 

and Nguyen 1993). The transport of water vapor to Alberta occurs in moist warm 

conveyer belts often originating from the Gulf of Mexico (Brimelow and Reuter 2005). 

These extreme rainfall events can lead to flash flooding in southern Alberta.  

 In June 2005, extensive rainfall caused flooding in southern Alberta (Ou 2008). 

Sixteen municipalities declared states of emergency. Thousands of people were forced to 

leave their homes along the rivers. The floods claimed four casualties and the estimated 

damage was 400 million Canadian dollars. The precipitation fell from four distinct storms 

with similar tracks. The dates and recorded rainfall amounts were 1-5 June (140 mm), 5-9 

June (248 mm) 16-19 June (152 mm), and 27-29 June (90 mm). This paper focuses on 

numerical simulation of two of these extreme events, 5-9 June and 16-19 June. A third 

modeling case of the extreme rainfall event of 12-13 July 2010, with maximum recorded 

rainfall of 110 mm, was added to have an example of highly convective event. On 12 July 

2010 the metropolitan city of Calgary suffered the most damaging hailstorm in Canada’s 

recent history. The maximum hail size was 4 cm in diameter, and damages were assessed 

at 400 million Canadian Dollars in insurance claims. 

 Hydrological models estimating water flow for rivers in Alberta need a high 

spatial and temporal resolution of precipitation data. Rain gauge measurements alone do 

not provide adequate resolution, particularly in the orographic regions of south west 

Alberta. Weather radar imagery can estimate rainfall rate, but not over mountainous 

terrain because ground clutter distorts radar echoes. In addition, radar images have 

limited forecast skill, as they cannot be produced prior to the precipitation event. In 

recent years there have been efforts to use precipitation estimates from Numerical 

Weather Prediction (NWP) models as input for hydrological models.  
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With the advance of computing power and data assimilation it is possible to run 

NWP models as a tool for flood forecasters. An important issue is to assess the 

skillfulness of these models in predicting the spatial distribution of rainfall to obtain 

reliable estimates of the total water mass falling over the catchment areas of the river 

systems. One of the standalone NWP models used for mesoscale precipitation forecasting 

is the Weather Research and Forecasting Model (WRF). Flesch and Reuter (2012) used 

WRF to simulate heavy precipitation events over Alberta and examined the role of the 

topography in simulating and organizing the precipitation. Specifically, they performed 

simulations using the actual topographic grid and other simulations with a reduced 

mountain elevations. They concluded that a reduction of mountain elevation decreases 

maximum precipitation by about 50% over the mountains and foothills.  

Due to the difference between the grid resolution of contemporary NWP models, 

typically between 15 and 30 km, and the scale of cumulus cells (1-10 km), NWP models 

often use cumulus parameterization schemes (CPS) to mimic the effects of cumulus 

clouds which are not resolved as they are smaller than individual model grid cells. These 

schemes attempt to trigger the convection and modify the temperature and moisture 

profiles within a model column based on the grid-scale (i.e. resolved) meteorological 

information. Common cumulus parameterization schemes are those of Betts and Miller 

(1986), Kain and Fritsch (1990), and Grell (1993). How cumulus parameterization 

schemes operate in NWP models is particularly important for hydrological applications, 

because the total volume of rainwater is sensitive to the cumulus parameterization 

scheme (Wang and Seaman, 1997). Kerkhoven et al. (2006) compared different cumulus 

parameterization schemes for an intense monsoon  rainfall event in China and Japan and 

found that the Grell scheme was the most robust, performing well at different rainfall 

intensities.  

The results of a NWP model can be quite dependent on the spatial resolution of 

the numerical grid. Intuitively, one would expect that simulations using the highest 

spatial resolution would provide the most accurate model simulation. Wang and Seaman  

(1997) and Done et al. (2004) indeed found that the finest grid resolution yielded the 

most accurate results, but Grubisic et al. (2005) and Roberts and Lean (2008) showed 

cases for which the finer grid spacing did not improve simulation accuracy. Furthermore, 

the finer grid spacing requires significantly more computation time and resources when 

performing simulations. 
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The purpose of this paper is to simulate intense Alberta summer rainstorms with 

the emphasis of evaluating the skillfulness of the model to accurately predict the spatial 

distribution of rainfall. Secondary objectives are to determine the optimum choice of 

cumulus parameterization schemes and the model’s grid resolution. An inter-comparison 

between model precipitation and rain gauge observations will be performed on the model 

grid and also integrated across the watershed basins. Three storms will be simulated using 

the Weather Research and Forecasting model. Each storm case will be simulated five 

times at 15 km grid resolution, corresponding to each of the 5 cumulus parameterization 

schemes available. A single storm will be simulated at a grid scale of 30 km using all 5 

cumulus schemes. All three storms will also be simulated at a grid resolution of 6 km, 

however only the two cumulus schemes found most accurate at 15 km resolution will be 

used for simulations at 6 km. This is to test whether increased resolution will produce a 

more accurate simulation over the two most accurate cumulus schemes at 15 km 

resolution. The model output will be examined for accuracy of location and amounts of 

precipitation, by comparing the simulated 48-hour output with the observed 48-hour 

precipitation amounts. 

 

 

2.2. Methodology and model description 

To test how well we can predict precipitation for heavy rainfall events in Alberta, 

we use the Weather Research and Forecasting (WRF) model (Michalakes et al. 1999). 

WRF features non-hydrostatic dynamics, multi-nest capability, and several physics 

options for boundary layer processes, radiation schemes, cloud microphysics, and 

cumulus parameterization schemes. Figure 2-1 shows our domain setup using an inter-

active nested domain inside the parent domain. The inner grid covers southern Alberta, 

and only the meteorological information from the inner grid was used in this study. Table 

2-1 lists the simulations performed with the model start and end times for the three 

storms when simulated using different grid resolution and cumulus parameterization 

schemes. The model simulations were initialized at 1200 UTC from the North American 

Regional Reanalysis (NARR, Mesinger et al. 2006) dataset the day before the first day 

for which precipitation was to be collected, to allow for 18 hours of model spin-up. 

Boundary conditions for the outer domain were updated every 3 hours from the NARR 

dataset. 
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The WRF model was used in an off-the–shelf manner, using the Environmental 

Modeling System’s (Rozumalski 2006) default configurations. The default configuration 

of WRF uses the Lin et al. (1983) bulk water microphysics scheme, the Noah (Skamarock 

et al. 2008) land surface scheme, and the Yonsei University planetary boundary layer 

scheme (Hong et al. 2006). The Lin et al. microphysics scheme resolves water vapor, 

cloud and precipitation processes using 6 hydrometeors: water vapor, cloud water, rain, 

cloud ice, snow, and graupel. The Noah land surface model uses atmospheric information 

from the surface layer to provide heat and moisture fluxes for 4-layers of soil. The Yonsei 

University planetary boundary layer scheme is responsible for the vertical sub-grid fluxes 

due to eddy transport in the entire vertical column. We selected the Advanced Research 

WRF dynamic model core to perform our simulations. The model has 45 vertical levels, 

with the top level at 50 mb. For more details of model choices we refer to Flesch and 

Reuter (2012). We used a 3-1 nesting option between outer and inner domains, as well as 

the same cumulus parameterization scheme for both domains for a given model 

simulation in an attempt to minimize inconsistencies at the interface of the computation 

grids (Warner et al. 1997). Three different spatial resolutions were used for the inner 

domain: 6 km, 15 km and 30 km. Other than slightly different domain setup and cumulus 

parameterization schemes, the simulations with different spatial resolutions used identical 

configurations and initialization data. Appendix A-D present brief descriptions of some 

WRF processes, such as the governing equations and grid nesting. 

 

2.2.1. Cumulus parameterization schemes 

By releasing latent heat and transporting water vapor and sensible heat, cumulus 

clouds modify the vertical profile of the environment. This takes place from subsidence 

of the environmental air, induced by the convection of mass upwards, as well as from 

detrainment of water substance from clouds (Ooyama 1971). Deep convection results in 

warming and drying of the environmental air as it is forced to sink (Yanai and Johnson 

1993). Shallow convection will moisten and cool the environmental air from the 

detrainment of water vapor that evaporates. 

Mesoscale models generally are unable to explicitly resolve convection. This is 

due to the difference in size between a cumulus cell (1-10 km) and the grid resolution of 

the numerical model (10-30 km). This results with cumulus clouds to be parameterized. 

The goal of cumulus parameterization is to determine the collective effects of cumulus 

clouds, rather than to resolve how a single cloud affects the vertical profile (Arakawa and 
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Schubert 1974). Different cumulus parameterization schemes have been developed based 

on different assumptions regarding how convection is triggered and how intense and deep 

the resulting convection. 

All cumulus schemes have a trigger mechanism, which are the requirements for 

activation of the cumulus scheme. Cumulus schemes, once activated, will change the 

vertical profile of the grid column, often by modifying the moisture and temperature 

values. The modification will continue until the closures assumptions are met, which are 

a set of requirements to deactivate the parameterized convection inside the model grid. 

Each cumulus scheme has a different trigger assumption, modification process, and 

closure assumption, though cumulus schemes may have some aspects in common. 

In this study we will perform some simulations without using a cumulus 

parameterization scheme. We will term these simulations explicit, identifying the 

simulations by the notation EX. We will compare those simulations with simulations 

using the Kain-Fritsch (KF), Bett-Miller-Janjic (BMJ), Grell–Devinji (GD) and Grell 

Three-Dimensional (G3D) cumulus parameterization schemes.  

The KF scheme is a mass-flux parameterization scheme which determines the 

strength of convection from Convective Available Potential Energy (CAPE) when deep 

convection is triggered (Kain and Fritsch 1990). It is an extension of the earlier Fritsch-

Chappell scheme (Fritsch and Chappell 1980) that modulates updraft/downdraft as well 

as entrainment and detrainment rates. The KF scheme triggers deep convection when a 

mixed parcel has positive vertical velocity over a depth that exceeds a specified cloud 

depth, typically 3 to 4 km (Kain 2003). KF mixes the air due to convection as well as 

related updrafts and downdrafts, as well as rigorously conserved mass, thermal energy, 

total moisture and momentum (Kain and Fritsch 1993). Convection triggered using the 

KF scheme will eliminate at least 90% of the CAPE over a certain amount of time, 

between 0.5 and 1 hour (Kain et al. 2003), which is the closure assumption. The removal 

of CAPE is performed by rearranging the mass in a column using the updraft, downdraft, 

and environmental mass fluxes. Once the CAPE has been removed, convective 

precipitation has been introduced into the model column. 

The Betts-Miller-Janjic scheme is the extension of the Betts-Miller scheme (Betts 

and Miller 1986). Similarly to the KF scheme, BMJ is triggered when a parcel of air 

ascends a certain distance, as well as positive CAPE. The Betts-Miller scheme then 

adjusts the atmospheric temperature and moisture structure towards a reference structure 

by using deep and shallow convection. The reference structures are pre-determined 
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profiles of temperature and moisture inside the cumulus scheme. Janjic (1994) introduced 

a cloud efficiency factor into the Betts-Miller scheme to avoid spurious deep convection 

over warm oceans, a problem which happened using the older Betts-Miller scheme. 

Vaidya and Singh (2000) compared the previous Betts-Miller scheme to that of the BMJ 

and found that BMJ was more useful for forecasting precipitation over land. Janjic (2000) 

also introduced a variable relaxation time as well as more moisture profiles. Gilliland and 

Rowe (2007) verified WRF cumulus parameterization schemes at high resolution and 

found that the BMJ scheme had difficulty producing precipitation under some 

environments, such as a warm and dry environment. The BMJ scheme has been found 

favorable in other settings, and was used operationally in the WRF-NMM at NCEP. 

The Grell-Dévényi (GD) scheme and the Grell three dimensional (G3D) scheme 

make use of ensemble parameterization with different closure assumptions and 

parameters (Grell and Dévényi 2002). The goal of the two Grell schemes are to determine 

the best configuration of an ensemble of parameters and closure schemes to feed back 

into the NWP model to statistically arrive at more accurate amount of precipitation than 

using only a single cumulus scheme. Since the Grell schemes are ensemble in nature, 

they feature numerous triggering mechanisms, adjustment processes, and closure 

assumptions, many of which are found in other parameterization schemes. From 

comparing to observed work, an optimal mixture of the subs-ensembles can be found. 

The G3D scheme was designed to be suitable for grid sizes less than 10 km (Skamarock 

et al. 2008), in addition to coarser resolutions. While there are configurations for the 

Grell schemes which the user can change to fine tune model simulations, there was no 

attempt at using anything other than the default settings during this study. 

 

2.2.2. Model Verification 

The observations used to assess precipitation were weather station archived data 

available from Environment Canada's Climate website 

(http://climate.weatheroffice.gc.ca/climateData/canada_e.html). Other observations were 

taken from the Government of Alberta; Agriculture and Rural Development 

AgroClimatic Information Service website 

(http://www.agric.gov.ab.ca/app116/stationview.jsp). These two sources of observed 

precipitation measurements account for approximately 120 observation stations used in 

this study. However, due to the low density of observation stations in Alberta, this results 

with a true observed grid resolution of approximately 60 km. Automatically recorded 
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precipitation observations can suffer from under-catchment during windy conditions 

(Colle et al. 2000), though there was no attempt to modify the observed data. The 

observation station data was interpolated to grid points of the same resolution as the 

model simulation by using the default Cressman (1959) function, Oacres, as part of the 

Grid Analysis and Display System (GrADS) mapping software 

(http://www.iges.org/grads/). While the Cressman function can suffer from producing 

more precipitation than other interpolation methods (5.7%, Hewitson and Crane 2005) 

other studies have used the Cressman function within the GrADS software (e.g. Davolio 

et al. 2009) with success. 

Evaluation of the simulated precipitation was performed in two different ways; at 

the grid point and at the observation point. 

Grid point: Each simulated grid point's 48 hour precipitation amount was 

compared to the corresponding observed grid point's interpolated 48 hour precipitation 

amount, to find the root-mean-squared-error (RMSE, Appendix E) at that grid point. The 

total RMSE was then found for each of the seven major river basins of southern Alberta 

(Fig. 2-2) below 54° N latitude. Analysis also determined the percent simulated 

precipitation compared to observed precipitation which was also performed for each river 

basin. This allowed for a spatial evaluation of each cumulus scheme in terms of over 

simulating or under simulating the precipitation amounts, while the RMSE gave 

information regarding how accurately WRF simulated the precipitation across the Alberta 

river basins. 

Observation point: The second method of evaluation compared the observed 

amount of precipitation from over 120 observation stations with the simulated 

precipitation at those observation stations. This method used known values for observed 

precipitation, while the grid-point method used interpolated values determined by the 

Cressman function. The observation point analysis was performed at three 48-hour 

precipitation accumulated thresholds; above 10 mm, 25 mm, and 50 mm. The observed 

data and the simulated data were evaluated to determine the Probability of Detection 

(POD), False Alarm Ratio (FAR), BIAS, and Equitable Threat (ET, Schaefer 1990) for 

each threshold across the entire domain, by using a 2x2 contingency table (Wilks 1995). 

POD determined the percentage of stations at which WRF correctly simulated 

precipitation when precipitation was observed. FAR determines the percentage of falsely 

simulated events of precipitation when compared to the total number of simulated 

precipitation events. BIAS determined whether WRF simulated precipitation at more 
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stations than observed, or fewer than observed. A BIAS value of 1 indicates the same 

number of stations had simulated precipitation as were observed with precipitation, 

whereas a BIAS value of 2 would imply WRF simulated twice as many stations with 

precipitation as were observed. ET determines overall skill when simulating precipitation, 

and includes a correction term which reduces the effect of a correct precipitation 

simulation by chance. An ET score of 0 indicates the same accuracy as a random 

precipitation simulation, and positive ET scores indicate some level of accuracy, while a 

perfect precipitation simulation would have ET equal to 1. Appendix F contains formulas 

for the above precipitation statistics. We focused primarily on the higher threshold of 

precipitation due to the flooding consequences of high precipitation rates.  

 

2.3. Simulation Results 

 

2.3.1. WRF 48 hour simulations using 15 km grid resolution 

In this section we present the model results for the three storm cases using 

different cumulus parameterization schemes with a 15 km resolution for the inner grid. 

The results for the most intense flooding event (storm A, 5-9 June 2005) will be 

thoroughly presented first, followed with the findings for storm B (16-19 June 2005) and 

storm C (11-14 July 2010).  

 

2.3.1.1. Rain storm A 

Storm A was part of a series of flooding events in Alberta which was analyzed by 

Ou (2008), who details the synoptic conditions of this storm in great detail; we present a 

brief synopsis of the event. On 5 June 2005 an upper-air blocking high was stationed over 

Alberta. With an upper-air trough approaching from the west, a surface low-pressure 

centre developed over Montana, forming a trough of low pressure extending into Alberta. 

A secondary low formed in this trough in south-eastern Alberta late on 6 June. This low 

moved slowly northwestwards on 8 June causing heavy precipitation across southern 

Alberta (Fig. 2-3a). Ou (2008) found that the heaviest precipitation in southern Alberta 

fell from 00 UTC 06 June to 12 UTC on 08 June, for which our analysis captured the 48 

hours of precipitation from 06 UTC 06 June through 06 UTC 08 June. The intense radar 

echoes were organized in a precipitation band that approached Alberta from the 

southwest pushing northeastwards across the province. The Oldman River basin received 

an average precipitation amount of 107 mm during the 48 hour storm. Heavy 
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precipitation fell over the foothills of the Rocky Mountains, while lighter precipitation 

occurred throughout the southern part of Alberta. The southeastern border between 

Alberta and Saskatchewan had precipitation amounts around 50 mm, considerably 

smaller than the maximum over the Oldman River basin. The northern part of the 

domain, above 52°N, received low amounts of precipitation. 

The WRF model was used to simulate storm A with five different cumulus 

parameterization schemes (EX, KF, BMJ, GD, G3D). Figure 2-3 illustrates the simulated 

48 hour rainfall amounts with the observed precipitation (Fig. 2-3a) during the same time 

period. All schemes were skillful in reproducing the major features of the spatial 

distribution of precipitation, yet there were differences in the spatial amounts of 

precipitation between simulations. The differences between the simulations and the 

observed precipitation indicate that the cumulus schemes can give very different amounts 

of precipitation compared to one another. The EX scheme (Fig. 2-3b) produced the 

maximum precipitation furthest south compared against the other two cumulus schemes 

in Figure 2-3, as well as a distinct secondary location of precipitation near the 

southeastern border with Saskatchewan. However, the EX scheme placed the zone of 

maximum precipitation (136 mm) incorrectly inside the river basin to the north, the Bow 

River, 75 km from the observed maximum. The KF scheme (Fig. 2-3c) produced more 

widespread precipitation than the EX, with precipitation further north as well as heavier 

precipitation in the southeastern part of Alberta. The zone of maximum precipitation  

(140 mm) when simulated using the KF scheme is noticeably north compared to EX, 

inside the Red Deer River basin, 170 km from the observed maximum. The BMJ scheme 

(Fig. 2-3d) simulated more intense precipitation along the foothills, with a larger 

maximum precipitation amount of 163 mm. However, the location was inside the Red 

Deer River basin, 170 km from the observed maximum. These three cumulus schemes 

produced most of their precipitation within a similar range of latitudes, between 50°N 

and 53°N, and all schemes produced the precipitation further north when compared to the 

observed precipitation. However, the simulations must be compared against the observed 

precipitation (Fig. 2-3a) which had a maximum precipitation amount of 224 mm within 

the Oldman River basin. While the BMJ scheme best simulated the maximum 

precipitation amount, the EX scheme simulated the location of maximum precipitation 

better than other schemes. It is very difficult to visually determine which cumulus scheme 

produced the most accurate precipitation when evaluated across the entire domain of 

study, so we present the precipitation statistics next. 
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Each cumulus parameterization scheme simulated different amounts of  

precipitation for the domain of study during storm A (Fig. 2-4). The BMJ and KF 

schemes simulated more domain averaged precipitation than what was observed, with 

BMJ simulating 122% of the observed volume and KF simulating 132%. The KF scheme 

has been noted to over-simulate precipitation amounts from an overactive triggering of 

the cumulus scheme (e.g. Colle et al. 2003; Gochis et al. 2003; Liang et al. 2004; Wang 

and Seaman 1997). The EX scheme simulated the closest amount of precipitation at 

101% of the observed amount. GD simulated 106% while G3D simulated 109%. The 

river basins with low amounts of observed precipitation, such as the Athabasca (4 mm) 

and North Saskatchewan received more simulated precipitation than was observed. When 

assessed over the entire domain, all cumulus schemes either properly simulated the 

amount of precipitation, or simulated more precipitation than was observed. 

 The domain average analysis (Table 2-2) shows that EX had the lowest RMSE at 

29 mm with KF the next closest at 32 mm. BMJ had the highest error with 39 mm. KF 

simulated 32% more precipitation than was observed, yet had lower RMSE values than 

some cumulus schemes which better simulated the total amount of precipitation. The KF 

scheme was able to simulate precipitation more accurately compared to some of the other 

cumulus schemes in order to accomplish this, though the EX scheme was more accurate 

than KF when analyzed across the grid points. 

 The Oldman River received the most precipitation during this storm, at 107 mm 

when averaged across all grid points inside the river basin. While simulating only 58% of 

the observed basin precipitation (Table 2-3), KF simulated more precipitation than any 

other cumulus scheme for this river basin. The next closest was EX at 42%. KF had the 

lowest RMSE value (60 mm), with EX the next closest at 73 mm. GD, G3D, and BMJ 

performed similarly for this river basin, with 30%, 29%, and 29% respective simulated 

precipitation when compared to observed. Their RMSE values were also similar, with 

GD with 83 mm, G3D with 84 mm, and BMJ with 88 mm. The KF cumulus 

parameterization scheme simulated this river basin more accurately than the remaining 

cumulus schemes, by having the lowest RMSE value. 

 Table 2-4 shows the results from the observation point analysis for each cumulus 

scheme with the three different precipitation accumulation thresholds. The table shows 

similar results as the grid point analysis above. Due to KF and BMJ both simulating more 

precipitation than observed, both of these schemes would be expected to have a higher 

POD and BIAS values than the other schemes, which is observed in Table 2-4. It would 
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also be expected that KF and BMJ would have a higher FAR value than other schemes, 

due to simulating more precipitation than being observed, and thus falsely simulating 

more precipitation as well. This was the case for BMJ, but not for KF. KF was able to 

maintain a low FAR, at all thresholds, while simulating 32% more precipitation than was 

observed. Though KF had high POD (0.77) and low FAR (0.41) at the highest 

precipitation threshold, the EX scheme had slightly higher ET scores across the 25 mm 

(0.43) and 50 mm (0.39) threshold analysis than KF (0.39, 0.38), thus EX was slightly 

more accurate when simulating the precipitation from this storm when analyzed across 

the observation points. The BMJ, GD, and G3D schemes all had similar ET scores at 

0.23, 0.21, and 0.23 respectively, at the highest precipitation threshold. The observation 

point analysis using POD, FAR, BIAS, and ET shows that EX and KF were able to 

simulate this storm more accurately than the other cumulus schemes. 

Table 2-4 illustrates some general results when precipitation is analyzed using 

different precipitation thresholds. ET scores were generally higher at the 25 mm 

threshold than at both the 10 mm and 50 mm thresholds for all schemes. This is 

consistent with other studies (e.g. Cherubini et al. 2002), though Colle et al. (1999 and 

2000) had the highest ET values at the lowest threshold when simulating precipitation 

over the Pacific Northwest. In addition, cumulus schemes generally had lower POD and 

higher FAR at higher thresholds which lead to lower ET scores. Other studies have found 

that numerical weather prediction models have higher FAR and lower POD and ET 

scores at higher precipitation thresholds (e.g. McBride and Ebert 2000)  

 

2.3.1.2. Rain storm B 

 Storm B followed a common pattern for heavy rainfall over Alberta. A cutoff 

cold low supported a well developed surface low pressure centre. The vertically stacked 

system slowly moved northwards from Montana into southern Alberta. During the early 

stage, the system was quite convective and contained lightning, hail and squall lines 

across southern Alberta (Ou 2008). This storm produced an observed 48 hour maximum 

rainfall accumulation of 152 mm at Spring bank, about 25 km northwest of Calgary, and 

it was estimated that an area of about 50000 km2 received ≥ 50 mm of rain (Ou 2008). 

 Storm B was simulated with the WRF model using five different cumulus 

parameterization schemes at a 15 km grid resolution. Figure 2-5 illustrates the simulated 

48 hour precipitation field with the observed precipitation (Fig. 2-5a). The most intense 

rainfall from storm B occurred over the Red Deer River basin, with a basin-averaged 
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amount of 56 mm. This is about half the maximum rainfall observed for storm A, which 

averaged 107 mm across the Oldman River basin, though the Red Deer River basin is 

approximately twice as large as the Oldman River basin. Storm B had a larger amount of 

precipitation over the entire domain (36 mm) than storm A (30 mm), for the same length 

of time, 48 hours. 

 As for storm A, with the exception of the EX scheme (97% of observed), each 

cumulus parameterization scheme simulated storm B with more precipitation that was 

observed. Figure 2-6 shows the differences between each cumulus scheme and the river 

basin receiving the precipitation, as well as the RMSE values. For storm B, the EX and 

BMJ schemes had the largest domain averaged RMSE, at 30 mm and 25 mm (Table 2-2). 

The RMSE values were generally lower than for storm A. The EX scheme correctly 

simulated the amount of precipitation but was not able to simulate the precipitation in the 

correct location, gaining the highest (i.e. poorest) RMSE values, and was the least 

accurate scheme to simulate storm B when analyzed across the grid points. BMJ, which 

simulated 29% more precipitation than was observed, was slightly more accurate than 

EX. KF, G3D, and GD all performed similarly to one another; GD had the lowest RMSE 

value (21 mm), while G3D simulated a more correct amount of precipitation between 

these three schemes. The RMSE values for KF (23 mm) and G3D (22 mm) were close to 

each other in value, and lower than EX and BMJ. KF simulated the most precipitation of 

these three schemes, but had errors approximately the same as G3D. The GD scheme 

simulated this storm the most accurately when analyzed using the grid point method over 

the entire domain, with the lowest RMSE and a relatively correct amount of precipitation 

(119%) compared against the observed amount. 

 The Red Deer River basin received the greatest amount of precipitation during 

storm B (Table 2-3). GD closely simulated the amount of observed precipitation at 102% 

and had the lowest RMSE for this basin (22 mm). EX has the highest RMSE (34 mm), 

further indicating EX simulating this storm with lower accuracy than the other schemes. 

KF simulated this river basin with the second lowest RMSE (25 mm), with G3D close 

behind (26 mm). The BMJ scheme over simulated (123%) the precipitation for this basin, 

and had a high RMSE of 29 mm. GD performed the most accurately at the river basin 

which received the most precipitation, with the lowest RMSE and most accurate amount 

of precipitation when compared to the observed amount. 

 For storm B, the observation point precipitation analysis shows that KF and GD 

simulated this storm the most accurately. Table 2-5 shows the results for each scheme, at 
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the highest precipitation threshold. KF had the highest POD at the 50 mm threshold 

(0.92), and also the lowest FAR compared to the other schemes at 0.49. Even with a high 

BIAS of 1.81, KF had the highest ET score of 0.37 and was the most accurate scheme 

when evaluated using the observation point analysis. GD was the second most accurate 

scheme, with an ET of 0.33. EX simulated the storm with the least accuracy among the 

five cumulus schemes, with a lower POD (0.54) than FAR (0.59), which lead to the 

lowest ET score for this storm (0.19). BMJ had a relatively average POD (0.81) and high 

FAR (0.58) the highest BIAS (1.92) which led to a low ET of 0.25. G3D performed 

similarly to BMJ, with lower POD but more accurate BIAS. 

 

2.3.1.3. Rain storm C 

 Of the three storms in this study, storm C was the most convective in nature. We 

present a brief synopsis of the storm; for an in-depth description of this event we refer to 

Smith 2011. The upper air analysis of storm C showed diffluence at 250 and 500 mb, 

implying upwards movement of air. There is an exit region of the 250 mb jet in southern 

Alberta, further showing ascent of air. A cold front aligned northeast to southwest 

produced numerous thunderstorms across central and southern Alberta, producing 

significant damage. The Strathmore Radar recorded radar reflectivity values above 55 

dBZ passing over the metropolitan city of Calgary, which indicates heavy precipitation 

with large hail. The observed hails sizes were up to 4 cm in diameter. These large hail 

stones produced damage to structures, vehicles, trees, and crops. The total insurance 

claims by Calgarians were $400 million (Phillips 2010). This storm also produced heavy 

precipitation over the North Saskatchewan River basin, with an average of 47 mm of rain. 

While this amount is far less than the precipitation which storms A and B produced for 

the river basin with the heaviest precipitation, the North Saskatchewan River basin was 

the largest basin we studied, and a lower precipitation value would be expected when 

sampled over a much larger area.  

 Storm C was simulated with the WRF model using five different cumulus 

parameterization schemes and a grid resolution of 15 km. Figure 2-7 illustrates the 

simulated 48 hour precipitation field with the observed precipitation (Fig. 2-7a). 

Storm C had the largest differences in precipitation when simulated using the five 

cumulus schemes compared to storm A and B. The large differences in precipitation by 

these cumulus parameterization schemes may have been caused by the triggering 

mechanism for each scheme when stabilizing the atmosphere. This storm was 
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convectively unstable, with nearly 400 J/kg of Convective Available Potential Energy 

determined from the 1200 UTC 12 July 2010 sounding from Stony Plain near Edmonton. 

Since each cumulus parameterization scheme uses different triggering mechanism as well 

as closure assumptions, environments which favor convective days may be simulated 

very differently by different cumulus parameterization schemes. 

 From the domain average values (Fig. 2-8), both the EX and KF schemes 

simulated the precipitation close to the observed amount (97% and 109%). BMJ over-

simulated with 115% of the observed precipitation amount when averaged over the entire 

domain (Table 2-2), while GD and G3D both simulated less than observed, at 73% and 

78%. EX averaged the lowest RMSE of 20 mm, while the other four cumulus schemes 

averaged 23 mm. Storm C had a similar amount of precipitation when averaged across all 

grid points inside the domain (31 mm) as storm A (30 mm), while storm C had lower 

RMSE values when analyzed across the domain. The EX scheme simulated this storm the 

most accurately when analyzed using the grid point analysis across the domain of study, 

with the KF and BMJ scheme slightly less accurate. 

 The North Saskatchewan river basin received the most precipitation during this 

storm, with an average of 47 mm of precipitation across all grid points inside the river 

basin (Table 2-3). EX (KF) simulated 100% (102%) of the observed precipitation, and 

had a RMSE value of 24 mm (26 mm). The other three schemes simulated the heaviest 

precipitation river basin with similar RMSE values between 29 mm and 30 mm. 

However, the BMJ scheme simulated more precipitation than was observed (118%) while 

GD and G3D both simulated much less precipitation (61% and 67%). With low RMSE 

and accurate simulation of the accumulated precipitation, the North Saskatchewan River 

basin was simulated the most accurately using the EX scheme, with the KF having 

slightly less accuracy using the grid point analysis. 

 Storm C was analyzed for accuracy by using the observation point analysis for a 

precipitation threshold of 50 mm (Table 2-5). The BMJ scheme had the greatest POD 

value (0.57), with KF and EX the next closest at 0.43. Even while simulating more 

precipitation than observed, the BMJ scheme managed a relatively low FAR (0.50) 

compared against the other cumulus scheme simulations of this storm. With the greatest 

POD and relatively low FAR, BMJ had the highest ET score for this storm (0.24), with 

EX and KF slightly less accurate (0.23 and 0.20). The GD and G3D had very low BIAS 

scores, indicating very little simulated precipitation, which resulted in low POD and high 
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FAR scores. The observation point analysis shows that the EX, BMJ, and KF scheme all 

simulated this storm with similar skill.  

 Numerical simulations of storm C revealed some weakness in capturing the 

spatial distribution of the observed rainfall. The POD values for storm C were relatively 

low in comparison to storm A and storm B. This led to cumulus schemes generally 

having lower ET scores for storm C than for A and B. In addition, the GD and G3D 

schemes simulated this storm poorly, simulating much less precipitation than was 

observed indicated from small BIAS values. The lack of precipitation resulted in ET 

scores only marginally above zero for the GD and G3D schemes. While it has been noted 

that the Grell cumulus parameterization scheme has skillfully simulated heavy 

precipitation (e.g. Kerkhoven et al. 2006; Yang and Tung 2003), the Grell scheme has 

also been noted to underperform (e.g. Ratnam and Kumar 2005), often simulating a drier 

and colder atmosphere than observed (Gochis et al. 2000). 

 

2.3.2. WRF 48 hour forecasts using 30 km grid resolution 

 In the previous section, different cumulus parameterization schemes were 

compared using a numerical grid resolution of 15 km. It is of interest to determine 

whether simulations performed using different grid resolutions in result with similar 

findings. This section presents our findings for storm A when simulated using the course 

grid resolution of 30 km. 

 Figure 2-9 shows the spatial distribution of the 48 hour simulated precipitation 

amounts for storm A using the KF scheme at different grid resolutions. The 30 km 

resolution (Fig. 2-9d) had skill when simulating this storm, though comparing with the 

observations (Fig. 2-9a) it is clear that the 30 km simulation is lacking areas of heavy 

precipitation. Figure 2-10a shows the percentage of simulated precipitation compared to 

observed precipitation. Comparing this figure, with storm A15 on Figure 2-4a, river 

basins which were simulated at 15 km grid resolution with a high percentage of simulated 

precipitation, such as the Athabasca and North Saskatchewan River basin, were simulated 

with even more of a difference at a resolution of 30 km. At 30 km resolution, each 

cumulus scheme simulated more precipitation across the domain than was observed. The 

values range from the EX scheme with the closest value at 116% of observed, to KF with 

137% of observed (Table 2-6). No scheme showed improvement in simulating the total 

amount of precipitation over the river basins when simulated with a coarse resolution of 

30 km compared to a grid resolution of 15 km. 
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 The A30-EX simulation had a lower RMSE value (Table 2-6) than the A15-EX 

simulation (Table 2-2) when averaged across the domain, while the remaining schemes 

had higher errors for the lower resolution simulation. KF and BMJ had marginally higher 

errors at 30 km resolution than for 15 km resolution, but were lower in the magnitude of 

difference than GD and G3D. Generally, the cumulus schemes are more accurate at the 

grid resolution of 15 km rather than 30 km when evaluated using the grid-point analysis. 

In addition, the 15 km simulations better simulated the domain averaged precipitation 

amounts, whereas the 30 km simulations all over-simulated the precipitation. 

 The Oldman River basin had the heaviest precipitation for this storm, and EX had 

simulated this basin with high accuracy at 15 km resolution. When analyzed across the 

Oldman River basin, the EX and BMJ schemes were slightly more accurate when 

simulated at a resolution of 30 km, with lower RMSE values (Table 2-6), than for a 

resolution of 15 km (Table 2-3). However the remaining three cumulus parameterization 

schemes (KF, GD, G3D) had less accuracy when simulated at 30 km resolution across the 

Oldman River basin. 

 There were differences between the POD, FAR, BIAS, and ET when simulating 

storm A at 15 km (Table 2-5) and at 30 km resolution (Table 2-6). The EX scheme was 

the only simulation at 30 km resolution to have a higher POD (0.73) than for the same 

simulation using 15 km grid resolution (0.63). This may have been due to the larger 

BIAS value for the 30 km simulation (1.37) than at 15 km (0.93). An increase in BIAS 

indicates more precipitation which could increase the POD value if the precipitation is 

simulated where it is also observed. However, other schemes experienced a larger BIAS 

at 30 km resolution without increasing the POD; G3D had a BIAS of 0.87 at 15 km 

resolution and a BIAS of 1.43 at 30 km resolution, though experienced a decrease in 

POD. The higher BIAS values also caused much greater FAR values at the grid 

resolution of 30 km than at 15 km for all schemes. Generally, the 30 km grid resolution 

simulations had lower POD and ET, and higher BIAS, FAR, and RMSE than the same 

simulation using a grid resolution of 15 km. All schemes showed a decrease in accuracy 

when simulating this storm at the coarse resolution. 
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2.3.3. WRF 48 hour forecasts using 6 km grid resolution 

 

2.3.3.1. Rain storm A 

 Storm A was simulated at different resolutions (Fig. 2-9) to determine how grid 

resolution can affect the output precipitation. The EX and KF schemes were simulated at 

a grid resolution of 6 km and compared against the same storm event at 15 km resolution. 

While WRF simulated this storm at 6 km resolution successfully (Fig. 2-9b), it was not 

known if a refinement of resolution results in more accurate precipitation coverage. The 

EX scheme had a much larger change in simulated precipitation than the KF scheme 

when the grid resolution was changed from 15 km to 6 km. A6-EX (Table 2-7) simulated 

118% of the observed precipitation, while A15-EX (Table 2-2) simulated 101%. A6-KF 

simulated 133% of the observed precipitation, while A15-KF simulated 132%. For storm 

A, increasing the resolution resulted with a simulation with more precipitation, and the 

EX scheme was more accurate simulating the total precipitation across the grid points 

inside the domain than the KF scheme. 

 The high resolution 6 km simulations had higher errors than the 15 km 

simulations. The domain averaged RMSE for A6-EX was 35 mm (Table 2-7), compared 

to A15-EX with 29 mm (Table 2-2). The KF simulations show similar behavior. Higher 

resolution simulations often suffer from larger errors when evaluated at the individual 

grid points (Mass et al. 2002). This is because higher resolution corresponds to smaller 

grid points, and small displacement differences in the precipitation field will yield a 

larger error than compared to a coarser resolution. 

 For the observation point analysis, A6-EX had lower POD at 6 km (0.57, Table 

2-7) than at 15 km resolution (0.63, Table 2-5) and  higher FAR at 6 km (0.47) than 15 

km (0.32). This led to a lower ET score at 6 km resolution (0.26) than 15 km (0.39). The 

KF simulation experienced similar changes between the resolutions, though was less 

accurate than EX, with higher RMSE, FAR, and BIAS. While KF also had higher POD 

than EX, the KF scheme had a lower ET value at 6 km resolution. This storm was 

simulated with less accuracy at 6 km resolution for both schemes than at 15 km 

resolution, though EX simulated this storm with higher accuracy than KF using 6 km grid 

resolution. Among the three different grid resolutions and five cumulus parameterization 

schemes, this storm was best simulated at 15 km resolution by using the EX scheme, with 

the KF scheme being slightly less accurate at a 15 km resolution.  
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2.3.3.2. Rain storm B 

 Storm B was simulated at 6 km grid resolution using the KF and EX cumulus 

parameterization scheme. Figure 2-11 illustrates the observed precipitation amount as 

well as when simulated using the KF scheme. Both schemes successfully simulated this 

storm, though it is difficult to visually determine if the storm was more accurately 

simulated at 6 km resolution than at 15 km resolution (Fig. 2-5).  

 B6-EX (B15-EX) simulated 103% (97%) of the total observed precipitation that 

occurred over the entire domain, while B6-KF (B15-KF) simulated 110% (122%), as 

shown in Table 2-7 (Table 2-2). EX had RMSE values of 30 mm at 15 km resolution, 

which was reduced to 25 mm for 6 km. KF showed a much smaller improvement 

between the two simulations, decreasing from 23 mm at 15 km resolution to 22 mm at 6 

km resolution. Storm B, when simulated using a grid resolution of 6 km, resulted with 

more accuracy for the total precipitation than for a simulation using 15 km resolution 

when evaluated for the grid points inside the domain. 

 The EX scheme, at 6 km grid resolution, had a higher POD (0.73, Table 2-7) 

when compared to the 15 km grid resolution simulation (0.54, Table 2-5). The EX 

scheme also had lower FAR and higher ET when simulated at the finer resolution. 

While the KF simulations at 15 km resolution had higher POD values, it also had higher 

FAR values than was simulated at 6 km resolution. Consequently, the ET score for the 

KF simulations did not change between the 6 km resolution and 15 km resolution, both 

resulting with 0.37. The observation point precipitation analysis shows that a simulation 

of storm B at 6 km grid resolution would be more accurate when using the EX scheme, 

than at 15 km grid resolution. The KF scheme showed minor improvement in accuracy 

when the resolution was changed from 15 km to 6 km. While both KF and EX simulated 

this storm with the same ET score using 6 km grid resolution, the KF scheme was more 

accurate with a lower RMSE of 22 mm compared to EX with 25 mm, thus having more 

accuracy. 

 

2.3.3.3. Rain Storm C 

 Storm C was simulated at 6 km grid resolution using the KF and EX scheme. 

While each scheme was able to simulate the precipitation (Fig. 2-11), it is difficult 

visually determine if increased resolution more accurately simulated the precipitation 

when compared against simulations of 15 km grid resolution (Fig. 2-7). At 6 km (15 km) 

resolution, the EX scheme simulated 115% (97%) of the observed precipitation, as shown 
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in Table 2-7 (Table 2-2). Simulating storm C at 6 km using the EX scheme resulted with 

a less accurate total precipitation when evaluated across the entire basin. The KF scheme 

showed a slight improvement when simulated at higher resolution, simulating 99% 

(109%) at 6 km (15 km) grid resolution. However, there were higher errors for the higher 

resolution simulations. C6-EX had a RMSE of 25 mm, compared to C15-EX with RMSE 

of 20 mm. KF had similar results, with a RMSE value of 26 mm at 6 km resolution and 

23 mm at 15 km resolution. 

 For the highest precipitation threshold, at 6 km grid resolution, both EX and KF 

had nearly identical ET scores, at 0.27, which were higher than the ET score for the same 

storm when simulated at 15 km resolution (Table 2-5). When compared against the 15 

km simulations, the EX scheme had higher POD and FAR values at 6 km resolution, 

whereas KF had higher POD and lower FAR at the higher resolution. While both 

schemes had higher ET score at the 6 km grid resolution, KF had a larger increase than 

EX when compared to the ET score of the 15 km simulations. Both schemes simulated 

storm C with very similar levels of accuracy at 6 km simulations, with nearly identical 

ET and RMSE values. The observation point and grid point analysis show that the EX 

scheme was slightly more accurate than KF at the higher resolution. 

 

2.4. Discussion and Conclusions 

The WRF model was used to simulate three heavy rainfall events over southern 

Alberta using 5 different cumulus parameterization schemes and three different grid 

resolution. The model results show that using a grid resolution of 15 km provides a 

compromise between computational efficiency and accurate resolution of the observed 

precipitation field. Refining the grid resolution from 15 km to 6 km drastically increases 

the computation time, while the accuracy of the precipitation distribution is only slightly 

better than simulations of 15 km grid resolution, with the difference in accuracy 

depending on the cumulus scheme. The EX scheme showed a slight improvement in 

accuracy for higher resolution simulations, while the KF showed less improvement. 

Our finding was that for heavy rainfall events it is best to either use the Kain-

Fritch (KF) cumulus parameterization scheme, or alternatively, use the explicit scheme 

which does not parameterize convection. The KF scheme and the explicit scheme 

consistently had low errors, high probability of detection and equitable threat. GD and 

G3D simulated very similar to each other and had less skill than KF and EX for these 

three storms. BMJ simulations were also less accurate than using the KF and EX. 
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When comparing the 6 km resolution simulations against 15 km, some interesting 

findings emerged. Storm A was better simulated using the EX or KF scheme at 15 km 

resolution rather than at 6 km. Storm B was simulated more accurately using the EX 

scheme at 6 km resolution than at 15 km, while the KF scheme only showed a marginal 

increase in accuracy when simulated at higher resolution. Storm C, when simulated using 

the KF scheme at 6 km resolution, had more accuracy than at 15 km resolution. The EX 

scheme also showed some improvement for this storm, but not as much improvement as 

KF. However, the EX scheme appeared to be more sensitive to changes in horizontal 

resolutions for the other storms than the KF scheme, which did not exhibit as many 

changes between the 6 km resolution simulations and those at 15 km. 

Of the true cumulus parameterization schemes (non-Explicit), the KF cumulus 

parameterization scheme best simulated the heavy precipitation events across Alberta 

during the summer season. The strength of the KF scheme has been observed in other 

work (e.g. Gochis et al. 2002). The KF scheme is thought to simulate convective 

precipitation more accurately because the scheme conserves mass while using the 

parameterization of convective downdrafts (Gochis et al. 2002) as well as using CAPE as 

part of the closure assumptions (Wang and Seaman 1997). 

 While the results indicate that these three heavy precipitation storms were 

generally better simulated when using the finer grid resolution of 6 km, the increase in 

accuracy was marginal. An objective of this project was to determine whether finer 

resolution would result in higher accuracy for precipitation events. However, the user of 

the model needs to consider the additional resources required to process a higher 

resolution simulation. The 15 km resolution simulations required slightly longer than 1 

hour of computational time to perform a simulation on a new computer from 2010, from 

start to finish. The computer was a 32-bit machine, using 4 CPU’s, and 4 GB of ram. The 

6 km resolution simulations required a different computer, which used 8 processors and 8 

GB of ram, and consumed over 18 hour of computational time to start and finish each 

storm simulation. While a researcher may prefer a higher resolution simulation that takes 

more than half a day to perform, an operational flood forecaster may choose the coarser 

resolution with similar accuracy to give them more time to prepare any warnings that 

may be required. 
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2.5. Tables 

Table 2-1: WRF simulation initialization and end time for storms A, B, and C, using 

different cumulus parameterization schemes and grid resolutions for the nested 

domain. The model simulation (e.x. A6) is the combination of the grid resolution (6 km) 

for the particular storm (A). Model precipitation was accumulated for the nested 

domain starting from 06 UTC the day following initialization, and ended 48 hours later. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Model 

simulation
Initialization time End time

Grid 

spacing 

(km)

Cumulus 

Parameterization schemes 

used

A6 12 UTC 5 Jun 2005 9 UTC 8 Jun 2005 6 EX, KF

A15 12 UTC 5 Jun 2005 9 UTC 8 Jun 2005 15 EX, KF, BMJ, GD, G3D

A30 12 UTC 5 Jun 2005 9 UTC 8 Jun 2005 30 EX, KF, BMJ, GD, G3D

B6 12 UTC  16 Jun 2005 9 UTC 19 Jun 2005 6 EX, KF

B15 12 UTC  16 Jun 2005 9 UTC 19 Jun 2005 15 EX, KF, BMJ, GD, G3D

C6 12 UTC  11 Jul 2010 9 UTC 14 Jul 2010 6 EX, KF

C15 12 UTC 11 Jul 2010 9 UTC 14 Jul 2010 15 EX, KF, BMJ, GD, G3D
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Table 2-2: Domain averaged verification results for storms A, B, and C, when simulated 

at 15 km grid resolution. Storm A had an observed domain average precipitation 

accumulation of 30 mm, Storm B 36 mm, and Storm C 31 mm. Bolded values indicate 

the two most accurate cumulus options for the given analysis.  

 

 

 

 

 

 

Table 2-3: Verification results for Storm A, B, and C, when simulated at 15 km grid 

resolution, for the river basin which received the most precipitation for the given storm. 

Storm A was over the Oldman with observed average precipitation of 107 mm, Storm B 

for Red Deer with 56 mm, and Storm C for North Saskatchewan with 47 mm. Bolded 

values indicate the two most accurate cumulus option for the given analysis. 

 

 

 

 

Storm Statistic EX BMJ KF GD G3D

Average precipitation (mm) 30 37 39 32 33

RMSE (mm) 29 39 32 34 34

Percent simulated of observed (%) 101 122 132 106 109

Average precipitation (mm) 35 47 44 43 42

RMSE (mm) 30 25 23 21 22

Percent simulated of observed (%) 97 129 122 119 116

Average precipitation (mm) 30 35 34 22 24

RMSE (mm) 20 23 23 23 23

Percent simulated of observed (%) 97 115 109 73 78

Storm 

A15

Storm 

B15

Storm 

C15

Storm Statistic EX BMJ KF GD G3D

Average precipitation (mm) 45 31 61 33 31

RMSE (mm) 73 88 60 83 84

Percent simulated of observed (%) 42 29 58 30 29

Average precipitation (mm) 40 69 66 57 49

RMSE (mm) 34 29 25 22 26

Percent simulated of observed (%) 72 123 118 102 87

Average precipitation (mm) 47 55 48 28 31

RMSE (mm) 24 29 26 30 30

Percent simulated of observed (%) 100 118 102 61 67

Storm A15: 

Oldman River

Storm B15: Red 

Deer

Storm C15: North 

Saskatchewan
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Table 2-4: Precipitation scores for storm A when simulated at 15 km grid resolution, for 

three precipitation thresholds. Bolded values indicate the two most accurate cumulus 

schemes for the given analysis. 

 

 

 

 

Table 2-5:  Precipitation scores for storm A, B, and C, when simulated at 15 km grid 

resolution, at the highest precipitation threshold of 50 mm. Bolded values indicate the 

two most accurate cumulus schemes for the given analysis. 

 

 

Threshold (mm) EX BMJ KF GD G3D

10 0.90 0.93 0.95 0.86 0.81

25 0.77 0.80 0.88 0.71 0.73

50 0.63 0.53 0.77 0.53 0.47

10 0.27 0.35 0.28 0.31 0.34

25 0.23 0.35 0.32 0.38 0.39

50 0.32 0.50 0.41 0.53 0.46

10 1.25 1.42 1.32 1.25 1.23

25 1.00 1.23 1.29 1.14 1.20

50 0.93 1.07 1.30 1.13 0.87

10 0.34 0.22 0.35 0.26 0.18

25 0.43 0.32 0.39 0.25 0.24

50 0.39 0.23 0.38 0.21 0.23

POD

FAR

BIAS

ET

Storm Statistic EX BMJ KF GD G3D

POD 0.63 0.53 0.77 0.53 0.47

FAR 0.32 0.50 0.41 0.53 0.46

BIAS 0.93 1.07 1.30 1.13 0.87

ET 0.39 0.23 0.38 0.21 0.23

POD 0.54 0.81 0.92 0.85 0.77

FAR 0.59 0.58 0.49 0.51 0.58

BIAS 1.31 1.92 1.81 1.73 1.85

ET 0.19 0.25 0.37 0.33 0.24

POD 0.43 0.57 0.43 0.03 0.10

FAR 0.43 0.50 0.50 0.80 0.70

BIAS 0.77 1.13 0.87 0.17 0.33

ET 0.23 0.24 0.20 0.00 0.02

A15

B15

C15
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Table 2-6: Verification results between different cumulus parameterization schemes 

when simulating storm A at 30 km grid resolution. POD, FAR, BIAS, and ET values 

were calculated at a precipitation threshold of 50 mm. Bolded values indicate an increase 

in accuracy from the same storm simulated at 15 km grid resolution. 

 

 

 

 

 

 

 

 

 

 

 

 

Statistic EX BMJ KF GD G3D

Domain averaged precipitation 

accumulation (mm)
33 37 39 36 38

Domain averaged precipitation RMSE 

(mm)
27 41 37 44 46

Domain averaged percent simulated 

precipitation of observed
116 129 137 127 133

Oldman River basin precipitation 

(mm)
60 32 57 20 21

Oldman River basin RMSE (mm) 62 86 63 98 97

Oldman River basin Percent simulated 

precipitation  of observed 
54 29 51 18 19

Probability of Detection (POD) 0.73 0.43 0.67 0.33 0.30

False Alarm Ratio (FAR) 0.46 0.66 0.57 0.76 0.79

BIAS 1.37 1.27 1.57 1.37 1.43

Equitable Threat (ET) 0.32 0.10 0.20 0.02 -0.01



34 

 

 

Table 2-7: Verification results between the Explicit (EX) and Kain-Fritsch (KF) cumulus 

parameterization scheme for storm A, B, and C, when simulated at a grid resolution of 6 

km. POD, FAR, BIAS, and ET were calculated at a precipitation threshold of 50 mm. 

The 48 hour domain averaged observed precipitation amounts were 32 mm for Storm A, 

39 mm for storm B, and 33 mm for storm C. Bolded values indicate an increase in 

accuracy from the same storm simulated at 15 km grid resolution. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Statistic A6EX A6KF B6EX B6KF C6EX C6KF

Domain averaged precipitation 

accumulation (mm)
38 42 40 43 38 33

Domain averaged precipitation RMSE 

(mm)
35 41 25 22 25 26

Domain averaged percent simulated 

precipitation of observed 
118 133 103 110 115 99

Probability of Detection (POD) 0.57 0.67 0.73 0.85 0.63 0.50

False Alarm Ratio (FAR) 0.47 0.52 0.42 0.46 0.49 0.40

BIAS 1.07 1.40 1.27 1.58 1.23 0.83

Equitable Threat (ET) 0.26 0.24 0.37 0.37 0.27 0.27
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2.6. Figures 

 

Figure 2-1: Numerical Weather Prediction domain setup using an outer grid resolution 

of 45 km, and inner grid resolution of 15 km. All precipitation data used for analysis is 

from Alberta land south of 54° N latitude inside the 15 km grid. 
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Figure 2-2: Major river basins of Alberta, Canada. The seven used in this study, ordered 

form the largest area to smallest, are the North Saskatchewan, Red Deer, Bow River, 

Athabasca, Oldman, South Saskatchewan, and Milk River.  
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Figure 2-3:  48 hour precipitation amounts for Storm A for (a) the observed precipitation interpolated to 15 km resolution, and 

the simulations using 15 km grid resolution with the following cumulus parameterization scheme: (b) Explicit scheme, (c) Kain-

Fritsch, (d) Betts-Miller-Janjic. 
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Figure 2-4: Precipitation verification statistics, for storm A, at each river basin, simulated 

at 15 km grid resolution. Percent simulated precipitation of observed (a) and RMSE 

values (b) for each cumulus scheme. Observed basin precipitation values are indicated 

below the basin name in (a).
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Figure 2-5:  48 hour precipitation amounts for Storm B for (a) the observed precipitation interpolated to 15 km resolution, and 

the simulations using 15 km grid resolution with the following cumulus parameterization scheme: (b) Explicit scheme, (c) Kain-

Fritsch, (d) Betts-Miller-Janjic.
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Figure 2-6: Precipitation verification statistics, for storm B, at each river basin, simulated 

at 15 km grid resolution. Percent simulated precipitation of observed (a) and RMSE 

values (b) for each cumulus. Observed basin precipitation values are indicated below the 

basin name in (a).
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Figure 2-7:  48 hour precipitation amounts for Storm C for (a) the observed precipitation interpolated to 15 km resolution, and 

the simulations using 15 km grid resolution with the following cumulus parameterization scheme: (b) Explicit scheme, (c) Kain-

Fritsch, (d) Betts-Miller-Janjic.
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Figure 2-8: Precipitation verification statistics, for storm C, at each river basin, simulated 

at 15 km grid resolution. Percent simulated precipitation of observed (a) and RMSE 

values (b) for each cumulus scheme. Observed basin precipitation values are indicated 

below the basin name in (a). 
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Figure 2-9:  48 hour precipitation amounts for Storm A when simulated at three different grid resolutions. The observed 

precipitation interpolated to 15 km resolution (a), and simulations using the Kain-Fritsch cumulus parameterization scheme at 

the following resolutions: (b) 6 km, (c) 15 km, (d) 30 km. 
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Figure 2-10: Precipitation verification statistics, for storm A, at each river basin, 

simulated at 30 km grid resolution. Percent simulated precipitation of observed (a) and 

RMSE values (b) for each cumulus scheme across all river. 
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Figure 2-11: 48 hour precipitation amounts for storm B and storm C when simulated using 6 km grid resolution. Observed 

precipitation for storm B (a) and storm C (b) are above the simulated precipitation amounts when using the Kain-Fritsch cumulus 

scheme for storm B (c) and storm C (d).
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Chapter 3: Verification of daily WRF forecasts for Alberta 

 

3.1. Introduction 

 Diverse geography and the potential effects resulting from it characterize 

Alberta, Canada. The Rocky Mountains along the western boundary have a direct impact 

on weather due to their large elevation profiles (e.g. Reuter and Nguyen 1993). Plains in 

the east provide a different geography from the foothills and mountains in the western 

regions. The juxtaposition of these regions promotes storm development, resulting in 

convective summers often capable of producing severe conditions. Alberta summer 

temperatures reach above 30 °C, while winter temperatures occasionally drop below 

 -40 °C. Sustained heavy winds in the lee of the Rockies are harvested for electricity by 

wind farms. With such diverse weather conditions, accurate forecasts are important; both 

economically and for quality of life. Verification of any numerical weather prediction 

(NWP) model being used in Alberta is therefore important. 

 A NWP model can produce a forecast for atmospheric conditions including 

winds, temperatures, and precipitation. However, until any model forecast has been 

compared statistically against daily observations, a process called verification, the 

accuracy of its forecast is unknown. While the equations that govern fluid dynamics have 

long been known, early attempts to use these equations for producing a forecast failed 

(Richardson 1922). Today, computational power can solve these equations with greater 

precision; however, the resulting numerical forecasts are often different than what is 

observed.  

 Several factors affect the forecast accuracy of NWP models. The 2-meter 

temperature is often verified for accuracy (e.g. Dallavalle and Dagostaro 2004; Mass et 

al. 2002; Murphy et al. 1989); however, studies indicate some difficulties in verifying the 

2-meter temperature, including elevation and season. Large changes in elevation over 

short horizontal distances are difficult to represent accurately in a NWP model due to the 

limited horizontal and vertical resolution of the model, resulting with the model 

approximating the terrain poorly. This often will result with the smoothing of a valley 

into the nearby mountains, simulating a higher ground elevation of the valley than is 

observed. These elevation differences often result in larger temperature errors due to the 

effect which the lapse rate has on temperatures (e.g. Frauenfeld et al. 2005). Poor 

interpolation from surface temperatures can be compounded by geography and even 

season (Galanis and Anadranistakis 2002) resulting in further inaccuracies in the 2-meter 
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temperatures. Daily precipitation is often verified, although skill in forecasting 

precipitation is increasing at a slower rate than other parameters, such as the 2-meter 

temperature (e.g. Roebber and Bosart 1998; Dallavalle and Dagostaro 2004). Verification 

of precipitation requires a dense network of precipitation gauges, due to the highly 

variable spatial distribution of precipitation, which makes accurate precipitation forecasts 

difficult to produce. These precipitation gauges suffer from under-catchment during 

windy conditions, with as much as 10-40% lower amounts of precipitation than the true 

observed amounts (Colle et al. 2000), causing potential biases in observed data, which is 

then compared against precipitation values from a forecast to perform verification. 

 The verification process determines model biases such as forecasting colder 

temperatures than are typically observed, as well as the errors when forecasting 

temperatures. Error analysis may be performed using the mean absolute error, mean 

error, and/or root mean squared error. We will verify the forecasts produced by the 

Weather Research and Forecasting (WRF) model (Michalakes et al. 2001; Skamarock et 

al. 2008). While WRF has been verified at other locations (e.g. Chen et al. 2009; Cheng 

and Steenburgh 2005) it has not been verified over Alberta. WRF is available to the 

research community without cost, and forecast verification over Alberta could be useful 

to other researchers using WRF or other variants, such as WRF-Chem (Grell et al. 2005) 

or WRF-Fire (Patton and Coen 2004), in this region. 

 The forecast skill of a model is determined by comparing its forecast against 

other forecast methods, such as climatology, persistence, or forecasts produced from 

meteorologists using NWP models (Murphy 1988). If a model is found to have more skill 

when measuring one parameter, such as wind speed, when compared to another forecast 

method, then the model was able to forecast wind speed more accurately. Determining 

model skill compared to a climate forecast is useful, as skill scores can be used to 

compare forecasting performance across different geographical regions throughout the 

seasons (Murphy 1988). 

 This project verified forecasts produced by the WRF model and determined 

model skill compared to climatology, persistence, and the forecasts produced by 

Environment Canada. All forecasts were performed for one full year, divided into four 

seasons to determine differences in WRF's ability to forecast each season. Verification 

was evaluated for daily maximum and minimum temperature, wind speed, sea-level 

pressure, and daily precipitation accumulations from nine weather stations across Alberta.  
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3.2. Methodology 

 

3.2.1. Numerical experiments 

 From 15 March 2011 through 29 February 2012, the WRF model performed a 

forecast each day which provided information regarding the temperature, pressure, wind 

speed, and precipitation for the following two days. The first day in the forecast is 

designated as "Day 1", immediately following the day the forecast was initialized, while 

the second day is designated as "Day 2". Each model forecast provided the three-

dimensional fields of temperature, pressure, wind speed, water vapor, precipitation, etc. 

For the purpose of verifying the model forecasts, we compared the near-surface 

conditions at nine weather stations located in southern and central Alberta (Table 3-1). 

For each forecast day, all nine station reported maximum daily temperature, minimum 

daily temperature, 1200 UTC wind speed, 1200 UTC sea level pressure, and 24 hour 

liquid precipitation accumulation. Any snowfall was recorded in liquid-equivalent 

amounts of precipitation. There was no attempt to adjust any of the forecast values as this 

project focuses on verifying the model output. 

  Four seasons fell within the span of data collection: spring was from 15 March 

2011 to 31 May 2011; summer was from 1 June 2011 to 31 August 2011; fall was from 1 

September 2011 to 30 November 2011; winter was from 1 December 2011 to 29 

February 2012. Verification and skill were also analyzed by integrating all four seasons 

into a year-long average. The spring season started late due to computational problems, 

and days from 1 March 2011 through 14 March 2011 were not used. 

 

3.2.1. Numerical model 

 The modeling system used in this study is the Weather Research and Forecasting 

Environmental Modeling System, version 3.0 (Rozumalski 2006). WRF is a limited area 

model that uses 45 vertical levels with the pressure level top at 50 mb; other 

characteristics of the model are shown in Table 3-2. Figure 3-1 shows the domain setup 

using a grid resolution of 15 km in the nested domain, and forecast output is only taken 

from the nested 15 km domain, for which the output field is saved every 30 minutes for 

analysis. There is a 3:1 ratio between the nested domain and parent domain and two-way 

feedback between each domain to help prevent errors from the lateral boundary 

conditions from working their way into the nested domain (Warner et al. 1997). The 
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forecasts were initialized at 1200 UTC from the NAM212 dataset (Black 1994) and 

boundary conditions of the larger domain were updated every 3 hours.  

 

3.2.3. Forecast verification 

 The forecasts were evaluated in two ways. The first evaluation determined the 

forecast accuracy of WRF which verified daily forecasts from WRF directly against 

observed data. Root mean square error (RMSE) and mean error (ME) were calculated for 

temperature, wind, and pressure forecasts for the whole year and separated into the four 

seasons. The errors were evaluated at each of the nine stations in Table 3-1, and were 

averaged across all stations to provide a single value of the seasonal error. RMSE was 

used to determine accuracy of the forecasts, as opposed to mean absolute error, to 

penalize large deviations from observed values due to squaring the error between 

observed and forecast values (Appendix G). ME was used to determine if the forecasts 

over-predicted values (positive ME), under-predicted (negative ME), or had neutral bias 

(ME= 0). Together, both RMSE and ME allow for analysis of the accuracy between 

forecast and observed values, as well as understanding of any over/under prediction of 

the weather model. 

 Brown et al. (2004) reviews several methods to verify the forecast precipitation 

amounts. In this study we have adopted the 2x2 contingency table method (Wilks 1995) 

and computed the Probability of Detection (POD), False Alarm Ratio (FAR), and 

Equitable Threat (ET) scores. Appendix F contains the formulas for these precipitation 

verification statistics. POD determined the percentage of events which WRF correctly 

forecast precipitation when precipitation was observed. FAR determined the percentage 

of events which WRF incorrectly forecast precipitation when precipitation was forecast. 

BIAS determined if WRF forecast more precipitation than observed, or less than 

observed. A BIAS value of 1 indicates the same number of precipitation events were 

forecast as were observed, whereas a BIAS value of 2 would result for WRF forecasting 

twice as many events of precipitation than observed. ET determines overall skill when 

forecasting precipitation, and includes a correction term which reduces the effect of a 

correct forecast by chance. An ET score of 0 indicates the same accuracy as a random 

precipitation forecast, and positive ET scores indicate some level of accuracy, while a 

perfect forecast would have ET equal to 1. Precipitation thresholds are values to 

determine the accuracy of precipitation forecasts for various amounts of precipitation, 

and three were used: 0.2 mm, 1.0 mm, 5.0 mm. Unlike error analysis that uses the 
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difference between observed and forecast amounts, precipitation thresholds break each 

forecast and observation down into either a rain or no-rain event, and where each rain/no-

rain event is contingent upon reaching the threshold being analyzed. For example, a 

forecast for 0.5 mm of precipitation would meet the 0.2 mm threshold, but would not 

reach the 1.0 mm or 5.0 mm threshold, and only result with a rain forecast at the 0.2 mm 

threshold. Verification of precipitation was only performed during the summer season, as 

each of the other seasons had too few days with precipitation. The summer season was 

subsequently compared against the entire year to determine any differences in accuracy 

for precipitation. For other methods to verify precipitation we refer to Brown et al. 

(2004), Davis et al. (2006), Ebert and McBride (2000), or McBride and Ebert (2000). 

 

3.2.4. Forecast skill 

 The statistics above were used to evaluate the accuracy of the WRF model with 

respect to observed conditions. WRF was also compared against other common 

forecasting methods to determine the model's forecast skill (Appendix H). The forecast 

methods compared against WRF were a climatology based forecast, persistence forecast, 

and Environment Canada's Weather Office forecast. Skill scores can only be found for 

parameters which are common among all forecast methods. As a consequence, skill was 

only calculated for temperature forecasts.  The climatology-based forecast used 

temperature history from the last 30 years at a particular location to forecast the average 

daily maximum and daily minimum that would occur at that location each day. 

Climatology forecasts have identical Day 1 and Day 2 forecast values. A persistence-

based forecast assumes the weather will be the "same as yesterday" for Day 1 forecasts 

(and "same as the day before yesterday" for Day 2 forecasts ) by forecasting the same 

maximum and minimum temperatures recorded from one day as the forecast for the 

following day (or two days). Environment Canada's Weather Office uses numerical 

weather prediction models, meteorologists, climate and satellite data, and other resources 

to make their forecasts.  

 WRF's Day 1 and Day 2 forecasts were compared against these forecast methods, 

as well as observed values, to determine the relative skill between WRF and the various 

forecast methods each season. Skill scores which compare the above forecast methods to 

WRF's forecast determine which forecast method had higher accuracy. A positive skill 

score indicates that WRF has greater accuracy than the forecast method being compared, 

and a negative skill score indicates the opposite. The values of skill score range from 
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positive one, which would be a perfect WRF forecast, to negative infinity. A skill score 

of zero would result from two forecasts of the same accuracy. Assessing skill provides no 

information about the errors in accuracy; those errors are determined from the 

verification. Both climatology and persistence forecasts require fewer resources when 

producing a forecast than WRF does, and it is anticipated that the additional costs to 

produce WRF forecasts should come with greater skill than both of these methods. 

 

3.2.5. Verification datasets 

 Data used for verification of the WRF model consisted of observed sea level 

pressure and 10-meter wind speed (both measured at 1200 UTC), 2-meter maximum 

temperature, 2-meter minimum temperature, and liquid precipitation accumulation, 

recorded each day from each observation station (Table 3-1), from the Weather Office 

website of Environment Canada (http://climate.weatheroffice.gc.ca). There was no 

attempt to modify any of the observational data. 

 Day 1 and Day 2 temperature forecasts were also recorded to evaluate the 

relative skill of the WRF model compared to climatology, persistence, and Environment 

Canada's forecast. The normal climate temperatures, averaged across the same day of the 

year for the past 30 years, were recorded for each station 

(http://climate.weatherofice.gc.ca) for every day in the study. Persistence data were 

recorded once observed values were available. Environment Canada provides four 

forecasts each day for each weather station, available at http://www.weatheroffice.gc.ca. 

The temperature forecasts released at 11 AM (local time) were recorded for Day 1 and 

Day 2 forecasts because they aligned most closely with same initialization data as the 

WRF forecast. Forecasts from Environment Canada, climatology, and persistence will 

provide information about the relative skill of the WRF model by having other forecasts 

methods to compare with. 

 

3.3. Verification Results 

 

3.3.1. Seasonal Verification 

 The verification was performed across 9 observation stations in Alberta. A time 

series of WRF forecasts and observations was performed for Edmonton International 

Airport (Fig. 3-2). The WRF maximum temperature forecasts (Fig. 3-2a) are shown with 

the observations, and while some days show large deviations from the observations, the 
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maximum temperature agrees fairly well with the observations. The WRF minimum 

temperature forecast (Fig. 3-2b) shows more days with larger deviations from the 

observations, with the observed minimum temperature often colder than the forecast 

values. While the pressure is often forecast fairly similar to the observations (Fig. 3-2c), 

both forecasts for wind speed and precipitation contain large deviations from 

observations (Fig. 3-2d and 3-2e). These figures also show that Day 1 and Day 2 

forecasts are different, though it is difficult to determine their difference in accuracy. 

 Table 3-3 shows the errors for each observation station during the summer season 

for Day 1 forecasts, while Table 3-4 shows Day 2 forecasts errors. Comparing these two 

tables together illustrates the differences in forecasting Day 1 and Day 2 weather at each 

station. For example, WRF forecasts at ZPC had a similar Day 1 maximum temperature 

RMSE (2.26°C) as Day 2 (2.57°C). ZPC also had similar ME values when forecasting 

maximum temperature for Day 1 (-1.13°C) as Day 2 (-1.12°C) indicating both forecast 

days at Pincher Creek had a cold-bias when forecasting minimum temperatures during 

the summer season. Most stations show a lower, more accurate, RMSE value for a Day 1 

forecast than a Day 2 forecast. Day 2 forecasts were considered similar, but less accurate, 

than Day 1 forecasts due to having higher RMSE values and similar ME values across all 

observation stations during this summer season. Ideally, Day 2 forecasts errors would be 

the same as Day 1 forecasts. However, a Day 2 forecast results from a longer simulation 

length, as well as uses initial conditions further removed from observations, both of 

which can allow initial errors to grow and propagate. This can lead to Day 1 and Day 2 

forecasts being similar, yet with Day 2 forecasts of lower accuracy. Similar results were 

found across the remaining seasons, and further discussion of results will be primarily 

about Day 1 forecasts except for anything significant regarding Day 2 forecasts. 

 Figure 3-3 illustrates Day 1 forecast values matched with observations during the 

summer season at Edmonton International Airport. The diagonal line present on each 

graph is a line where the forecast value is the same as the observed value; the perfect 

forecasting line. The maximum temperature forecasts (Fig. 3-3a) has a relatively tight fit 

around the perfect forecasting line, which is not the case for minimum temperature 

forecasts (Fig. 3-3b). The minimum temperature forecasts have a larger deviation from 

the perfect forecasting line, and also show a warm bias, as they are generally above the 

perfect forecasting line, indicating a higher forecast for minimum temperature than 

observed. WRF pressure forecasts (Fig. 3-3c) matched well with observations, but 

typically are forecast slightly lower than are observed. The forecasts for wind speed (Fig. 
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3-3d) show the opposite; large variation between forecast value and observed value, as 

well as a tendency to forecast higher speeds than were observed. Precipitation forecasts 

(Fig. 3-3e) were often much different than the observations, with slightly more days 

forecast with precipitation than were observed. While WRF forecasts produced for 

Edmonton International Airport had some differences when compared against 

observations, it is important to verify the model over many locations. 

 We verified the WRF model's forecast for nine observation stations in Alberta. 

We previously showed that there was variability for Edmonton International Airport 

forecasts. We would expect that each station being used to verify the WRF model would 

show some level of variation between the forecast values and observed. Table 3-3 shows 

the spatial differences in forecast errors found at these nine stations across the summer 

season. For example, YQL shows a warm bias in maximum temperature with a positive 

ME value of 0.53°C, as well as forecasting faster wind speeds than was observed, with a 

ME value of 0.85 km/h. ZPC shows the opposite; a cold bias in maximum temperature 

(ME= -1.13°C) and often forecasts wind speeds slower than observed (ME= -1.13 km/h). 

While all stations experienced a warm bias when forecasting the minimum temperatures 

during this summer season, the ME values ranged from 0.51°C at YQF to 3.9°C at YXH. 

The maximum temperature ME values ranged from -1.13°C at ZPC to 0.6°C at YYC, and 

most stations had a negative value, indicating a cold bias when forecasting maximum 

temperatures. The RMSE values also show variability between each station. YET had the 

largest RMSE for wind speed at 8.27 km/h while YLL had the lowest at 5.86 km/h. The 

maximum temperature RMSE values ranged from 1.79°C at YEG to 2.4°C at YET, while 

the minimum temperature values were from 1.94°C at YQF to 4.59°C at YXH. The 

summer season had less variability between stations when forecasting maximum 

temperature than for minimum temperature. Each station had different RMSE and ME 

values than other stations, indicating that WRF forecasts during the summer season have 

some degree of spatial variability. While the data were analyzed for each station across 

each forecast variable, the stations were averaged together to determine a single value of 

RMSE and ME for each variable for the four season. 

 

3.3.1.1. Summer season 

  The summer season forecasts produced by the WRF model had ME for 

maximum temperatures (Table 3-5) at -0.24 °C while the minimum temperature forecast 

ME was much higher in value, at 2.5°C. With a slightly negative ME for maximum 
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temperature (under-prediction) and a positive ME for minimum temperature (over-

prediction), WRF forecast a smaller diurnal temperature range than was observed during 

this season. Day 2 forecasts showed this smaller diurnal temperature range as well (Table 

3-6). The summer season had the lowest RMSE for maximum temperature forecasts at 

2.08°C, while the RMSE for minimum temperature was 3.39°C. The summer season had 

the most accurate maximum temperature forecast while the forecasts for minimum 

temperature were not the most accurate, being slightly less accurate than the spring 

season. 

 While summer wind forecasts were predicted at higher speeds than observed 

(ME= 2.27 km/h), the RMSE value of 7.17 km/h is low compared to the other seasons.  

Other studies using WRF found similar wind RMSE values during the summer season 

(e.g. Chen et al. 2009).  

 The summer pressure forecasts had a -1.4 mb ME value, indicating summer 

forecasts often under-predicted the pressure value. The RMSE value was 2.32 mb, which 

was slightly more accurate than the averaged year.  

 

3.3.1.2. Winter season 

 The ME values for the winter season's temperature showed similarities to that of 

the summer: negative ME for the maximum temperature (-1.63°C ) and positive ME for 

the minimum temperature (1.98°C) (Table 3-5). However, the RMSE values were far 

higher during winter. Winter season had a RMSE of 3.48°C for the maximum 

temperature and 4.54°C for minimum temperature. While winter performed the least 

accurate for maximum temperature forecasts, the winter season had lower RMSE values 

than the fall season for minimum temperatures. 

 The winter season forecast greater wind speed than was observed, with the 

highest ME of all seasons at 3.44 km/h. The RMSE values for wind speed were also the 

highest for winter season, at 10.22 km/h. Winter wind forecasts were the least accurate 

when compared to the other seasons. Forecasting wind speeds during the winter has been 

found to be more inaccurate than other seasons, as Vincent et al. (2008) found that winter 

had higher wind RMSE values than the summer season using their model. 

 The pressure forecasts produced during the winter season had a RMSE of 3.13 

mb, which was higher than the other three seasons. With a ME value of 1.62 mb, the 

winter season also forecast higher pressure than was observed. Compared to summer, 

which had a negative ME in the pressure at -1.40 mb, WRF showed greater mean errors 
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when forecasting pressure during the extreme seasons, while spring and fall were more 

neutral with ME close to 0 mb. Reasons why WRF forecasts had lower pressure during 

summer and higher pressure during winter when compared to observations are not 

known. Winter was the least accurate season when forecasting pressure due to 

consistently over-predicting pressure and the greatest RMSE value.  

 The winter season experienced the largest range of temperatures as well as more 

days with strong winds than any other season. The range of observed temperatures at 

YEG during the winter was from -35°C to +9°C, while during summer the range was 0°C 

to 29°C. The season with the widest range of temperatures could be expected to have 

large errors, due to a wider range of values for the mathematical computations performed 

by the numerical model. Winter also experienced more days with strong winds caused by 

large horizontal temperature gradients, and had large wind speed errors as a result.  

 

3.3.1.3. Fall season 

 WRF fall temperature forecasts showed the same diurnal temperature problems 

as mentioned earlier, with a maximum temperature ME of -1.2°C, and a minimum 

temperature ME of 3.98°C (Table 3-5). The maximum temperature RMSE (2.73°C) was 

more accurate than the averaged year. However, the minimum temperature was forecast 

with the least accuracy of all seasons, with a RMSE of 5.07°C. 

 With a positive ME value (2.76 km/h), the forecast wind speed in the fall was 

often faster than the observed speed. The RMSE were not as large, at 9.18 km/h, 

compared to the winter season. WRF forecasts for fall wind speed were slightly more 

accurate than forecasts made during the winter season. 

  While having a slight high pressure bias (ME= 0.22 mb), the fall pressure 

forecast RMSE value was the lowest of all seasons, at 2.12 mb. Pressure forecasts made 

during the fall season were more accurate than any other season. 

 

3.3.1.4. Spring season 

Spring had a larger cold-bias for the maximum temperature forecast (ME= -1.31° C) than 

summer (-0.24°C) while the RMSE for maximum temperature forecasts for spring 

(2.74°C ) was higher than summer (2.08°C) (Table 3-5). However, minimum 

temperatures were best forecast during this season, with the lowest RMSE of 3.24°C and 

the most neutral warm bias (ME= 1.08°C) of all seasons. 
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 The spring season had a positive bias when forecasting wind speed, with a ME of 

0.77 km/h, which was lower than the summer season. The RMSE value during spring 

(7.12 km/h) was slightly lower than the summer season (7.17 km/h). WRF had 

approximately the same wind forecast RMSE values between both spring and summer, 

but more often forecast faster winds during summer, making spring the most accurate 

season when forecasting wind speeds. 

 With a neutral ME of 0.02 mb and a similar RMSE as summer (2.32 mb), WRF 

pressure forecasts produced during the spring season were of the same accuracy as 

summer forecasts, but also showed no bias in forecasting pressure compared against 

observed values, unlike the summer season. 

 

3.3.1.5. Averaged year 

 The averaged year results were an average across the four seasons. The following 

averaged year results will indicate typical model bias, while the above results indicate 

specific seasonal biases. 

  The RMSE in maximum temperature for the average year was 2.82°C while the 

minimum temperature was  4.19°C (Table 3-5). The averaged year showed a negative 

ME ( -1.08°C) when forecasting maximum temperature, and a positive ME (2.43°C) 

when forecasting minimum temperatures. For this year of study, WRF forecast were 

found to forecast maximum temperature more accurately than minimum temperatures. 

The WRF forecast errors also indicate that WRF typically has a cold bias when 

forecasting maximum temperatures and warm bias for minimum temperatures. WRF 

forecasts during this year of study were found to have a smaller range in diurnal 

temperature than what was observed, during all four seasons. Hu et. al (2010) evaluated 

three planetary boundary layer schemes in the WRF model and also found a cold bias in 

the maximum temperature. They suggested that the cold bias could be due to errors 

simulating cloud cover and/or soil moisture. 

 With a ME value of 2.37 km/h, WRF forecasts for wind speed during this year of 

study often over-predicted wind speeds. Cheng and Steenburgh (2005) found WRF 

forecast stronger winds than observed during the summer season, over the western United 

States. The RMSE values for wind speed were averaged to 8.59 km/h for our year of 

study. This result was lower than those found by Rife and Davis (2005) when verifying 

wind over complex terrain over New Mexico using the MM5 model; however, 

verification of WRF forecasts in this project did not happen at stations with complex 
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terrain, as most stations used were in the foothills or in the prairie. Borge et al (2008) 

used the WRF model over the Iberian Peninsula, using many different model 

configurations, and found the “best case” simulation, using their optimal configuration, 

had wind RMSE values very similar to this study. 

 With a positive ME value of 0.11 mb, WRF pressure forecasts during this year of 

study were found to be slightly higher in pressure than observed. However, WRF showed 

large ME values during summer (-1.40 mb) and winter (1.62 mb) indicating that WRF 

has some difficulties during the extreme seasons which are not present during fall and 

spring. The yearly RMSE was averaged to 2.51 mb, with only the winter season having 

lower accuracy, at 3.13 mb. 

 The precipitation analysis compared precipitation during the summer season and 

the precipitation during the entire year of study. Alberta has a convective summer, with 

many days of precipitation. Of the days with precipitation, 42% took place during the 

summer season. The POD values (Table 3-7) are greater during summer than the 

averaged year for each threshold and forecast day, indicating that summer forecasts were 

able to more correctly forecast days with precipitation. The FAR values were less during 

the summer, indicating that summer forecasts were less likely to falsely forecast days 

with precipitation. The ET scores were slightly lower during the summer season than the 

averaged year, though the values were fairly close suggesting that both seasons were of 

similar accuracy. The BIAS values for precipitation accumulation during both seasons 

were higher than 1.00 for all thresholds, indicating that WRF forecast more precipitation 

than was observed for these seasons. This is likely due to the Kain Fritsch cumulus 

parameterization scheme, which often simulates more precipitation than was observed 

(e.g. Colle et al. 2003; Gochis et al. 2002; Liang et al. 2004; Wang and Seaman 1997). 

However, the summer season had lower BIAS values on average, thus more accurately 

forecast the amounts of precipitation. There were some differences between the forecast 

days; Day 2 forecasts typically had lower BIAS values and lower forecast accuracy, 

indicated by lower ET values, than Day 1 forecasts. While having slightly lower ET 

scores, the summer season was found to forecast precipitation slightly more accurate than 

the averaged year. 

 The model does exhibit some biases such as forecasting a smaller range of 

diurnal temperatures which was mentioned earlier. The Day 2 forecasts (Table 3-6) were 

less accurate than Day 1 forecasts (Table 3-5), for most parameters, indicated by larger 

RMSE for Day 2 forecasts. The ME values are different between Day 1 and Day 2 
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forecasts. For example, the Day 1 ME for minimum temperature during the summer was 

2.50°C, while it was 2.67°C for Day 2 forecasts for the same season. This small change, 

positive in direction, was found to occur for  all seasons except the winter season for 

minimum temperature forecast. This indicates that WRF typically forecasts warmer 

minimum temperatures further into the forecast length; a warmer minimum temperature 

is forecast for  Day 2 forecast than for Day 1. Similar results exist for pressure and wind 

speed, as WRF forecasts stronger winds and lower pressure further into the forecast 

length. The winter season did not show the same behavior, possible due to the 

unseasonably warm winter 2011-2012 season, which will be discussed in the skill score 

section below. 

 

3.3.2. Skill Scores of WRF temperature forecasts 

 We evaluated the skill of the WRF model compared to a climatology, 

persistence, and Environment Canada forecast. The meteorological variables in these 

comparisons were maximum and minimum temperatures. This was done to determine 

relative accuracy of the WRF model compared to other forecast methods. Skill scores 

were calculated at each observation station for the four seasons, as well as the entire year. 

Table 3-8 shows WRF skill scores when calculated for the entire year of study at each 

observation station. The variation in skill when compared against climatology forecasts 

of maximum temperature, from 0.75 at YET to 0.86 at WCT, is much smaller than for 

minimum temperature, which was from 0.09 at WCT to 0.61 at YLL and ZPC. Skill 

scores for WRF minimum temperature forecasts compared to persistence forecasts show 

a large variation, from -0.73 at WCT to 0.36 at ZPC. This indicates that some stations 

were more accurately forecast using the WRF forecast for minimum temperatures than 

the persistence forecast, while others showed the opposite. When WRF is compared to 

the maximum and minimum temperature forecasts issued by Environment Canada, most 

stations resulted with negative skill score values, though a few had slightly positive skill 

scores for maximum temperature. While there was variability in skill across the different 

stations, resulting with some forecast methods being more accurate than others at a single 

observation station, the goal of this project was to determine WRF accuracy across 

central and southern Alberta, and the skill from the nine stations will be averaged to 

determine a single value for model accuracy against other forecast methods. 
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3.3.2.1. WRF forecast skill compared to climatology forecasts 

 During the winter season, WRF had the highest Day 1 skill (0.84) when 

compared to a climatology based forecast for maximum temperature (Table 3-9). The fall 

season was slightly lower (0.81), with summer (0.72) and spring (0.66) even lower. A 

skill score of 0.81 indicates that WRF’s MSE values were 19% of the climatology based 

MSE. Day 2 forecasts result with similar skill scores, though they are slightly lower. All 

seasons had positive skill compared to the maximum temperature climatology forecasts, 

and thus WRF was more accurate forecasting maximum temperatures across all seasons 

during this year of study than a forecast based on climatology. 

 WRF minimum temperature forecasts were also compared against climatology 

forecasts. The winter season, with a skill score of 0.70, was more accurate than a 

climatology based forecast. The remaining seasons all had negative skill, with spring and 

fall slightly less than zero (-0.02 and -0.07), while the summer season was -0.72. A 

negative skill score of -0.72 indicated that WRF’s MSE values were 172% of the MSE 

for climatology. This indicates that WRF was less accurate than climatology for 

determining minimum temperatures for three seasons. However, averaging the seasons 

together results with an overall positive skill for the year of study, at 0.39. 

 The maximum temperature skill scores were typically positive, and larger, than 

the minimum temperature skill scores. The lower skill scores for minimum temperature 

were due to lower accuracy of the WRF model when forecasting minimum temperatures. 

This is indicated by greater RMSE values for minimum temperatures than for maximum 

temperatures (Table 3-5). WRF was also earlier shown to forecast temperatures less 

accurately during the winter season (see section 3.3.1.2.). The greater skill scores, for 

maximum and minimum temperature, during winter resulted from a lengthy 

unseasonably warm period during this season. This caused greater climatology errors 

when compared against WRF forecast errors, resulting in greater skill scores during 

winter. The fall season experienced a similar effect to a lesser extent. Winter was 

expected to have lower, yet positive, skill when forecasting maximum temperatures due 

to greater RMSE between forecast value and observed value, than the other seasons. For 

minimum temperatures, fall and winter were expected to have lower, and negative, skill 

scores when compared against climatology.  
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3.3.2.2. WRF forecast skill compared to persistence forecasts 

 WRF forecast maximum temperature during the summer season with the highest 

skill, at 0.71 (Table 3-9), when compared against persistence forecasts. The remaining 

seasons all had positive skill, with fall at 0.69, winter at 0.60, and spring at 0.26. The fall 

season had similar RMSE as spring, though the spring season had lower skill. The lower 

skill during spring resulted from low errors between the persistence forecast and 

observations, which came about from slowly changing day to day temperatures during 

this season. The average of the four seasons give a value of 0.61 for the entire year. With 

positive skill scores for all seasons, WRF forecast maximum temperatures more 

accurately than a persistence based forecast during this year of study. 

 WRF forecast minimum temperature during the winter season with the highest 

skill, at 0.35, when compared against persistence forecasts. The remaining three seasons 

all had negative skill, with spring at -0.18, fall at -0.43, and summer at -0.59. These 

negative scores result from high RMSE between minimum temperatures forecast by 

WRF and the observed minimum (Table 3-5). WRF skill scores compared against 

climatology show the same three seasons with negative skill scores for minimum 

temperatures as compared to persistence forecasts, indicating that WRF does not perform 

accurately for minimum temperatures. 

 The relatively warmer winter season had positive skill due to the errors between 

persistence temperatures and observed. Persistence forecasting will have low errors in 

periods of time where the temperature changes slowly. However, during the winter 

season, the temperature changed quickly from day to day, and resulted with large errors 

between the persistence forecast and observed values. The WRF skill scores for 

minimum and maximum temperatures were greater for a Day 2 forecast than Day 1 

forecast when compared to persistence. 

 

3.3.2.3. WRF forecast skill compared to Environment Canada's forecasts 

 WRF forecast maximum temperature during the fall season with the highest skill, 

at 0.00 (Table 3-9), when compared against Environment Canada's forecasts. A skill of 

0.00 indicates that maximum temperature forecasts issued from Environment Canada, for 

the nine observation stations used in this study had the same accuracy as WRF maximum 

temperature forecasts for the same nine stations during the fall season. The remaining 

seasons had negative skill, with winter at -0.01, summer at -0.29, and spring at -0.84. 

With three seasons having negative skill, and the fourth season having identical skill, the 
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WRF model had lower accuracy when forecasting maximum temperatures when 

compared against forecast issued by Environment Canada's weather office during this 

year of study. 

 WRF forecast minimum temperature during the winter season with the highest 

skill, at -0.20, when compared again Environment Canada's forecasts. With the most 

accurate season forecast by WRF having negative skill, the WRF model had lower 

accuracy when forecasting minimum temperatures when compared against forecasts 

issued by Environment Canada's weather office during this year of study. 

  

3.4. Discussion and Conclusions 

 The WRF model showed seasonal differences in forecast accuracy during this 

year of study. WRF forecast summer and spring with greater accuracy than the remaining 

seasons, with maximum temperatures the most accurate during the summer season and 

minimum temperature and wind speed forecasts were the most accurate during the spring 

season. The fall season was the most accurate for pressure forecasts, but had the least 

accuracy when forecasting minimum temperatures. The winter season had the least 

accuracy for maximum temperate, pressure and wind speed forecasts. 

 The Day 2 forecast was always slightly less accurate than the Day 1 forecast. In 

addition, WRF had certain biases forecasting further into the forecast length. Day 2 

forecasts tended to have warmer minimum temperatures, higher wind speed, and lower 

pressure than compared to a Day 1 forecast, for all seasons except winter. WRF forecasts 

during the winter (summer) over-predicted (under-predicted) the 1200 UTC pressure 

value, while both spring and fall had relatively low ME. WRF had some difficulties 

forecasting the diurnal temperature range, typically forecasting a colder maximum 

temperature and warmer minimum temperature than observed. WRF forecasts for 

minimum temperature had greater RMSE values than maximum temperature, resulting 

with less accuracy when forecasting minimum temperatures. 

 WRF had slightly greater accuracy when forecasting precipitation across the 

summer season than compared to the averaged year. This finding is beneficial due to the 

heavy precipitation that usually occurs during summer in Alberta, often with severe 

convection. While WRF produces more precipitation than observed, likely due to the 

overactive Kain-Fritsch cumulus scheme, the ET scores remained positive, indicating the 

model had more skill than random forecasts. ET scores were also lower for light and 

heavy thresholds than for medium thresholds, for Day 1 forecasts, as other studies have 
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found (e.g Cherubini et al. 2001; Colle et al. 1999). The greater FAR values (40-61%) are 

partially attributed to the overactive Kain-Fritsch cumulus scheme. 

 WRF had greater accuracy than climatology and persistence forecasts when 

forecasting the daily maximum temperature. WRF had greater errors associated with 

forecasting the daily minimum temperature, and, as a result, had less skill when 

forecasting minimum temperatures. While the WRF daily maximum temperature forecast 

was skillful, WRF's minimum temperature forecast was inaccurate compared to all other 

forecast methods. Using the minimum temperature forecast produced by WRF within the 

same region of study, and for similar configurations as this project, is not recommend 

without using other adjustments to improve accuracy. WRF was less accurate at 

forecasting temperatures, both maximum and minimum, when compared against 

forecasts issued by Environment Canada's Weather Office. 
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3.5. Tables 

Table 3-1: List of the nine observation stations used for the verification of the WRF 

model for Alberta. 

 

 

 

Table 3-2: Characteristics of WRF forecasts used in this study.  

Model Parameter: Option selected for WRF forecast: 

Nesting Option  Nest: 15 km inside a 45 km parent domain 

Land Surface Model MODIS 

Projection Polar Stereographic 

WRF Core Advanced Research WRF (ARW),  Non 

hydrostatic 

Simulation Length  69 hours 

Data set: Boundary and Initial 

Conditions 

NAM212 

Initialization Time 1200 UTC 

Microphysics Lin et al. (1983) 

Cumulus Parameterization Scheme Inner and outer domain: Kain Fritsch (Kain and 

Fritsch 1990) 

Planetary Boundary Layer Scheme Yonsei University (Hong et al. 2006) 

Land Surface Physics Scheme Noah 

 

 

Location Station Latitude Longitude Elevation (m)

Edmonton International Airport YEG 53.317°N 113.583°W 723

Calgary International Airport YYC 51.117°N 114.017°W 1084

City of Pincher Creek ZPC 49.517°N 113.983°W 1189

Lethbridge County Airport YQL 49.633°N 112.800°W 929

Medicine Hat Airport YXH 50.033°N 110.717°W 716

Lloydminster Airport YLL 53.317°N 110.067°W 668

Edson Airport YET 53.579°N 116.465°W 926

City of Coronation WCT 52.067°N 111.450°W 791

Red Deer Regional Airport YQF 52.183°N 113.900°W 904
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Table 3-3: WRF root mean squared errors (RMSE) and mean errors (ME) for Day 1 

forecasts during the summer season, evaluated at each observation station used in the 

verification process. 

 

 

 

 

 

 

 

 

Table 3-4: WRF root mean squared errors (RMSE) and mean errors (ME) for Day 2 

forecasts during the summer season, evaluated at each observation station used in the 

verification process. 

 

 

 

 

 

Station

RMSE Maximum 

Temperature 

(°C)

RMSE Minimum 

Temperature 

(°C)

RMSE Wind 

Speed 

(km/h)

ME  Maximum 

Temperature 

(°C)

ME Minimum 

Temperature 

(°C)

ME Wind 

Speed 

(km/h)

YEG 1.79 3.19 7.02 0.07 2.37 2.71

YYC 2.15 3.93 6.6 0.6 3.45 1.62

ZPC 2.26 3.31 7.92 -1.13 2.25 -1.13

YQL 1.92 4.16 6.29 0.53 3.34 0.85

YXH 2.33 4.59 7.94 -0.89 3.9 4.66

YLL 1.81 2.29 5.86 0.19 1.01 1.35

YET 2.4 3.21 8.27 -0.81 2.34 5.79

WCT 2.22 3.93 6.44 -0.23 3.32 0.15

YQF 1.81 1.94 8.24 -0.48 0.51 4.46

Average 2.08 3.39 7.18 -0.24 2.50 2.27

Station

RMSE Maximum 

Temperature 

(°C)

RMSE Minimum 

Temperature 

(°C)

RMSE Wind 

Speed 

(km/h)

ME  Maximum 

Temperature 

(°C)

ME Minimum 

Temperature 

(°C)

ME Wind 

Speed 

(km/h)

YEG 1.92 3.32 8.16 -0.11 2.39 3.69

YYC 2.40 4.35 6.79 0.64 3.82 1.60

ZPC 2.57 3.21 8.14 -1.12 2.16 -0.88

YQL 2.43 4.25 6.37 0.58 3.49 0.93

YXH 2.51 4.75 8.26 -1.11 4.00 4.13

YLL 2.07 2.31 7.97 0.03 1.14 0.27

YET 2.70 3.30 7.92 -1.14 2.40 5.49

WCT 2.51 4.31 8.16 -0.19 3.74 1.56

YQF 2.24 2.34 8.79 -0.40 0.92 5.36

Average 2.37 3.57 7.84 -0.31 2.67 2.46
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Table 3-5: WRF mean errors (ME) and root mean squared errors (RMSE) for Day 1 

forecasts, averaged from 9 weather stations, for all seasons. A positive ME indicates a 

forecast with a higher value than observed, while negative numbers indicate a larger 

observed value than forecast. Seasons with the ME closest to zero were forecast with the 

least bias, and are indicated in bold. Seasons with the lowest RMSE were forecast with 

the greatest accuracy, and are indicated in bold. 

 

 

 

 

Table 3-6: WRF mean errors (ME) and root mean squared errors (RMSE) for Day 2 

forecasts, averaged from 9 weather stations, for all seasons. A positive ME indicates a 

forecast with a higher value than observed, while negative numbers indicate a larger 

observed value than forecast. Seasons with the ME closest to zero were forecast with the 

least bias, and are indicated in bold. Seasons with the lowest RMSE were forecast with 

the greatest accuracy, and are indicated in bold. 

 

Day 1 Spring Summer Fall Winter Year

ME -1.31 -0.24 -1.20 -1.63 -1.08

RMSE 2.74 2.08 2.73 3.48 2.82

ME 1.08 2.50 3.98 1.98 2.43

RMSE 3.24 3.39 5.07 4.54 4.19

ME 0.77 2.27 2.76 3.44 2.37

RMSE 7.12 7.17 9.18 10.22 8.59

ME 0.02 -1.40 0.22 1.62 0.11

RMSE 2.32 2.32 2.12 3.13 2.51

Maximum 

Temperature (°C)

Minimum 

Temperature (°C)

Wind speed (km/h)

Pressure (mb)

Day 2 Spring Summer Fall Winter Year

ME -1.24 -0.31 -1.20 -1.94 -1.17

RMSE 3.03 2.37 2.94 3.63 3.04

ME 1.38 2.67 4.06 1.76 2.51

RMSE 3.54 3.57 5.21 4.48 4.31

ME 0.82 2.46 3.05 2.79 2.33

RMSE 7.54 7.84 9.81 10.76 9.17

ME -0.28 -1.85 0.05 1.93 -0.03

RMSE 3.13 3.18 2.59 3.86 3.23

Maximum 

Temperature (°C)

Minimum 

Temperature (°C)

Wind speed (km/h)

Pressure (mb)
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Table 3-7: Precipitation verification for WRF forecasts during summer 2011 and the 

entire year of data for both Day 1 and Day 2 forecasts, averaged from 9 weather stations. 

Three different precipitation accumulation thresholds are used: 0.2 mm, 1.0 mm, and 5.0 

mm. The most accurate value for POD (Probability of Detection), FAR (False Alarm 

Ratio), BIAS, and ET (Equitable Threat) for the given threshold is in bold. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Forecast Day Threshold Summer Year Summer Year Summer Year Summer Year

Day 1 0.2 mm 0.87 0.78 0.40 0.49 1.47 1.57 0.27 0.28

Day 1 1.0 mm 0.81 0.70 0.43 0.52 1.46 1.50 0.30 0.30

Day 1 5.0 mm 0.58 0.54 0.60 0.61 1.51 1.42 0.22 0.26

Day 2 0.2 mm 0.82 0.75 0.40 0.51 1.41 1.58 0.23 0.25

Day 2 1.0 mm 0.71 0.64 0.46 0.55 1.35 1.48 0.23 0.25

Day 2 5.0 mm 0.57 0.53 0.58 0.61 1.42 1.41 0.22 0.26

POD FAR BIAS ET
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Table 3-8: Day 1 WRF skill scores when compared against three other forecast methods: 

climatology, persistence, and Environment Canada's (EC) forecast. Skill was found for 

maximum and minimum temperatures for each station for the entire year of study. 

Positive skill score indicates that WRF forecasts were more accurate, while negative skill 

score indicates the opposite.

 

 

 

 

 

Table 3-9: WRF skill score values for maximum and minimum temperature were 

compared to three other forecast methods: Climatology, persistence, and Environment 

Canada's (EC) forecast. Positive skill score values indicate that WRF was more accurate 

than the forecast method being compared against WRF, while negative skill indicates the 

opposite. Values are averaged from nine weather stations. Note: the winter of 2011-2012 

was very mild, indicated by high skill scores for WRF when compared to the climatology 

forecast. 

 

Station
Climatology 

Maximum

Climatology 

Minimum

Persistence 

Maximum

Persistence 

Minimum

EC 

Maximum

EC 

Minimum

YEG 0.80 0.28 0.59 -0.08 0.00 -0.73

YYC 0.78 0.42 0.65 -0.14 -0.17 -0.71

ZPC 0.81 0.61 0.53 0.36 -0.34 -0.32

YQL 0.82 0.46 0.69 0.22 0.04 -0.60

YXH 0.80 0.41 0.59 -0.09 -0.57 -1.17

YLL 0.82 0.61 0.64 0.16 0.06 -0.76

YET 0.75 0.18 0.58 -0.16 -0.38 -1.10

WCT 0.86 0.09 0.66 -0.73 0.14 -1.40

YQF 0.79 0.49 0.60 0.16 -0.07 -0.44

Average 0.80 0.39 0.61 -0.03 -0.14 -0.81

Season
Climatology 

Maximum

Climatology     

Minimum

Persistence 

Maximum

Persistence 

Minimum

EC             

Maximum

EC               

Minimum

Spring 0.66 -0.02 0.26 -0.18 -0.84 -0.57

Summer 0.72 -0.72 0.71 -0.59 -0.29 -2.06

Fall 0.81 -0.07 0.69 -0.43 0.00 -1.69

Winter 0.84 0.70 0.60 0.35 -0.01 -0.20

Year 2011-2012 0.80 0.39 0.61 -0.03 -0.14 -0.81

Spring 0.59 -0.21 0.53 0.06 -0.42 -0.62

Summer 0.64 -0.94 0.78 -0.17 -0.46 -2.12

Fall 0.79 -0.14 0.80 0.12 -0.08 -1.44

Winter 0.82 0.71 0.77 0.66 0.02 -0.15

Year 2011-2012 0.77 0.36 0.76 0.37 -0.13 -0.76

Day 1

Day 2
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3.6. Figures 

 

Figure 3-1: Numerical Weather Prediction domain setup for WRF forecasts using a grid 

resolution of 45 km for the outer domain and 15 km for the inner (nested) domain. The 

center point of each domain is indicated by the yellow circle while the number refers to 

the domain; the larger domain is 1, and the nested domain is 2. 

 

 

 

 



73 

 

 

 

Figure 3-2: Time series of daily WRF forecasts and observed meteorological variables at 

Edmonton International Airport, from 1 June 2011 to 31 August 2011. Day 1 forecast is 

blue, Day 2 forecast is red, and the observations are in green. The variables are: (a) 

maximum 2-meter temperature in °C, (b) minimum 2-meter temperature in °C, (c) 1200 

UTC sea level pressure in millibars, (d) 1200 UTC wind speed in km/h, (e) and 

precipitation accumulation in millimeters. The horizontal axis is the day in the series, 

starting from 1 June 2011. 
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Figure 3-3: Comparison between WRF Day 1 forecast variables and observed values, at 

Edmonton International Airport during the summer season. Variables compared are: 

 (a) maximum 2-meter temperature in °C, (b) minimum 2-meter temperature in °C, (c) 

1200 UTC sea level pressure in millibars, (d) 1200 UTC wind speed in km/h, and (e) 

precipitation accumulation in millimeters for a threshold above 0.2 mm. The solid 

diagonal line indicates where forecast values equal observed values: a perfect forecast. 
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Chapter 4: Summary and Conclusions 

 

4.1. Summary  

 This study verified the Weather Research and Forecasting model when 

simulating heavy precipitation events and determined the accuracy when forecasting 

weather for southern Alberta. The model output was verified against observations from 

weather stations to determine the differences between simulations and observations to 

identify the accuracy of WRF’s forecasts. 

 WRF was used to simulate three historic events in central and southern Alberta 

which caused extensive damage due to heavy precipitation and related flooding. Each 

storm was simulated using different cumulus parameterization schemes and varying grid 

resolution. The simulated precipitation was compared against the observed precipitation.  

An evaluation was performed across the major river basins in Alberta to determine which 

cumulus parameterization scheme simulated the precipitation the most accurately. This 

was performed for three grid resolutions: 30 km, 15 km, and 6 km. 

 In addition to the simulated precipitation analysis, WRF’s forecast accuracy was 

analyzed. WRF forecasts were produced for each day from 15 March 2011 to 29 Feb 

2012. Each forecast provided the maximum and minimum temperature, daily 

precipitation accumulation, 1200 UTC wind speed and surface pressure each day for the 

following 2 days. The forecasts were verified against observations from nine weather 

stations to determine the seasonal differences in forecast accuracy. In addition, WRF 

temperature forecasts were compared against other forecast methods to determine how 

skillful the WRF model was in predicting temperatures. 

 

4.2. Conclusions of WRF precipitation simulations 

 Three summer-time heavy precipitation events were simulated using the WRF 

model. These simulations were performed using the Kain-Fritsch, Betts-Miller-Janjic, 

Grell-Devenyi, Grell-Devenyi 3D ensemble, and the explicit cumulus parameterization 

schemes. The simulations were performed at 15 km grid resolution, a coarse resolution of 

30 km, and a high resolution of 6 km. The results show that the Kain-Fritsch cumulus 

parameterization scheme was the most accurate scheme when simulating the heavy 

precipitation from these three events when evaluated over the major river basins of 

Alberta, and was slightly more accurate at the highest grid resolution of 6 km than at 15 

km. However, the gain in accuracy was very small for the large increase in computational 



80 

 

 

time to perform the 6 km simulations. Simulations at 30 km were generally less accurate 

than simulations with higher resolution using the same cumulus schemes. The 

performance of the explicit scheme was comparable to that of the KF scheme, although 

with slightly less accuracy when simulated using a grid resolution of 15 km. The 

strengths of the KF cumulus parameterization scheme are thought to be due to the 

parameterization of entrainment/detrainment to and from convective clouds (Gochis 

2002) as well as the closure assumption around convective available potential energy 

(CAPE) values (Wang 1997). 

 

4.3. Conclusions of WRF daily forecasts 

 Daily forecasts were performed from 15 March 2011 through 29 February 2012 

using the WRF model over central and southern Alberta. The year-long analysis for 

various near-surface parameters indicates that the spring and summer seasons were 

forecast more accurately than winter and fall during this period. Spring and summer had 

the lowest temperature and wind errors compared to the remaining seasons. The winter 

season was the least accurate, indicated by higher error values. The precipitation results 

indicate that WRF precipitation forecasts had skill during all seasons, with ET values 

greater than 0.0 for all thresholds. WRF precipitation forecasts were slightly more 

accurate during the summer season compared to the rest of the year; a useful finding 

considering the potential for severe storms and significant precipitation during summer. 

 Some model biases were found regarding these forecasts. At a longer forecast 

length (Day 2), WRF tended to forecast warmer daily minimum temperatures, higher 

wind speeds, and lower pressure than compared to the same day when forecast at a 

shorter length (Day 1). This was observed for all seasons except winter. In addition, WRF 

forecast a smaller range of diurnal temperatures than was observed, forecasting a warmer 

minimum temperature and colder maximum temperature, for each season during the year 

of study. WRF forecasts for maximum temperature were much more accurate than 

minimum temperature forecasts. 

 The WRF temperature forecasts were compared against other methods of 

forecasting: climatology, persistence, and Environment Canada's Weather Office. The 

WRF skill scores indicate that WRF maximum temperature forecasts were generally 

more accurate than a forecast using climatology or persistence, while the opposite is true 

for WRF minimum temperature forecasts. WRF temperature forecasts, both maximum 

and minimum, were shown to be less accurate than forecasts issued by Environment 
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Canada's Weather Office. The skill score results were consistent across all seasons 

analyzed; although skill scores did vary from season to season. 

 

4.4. Comments and suggestions for future work  

 This study was designed to verify the accuracy of the Weather Research and 

Forecasting model to simulate heavy summertime precipitation storms, as well as daily 

forecasts for near-surface parameters. The following are some suggestions for further 

research which would complement this project. 

 The Kain-Fritsch cumulus scheme was found to be the most accurate cumulus 

parameterization scheme when simulating three heavy precipitation events. However, it is 

not known how accurately KF, or the other CPS, will simulate other important aspects of 

severe summer storms, such as storm tracks, damaging hail, or strong downbursts. 

Further research into the verification of cumulus parameterization schemes would 

provide useful information regarding the strengths and weaknesses of each scheme when 

simulating severe storms using the WRF model.  

 The heavy storms were verified by using different cumulus parameterization 

schemes to determine which scheme was the most accurate. There are a variety of other 

methods to fine tune a model to increase accuracy. For example, changing the 

microphysics schemes could result in a different accumulated precipitation amount across 

the area of study. Changing the microphysics schemes may result in larger differences in 

precipitation than changing the cumulus schemes, potentially more accurate as well. A 

study to examine how the various microphysics schemes of WRF can simulate heavy 

precipitation events would be a useful follow-up to the results presented in Chapter 2. In 

addition to the microphysics schemes, a verification study on how the various planetary 

boundary layer schemes produce precipitation and other forecast parameters would 

follow the work of this thesis rather well. Borge et al (2008) performed many different 

simulations using different configuration settings, including planetary boundary layer and 

microphysics schemes, using the WRF model and examined wind speed and direction, 

temperature, and humidity, but did not examine how the configurations affected 

precipitation amounts. 

 The daily forecast results provided information regarding how accurate WRF was 

across the different seasons for near-surface parameters. There was no verification of any 

upper-air meteorological parameters in this study. While near-surface parameters are far 



82 

 

 

easier to observe, and thus verify, verification using WRF forecasts for upper-air levels 

would complement Chapter 3 of this study. 

 Lastly, as we noted earlier, WRF had difficulty forecasting near-surface 

parameters for areas that were inside a mountain valley. Due to terrain smoothing from 

using a grid resolution of 15 km, some valley locations had their simulated elevation 

much higher than their observed elevation, some by approximately 500 meters. The 

difference in heights caused their meteorological data to be rather inaccurate. For 

example, a severe cold bias in the temperature forecast was common, which prompted the 

removal of 2 weather stations (Jasper and Banff) from the initial analysis of 11. A study 

that determines a proper grid resolution for accurately simulating weather inside a 

mountain valley could be useful, as WRF has the capability to easily reconfigure a 

domain with embedded high resolution nested domains over mountain areas. I feel this 

suggestion is important because mountainous locations often have difficulty with proper 

radar coverage, as well as can suffer from severe meteorological conditions (flash 

flooding, heavy snowfall, avalanches induced from weather, etc.) which might go 

undetected due to being outside the radar coverage. Roeger et al. (2003) produced 

forecasts with different resolutions over the Rocky Mountains in British Columbia which 

experience avalanches and found that a coarse resolution (30 km) forecast produced 

precipitation with similar skill compared against high resolution (2km, 10km) forecasts. 

However, the 30 km forecast had the worst errors when evaluated for wind speed and was 

not very accurate for temperature forecasts, when compared against the higher resolution 

forecasts. This shows that high resolution forecasts have potential to be more useful in 

mountainous regions. 

 

4.5. Concluding remarks 

 

 While it was noted that temperature forecasts produced by the WRF model were 

not as accurate as those from Environment Canada, it should be noted that the WRF 

model still can perform a valuable role as a numerical weather prediction model. 

Environment Canada produces easy to read forecasts for the general public, but does not 

produce spatial precipitation forecasts which are easily accessible by the public. It is 

possible, and very useful, to make computer scripts to easily create meaningful 

information from the WRF model output. It is not difficult to produce surface charts 

which show where a possible frost might occur, as well areas with heavy winds, or 
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predicting the amount of precipitation which will fall in each river basin. The 

combination of easily configuring the WRF model to your particular interests and the 

ability to create automatic scripts to perform meaningful tasks can be very productive. 

The WRF model is currently used by both researchers and in operations, showing how 

useful a NWP model can become once specifically tailored to your objectives. 
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Appendix  

A: WRF Vertical Coordinate  

 The WRF equations use a terrain-following hydrostatic pressure vertical 

coordinate, η, defined as: 

η = (ρh – ρht) / μ     where μ = ρhs - ρht 

ρh is the hydrostatic component of the pressure, and ρhs and ρht refer to the surface and top 

boundary (Skamarock et al. 2008). The vertical coordinate is a traditional sigma-

coordinate, and varies from 0 at the upper boundary, to 1 at the surface. 

 

B: Governing equations of the WRF model: 

 The WRF model uses the following flux-form Euler governing equations 

(Skamarock et al. 2008): 

 �tU + (∇ ∙ Vu) - �x(ρɸη) + �η(ρɸx) = FU   (1) 

 �tV + (∇ ∙ Vv) - �y(ρɸη) + �η(ρɸy) = FV   (2) 

   �tW + (∇ ∙ Vw) - g(�ηρ - μ) = FW   (3) 

  �tΘ + (∇ ∙ Vθ) = FΘ    (4) 

    �tμ + (∇ ∙ V) = 0    (5) 

   �tɸ + μ
-1

[(V ∙ ∇ɸ) - gW] = 0   (6) 

     �ηɸ =  - αμ    (7) 

And the equation of state: 

ρ = ρ0(Rdθ/ρ0α)
ϒ 

   (8) 

Where the variables are: 

V three dimensional coupled vector velocities 

F  forcing term for U, V, W, and Θ 

ρ pressure 

ρ0 reference sea-level pressure 

α inverse density of air 

μ hydrostatic pressure difference between surface and top of the model 

ɸ geopotential 

Θ coupled potential temperature 

g acceleration due to gravity 
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η terrain-following hydrostatic-pressure vertical coordinate 

Rd gas constant for dry air 

ϒ ratio of heat capacities for dry air at constant pressure 

U coupled horizontal component of velocity in the x-direction 

V  couples horizontal component of velocity in the y-direction 

W coupled vertical component of velocity 

u horizontal component of velocity in x-direction 

v horizontal component of velocity in the y-direction 

w vertical component of velocity 

 

 Equations 1 and 2 are the horizontal momentum equations. Equation 3 is the 

vertical momentum equation. Equation 4 is the conservation equation for potential 

temperature. Equation 5 is the conservation equation for dry air. Equation 6 determines 

the geopotential, and is the only non-conservative equation for equations 1 through 6. 

Equation 7 determines the inverse density. Equation 8 is the equation of state. 

 The WRF model allows the use of four projections: the Lambert conformal, polar 

stereographic, Mercator, and latitude-longitude. Each grid point inside the WRF model 

has the same horizontal dimension. However, the grid points are then projected onto the 

Earth and are allowed to have slightly different sizes, to be fit properly to the map 

projection. This is performed by using map scale factors, which require the governing 

equations (1-7), and momentum variables, to be redefined (Skamarock et al. 2008). 

 The governing equations are further rewritten using perturbation variables to 

reduce truncation errors in the horizontal pressure gradient calculation, as well as errors 

in the vertical pressure gradient. The new variables are perturbations from a 

hydrostatically-balanced reference state. This causes changes to the momentum 

equations, the equation for mass conservation and the geopotential equation (Skamarock 

et al. 2008). These equations, as well as the equation of state, are solved by the WRF 

model, and contain a Coriolis term, mixing terms, as well as parameterized physics. 

 

C: WRF boundary conditions 

 WRF simulations were initialized from a global model. WRF used the global 

model to produce boundary conditions for the outer domain, which was updated every 3 

hours during the simulations. There are two lateral boundary regions in the coarse grid; 

the specified region and the relaxation region. The specified region is the outermost row 
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and column on each side of the outer domain. This region is set entirely by the 

interpolation from the global model. The relaxation region is the columns and rows 

adjacent to the specified region, and penetrates a certain amount of user-set grid 

columns/rows into the outer domain. The relaxation region is where WRF is relaxed 

towards the global model, with certain weighing values (Skamarock et al. 2008). This is 

performed every time the boundary conditions are updated, and produces a smooth 

mixture between the freshly updated boundary condition and the simulation. 

 

D: Nesting 

 WRF simulations use two-way nesting between the coarse grid and the fine grid. 

The fine grid boundary conditions are interpolated from the coarse grid simulation. Two-

way nesting also set the coarse grid solution as the mean of the fine grids inside each 

coarse grid. The mass, thermodynamic, scalar, and chemistry variables are averaged 

throughout the fine grid cells when interpolating back to the coarse grid. Horizontal 

momentum components are averaged from the fine grid cells which boarder the coarse 

grid’s cell-face. 

 The nested domain generates boundary conditions in a similar method as the 

coarse domain. Whereas the coarse domain received boundary conditions from a global 

model, the nested boundary conditions are produced by the coarse domain. The coarse 

grid points which contain the fine grid perimeter are interpolated to the outer rows and 

columns of the nested domain. Unlike the coarse grid boundary conditions, there is no 

relaxation region inside the nested domain. The fine grid receives updated boundary 

conditions after each time-step of the coarse domain. 

 

E. Grid point analysis: 

 The grid point precipitation analysis is performed by using the root-mean-

squared-error (RMSE) between the observed grid point precipitation value, O, and the 

simulated grid point precipitation value, S, for every grid point, N, in the  river basin:  

���� =	�1 �(� − �)��
�  
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F. Observation point analysis: 

Table F-1: Precipitation contingency table, where each element (HIT, MISS, FALSE, and 

NONE) hold the number of observation stations in which the observation and simulation 

exceed or fail to exceed a precipitation threshold. For example, for a precipitation 

threshold of 5 mm, if there was 7 mm of observed precipitation (Rain) at an observation 

station and 3 mm of simulated precipitation (Non-event) at the same observation station, 

this would be a MISS, increasing the MISS counter by one.  

  Observed: 

  Rain Non-event 

Simulated: Rain HIT FALSE 

 Non-event MISS NONE 

 

 

 For a given precipitation threshold, the observation point statistics can be found 

for each storm using the known number of hits, misses, and false events from the 

contingency table above. Hits will be designated in formula form as H, misses with M, 

false as F, and N will be the total number of observation stations which meet or exceed 

the threshold being evaluated. 

 

The Probability of Detection (POD) is calculated as: 

��� = �(� + �) 

 

The False Alarm Ratio (FAR) is calculated as: 

��� = �(� + �) 

The BIAS is calculated as: 

���� = (� + �)(� + �) 

The Equitable Threat (ET) is calculated as: 

�� = (� − �)(� + � + � − �) 

Where the variable E is: 
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� = (� + �) ∗ (� + �)  

 

G. Error analysis: 

 The error analysis uses the observation value, Oi for the ith station, and a forecast 

value,  Fi for the ith station, to determine the Mean Error (ME) and Root Mean Squared 

Error (RMSE) at the ith station when performed for a period of time in days, N: 

�� =	 1 �(� − � )�
�  

���� =	�1 �(� − � )��
�  

H. Skill score analysis: 

 Skill score, S, is found by using the ratio between the mean-squared-error (MSE) 

of WRF forecasts,  ���!"#, and the MSE of a reference forecast, ���"$#, where the 

reference forecast is climatology, persistence, or Environment Canada. MSE is found 

from the WRF temperature forecast value, �!"#%, at an ith station, and the reference 

temperature forecast value, �"$#%, at the ith station, where Oi is the observed value at the 

ith station, when performed for a period of time in days, N: 

���"$# =	 1 �(�"$#% − � )��
�  

���!"# =	 1 �(�!"#% − � )��
�  

� = 1 − ���!"#���"$#  

 


