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Abstract 

This thesis describes the research and development process in creating a 3D ultrasound-based navigation 

system to assist screw insertion for scoliosis surgery, with a focus on children who have adolescent 

idiopathic scoliosis (AIS). Screw placement accuracy is critical to prevent spinal cord or other neurologic 

injury in spine surgery. Traditional image guidance can reduce pedicle breach rates in posterior fusion 

surgery for AIS, but at the expense of added ionizing radiation to patients and staff, prolonged surgeries 

and hindrances to surgical workflow.  

A new image guidance system was developed by combining motion capture cameras, conventional 

medical ultrasound, and image registration to display navigation information in a three-dimensional 

virtual environment. In this system, motion capture markers are mounted onto the medical ultrasound 

transducer to pair 2D images with motion capture information, allowing for a 3D reconstruction of the 

vertebral surface. A pre-operative 3D model of the vertebra is then image registered to the 3D ultrasound 

vertebral surface to localize the vertebra in the operating room. The vertebra is then display on a screen, 

alongside motion captured surgical tools to allow surgeons to have visual feedback on the entry-point and 

trajectory of their screw placements. 

The system was evaluated for accuracy and speed in four stages: motion capture was evaluated first, 

followed by 3D ultrasound localization accuracy. The image registration speed and accuracy were then 

evaluated, and lastly the screw placement accuracy was evaluated. This research focused on using 3D-

printed ultrasound phantoms to evaluate accuracies, alongside a pilot study on porcine spines.  

The accuracy of the motion capture cameras was evaluated, with translational accuracies of 0.25mm for 

translations within 15mm and rotational accuracies within 3.7o for rotations within 60o. The accuracy of 

3D ultrasound in localizing landmarks was found to be 0.8±0.6mm, while using a motion capture probe to 



iii 

 

localize landmarks on the phantom found a positional error of 1.1±1.1mm and rotational error of 0.0±1.7o. 

The accuracy of the image registration algorithm was 0.3±0.2mm and 0.9±0.8o, while the surgical 

localization accuracy was 1.2±0.5mm and 2.2±2.0o. A qualitative study on a porcine spine showed that 

image registration was successful for 91% of the porcine registrations. 

Lastly, the navigation accuracy of the system was tested using a live motion capture probe, which found 

a final entry-point and trajectory errors of 0.5±0.3mm and 2.0±0.8o, with 95.6% of screw placements 

meeting an entry-point target accuracy of 1mm, and all screw placements meeting a trajectory target of 

5o. The average processing time was 8.9±1.4s.  

This system has the speed and accuracy for usage in spine surgery. However, further evaluation needs to 

be completed before clinical evaluation. First, improvements to the user interface and integration into 

surgical workflow needs to be tested. Second, the most appropriate pre-operative imaging for the system 

needs to be selected, whether it is X-rays, computed tomography or magnetic resonance imaging. Lastly, 

quantitative evaluation of the ultrasound system on soft tissues including porcine spines or cadaver 

spines, needs to be completed.  
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Preface 

This thesis is an original work by Andrew Yuen-Hong Chan. The porcine spine study received research 

ethics approval from the Research Ethics Office under the “Exceptions to ACUC Review” as it was 

considered as a Category “A” study (little to no animal manipulation) and thus no formal Animal Care and 

Use Committee approval was necessary for this project. (REO Reference Number: 2019.006 Chan). 

Some of the research in this thesis is formed from collaborative work with various co-authors.  

Chapter 3 is a modified version of two published papers: 

• Chan A, Parent E, Narvacan K, San C, Lou E (2017) Intraoperative Image Guidance and Navigation 

in Adolescent Idiopathic Scoliosis Posterior Surgery: A Systematic Review on Screw-Related 

Complications and Breach Rates. Spine J 17(9): 1215-1229 

• Chan A, Parent E, Wong J, Narvacan K, San C, Lou E (2019) Does Intraoperative Imaging Decrease 

Pedicle Screw-related Complications in Surgical Treatment of Adolescent Idiopathic Scoliosis: A 

Systematic Review Update and Meta-Analysis. Eur Spine J – E-published Nov 28, 2019 

I conceived of the direction, performed screenings, extractions, quality appraisals, and compiled the data 

into the journal article. I collaborated with many reviewers to perform these tasks. Screening co-reviewers 

included Huda Mohamed, Michael Ryu, Arjan Ahluwalla, Muhammad Moolla and Suzana Trac. Jason 

Wong, Cindy San and Karl Narvacan were co-reviewers for extraction and quality appraisal for both 

reviews. There was also consultation with the scoliosis research group team for clinical advice and 

guidance: Dr. Marc Moreau, Dr. Jim Mahood, Sarah Southon and Kathleen Shearer. I consulted Liz 

Dennett, a medical librarian for constructing the search, and Ben Vandermeer for help with meta-analysis. 

Direction and guidance were provided by Dr. Parent, and Dr. Lou reviewed this article. 

Chapter 4 is a modified version of a published paper:  

• Chan A, Aguillon J, Hill D, Lou E (2017) Precision and Accuracy of Motion Tracking System for 

Pedicle Screw Placement in Adolescent Idiopathic Scoliosis. Med Eng Phys 46:33-43 

I conceived of the experiments, collected data for auxiliary and dynamic testing, and compiled the journal 

article. Janelle Aguillon conducted some of the initial motion capture setup and data collection for static 

testing and auxiliary testing. Advice and guidance were provided by Doug Hill and Dr. Lou. 

Chapter 5 is a modified version of two published papers: 
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• Chan A, Parent E, Lou E (2018) Reconstruction and positional accuracy of 3D ultrasound on 

vertebral phantoms for adolescent idiopathic scoliosis spinal surgery. Int J Comput Assist Radiol 

Surg. 14(3): 427-439 

• Ottacher D, Chan A, Parent E, Lou E (2020) Positional and Orientational Accuracy of 3D Ultrasound 

Navigation System on Spinal Phantoms for Scoliosis Surgery. IEEE: Trans Instr. and Meas.  

doi:10.1109/TIM.2020.2973839, [Epub ahead of print], 2020. 

For the first article, I conceived of the experiments, designed the phantoms and setup, collected the data, 

and compiled it into a journal article. For the second, I conceived of the experiments, designed the 

phantoms and setup, and provided guidance on the journal article writeup. Drake Ottacher collected and 

analyzed the data and compiled draft for the publication. Advice and guidance were provided by Dr. 

Parent and Dr. Lou. 

The material in Chapter 6 has been submitted for publication and requested revision at this time. 

• Chan A, Parent E, Lou E: Image Registration of CT Images of Phantom Vertebrae on 3D Ultrasound 

Images of the Vertebral Surfaces for Posterior Spine Surgery. Accepted in the Annals of 

Biomedical Engineering, 2020. 

I conceived of the experiments, developed the registration algorithms and analyzed the data in this 

experiment. Brendan Coutts helped with researching surface-based registration methods, implementing 

the method on a pilot set of data, and providing registration evaluations. Advice and guidance were 

provided by Dr. Parent and Dr. Lou. 
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Dedication 

We conclude that God is known first through Nature, and then again, more particularly, by doctrine; by 

nature in His works, and by doctrine in His revealed word. – Galileo Galilei, 1615 - quoting Tertullian 
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Chapter 1:  Introduction 

Adolescent idiopathic scoliosis (AIS) is a three-dimensional spinal deformity that affects 2-3% of 

adolescents [1]. Because no etiology has been identified for AIS, treatment is aimed at managing the 

severity of the deformity to reduce the cosmetic defect and minimize limitations to exercise tolerance, 

either with bracing for moderate curves, or surgery in severe cases [2–4]. 

1.1. Motivation 

The current standard of surgical treatment involves inserting screws posteriorly into the vertebrae to 

attach instrumentation to the spine and hold it in its corrected position [5,6]. While screws are the most 

secure method of attaching instrumentation to the spine, the screws must be placed carefully to prevent 

spinal cord injury, nerve root damage and even vascular injury [7–9].  

Fluoroscopy and intra-operative CT-navigation systems are currently considered the cutting edge in image 

guidance technology for pedicle screw placement [10–12]. However, these imaging techniques are often 

precluded due to their bulk, expense and exposure of pediatric patients to ionizing radiation [13–16]. 

Alternative non-ionizing imaging methods, particularly ultrasound imaging, have been sought to provide 

image guidance to ensure surgical safety[17,18]. While ultrasound is traditionally used in soft tissue 

imaging, the potential for ultrasound to provide anatomic information for image guidance is only 

beginning to be explored.  

1.2. Problem Statement 

To develop and validate an intraoperative image guidance system using motion capture and 3D 

ultrasound. The sequence of the research and development process is as follows: 

1. Determine the accuracy and precision of conventional motion capture for navigation surgery 

2. Develop a bone-surface 3D ultrasound imaging system and determine its positional accuracy in 

localizing phantoms in the capture volume and accuracy in reconstructing dimensions on the 

phantoms themselves 

3. Develop an image registration program for registering 3D ultrasound surface volumes to pre-

operative CT vertebral image volumes  

4. Validate the image guidance system for actual screw insertion in a CT-based vertebral phantom, 

ensuring screw entry-point accuracy of 1mm and trajectory within 5o. 
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1.2.1. System Requirements 

The goal of this research is to develop and validate an image guidance method that avoids intraoperative 

ionizing radiation to guide pedicle screw insertion. For image guidance to be effective and useable in the 

operating room, the system must: 

▪ Provide real-time feedback intraoperatively on surgical tools relative to stationary anatomy, 

▪ Visualize internal anatomy at accuracy and precision of <1mm, equivalent to CT-navigation systems  

▪ Use handheld guidance tools in the operating room without CT or fluoroscopy equipment 

▪ Include a graphical user-interface that is intuitive for surgeons to use, and 

▪ Reduce ionizing radiation exposure intraoperatively. 

1.2.2. Scope of Work 

First, an assessment of the highest quality and current clinical evidence will be undertaken to determine 

the surgical relevance of developing a new navigation tool. The assessment will include a systematic 

review and meta-analysis of original clinical studies on breach rates and complication rates due to screw 

placement in AIS surgery.  

The accuracy of technical equipment including the motion capture system and the ultrasound machine 

will be evaluated, with a focus on determining localization and orientation errors. Next, research into 

methodologies used to create and calibrate a 3D ultrasound imaging system will be undertaken. Once the 

optimal 3D reconstruction methodology is selected, a custom implementation for 3D ultrasound 

reconstruction of the posterior surface of the vertebra including spinous process, laminae and transverse 

processes will be developed and its accuracy assessed.  

Following development of the 3D ultrasound imager, research into applying image registration algorithms 

to match the 3D ultrasound vertebra surface to its corresponding 3D CT vertebral model will be 

undertaken. Different registration techniques will be evaluated for speed and accuracy and a novel 

algorithm will be developed for this navigation system. Lastly, a custom program with graphical user 

interface will be developed to display the registered 3D vertebral model, as well as display the tracked 

position and orientation of surgical tools in the surgical space. The accuracy of a probe placed through 

pedicle screw holes will be tested, including both entry-point positional accuracy and trajectory accuracy. 

The two primary considerations throughout this study are to ensure adequate technical accuracy, 

providing within 1mm and 5o accuracy for guidance, and to integrate seamlessly into the surgical workflow 

with low profile tools, requiring less than 1 minute from imaging to display. 
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1.3. Thesis Organization 

1.3.1. Thesis Outline 

This thesis is organized in eight chapters.  

Chapter 2 provides background information on both the clinical context and technical knowledge required 

for development of the image guidance system including motion capture, 3D ultrasound and image 

registration. 

Chapter 3 presents the results from a systematic review and a meta-analysis on complication rates and 

pedicle breach rates due to screw misplacement in adolescent idiopathic scoliosis surgery.  

Chapter 4 details the process used to ensure adequate accuracy of conventional motion capture in the 

operating room.  

Chapter 5 describes the process of reconstructing 3D ultrasound images by combining conventional 2D 

medical ultrasound images with motion capture data, followed by evaluating the dimensional accuracy of 

reconstructions, and the placement accuracy of the reconstructions within the surgical space 

Chapter 6 outlines the methods used for pre-processing and registering ultrasound surface images to a 

segmented pre-operative vertebral volume from a CT scan  

Chapter 7 involves the validation of the ultrasound navigation system on a 3D-printed plastic phantom 

vertebra, comparing the actual entry-point and trajectory of a probe placed in the phantom vertebral 

pedicle, with the entry-point and trajectory shown on the display. 

Lastly, Chapter 8 involves a discussion of the overall development process, current limitations and 

potential improvements to the technology. 
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Chapter 2:  Background Information  

2.1. Overview 

This chapter is an overview of the clinical background including spinal anatomy, scoliosis and surgical 

treatment. Detail is given to pedicle screw insertion techniques and complications for scoliosis surgery. 

Secondly, the technical background on motion capture technology, 3D ultrasound imaging and image 

registration for image guidance technologies are presented. 

2.2. Clinical Background 

2.2.1. Spinal Anatomy 

The human vertebral column has 24 individual vertebrae, split amongst 5 sections from superior to 

inferior: cervical (7), thoracic (12), lumbar (5), and fused sacral (5) and coccyx (4) regions [19] (Figure 2-1: 

Sagittal view of the human spine (Wikimedia Commons, 2017)). The cervical vertebrae take a lordotic 

curvature and comprise the neck region which allows for most the head’s range of motion. The thoracic 

vertebrae form a kyphotic curvature with additional facets that articulate with the rib cage. The lumbar 

vertebrae form a largely lordotic region at the abdominal level of the torso while the sacral vertebrae and 

coccyx are at the level of the hip bones. The vertebrae generally increase in size when descending the 

spinal column. 

Each vertebra includes a vertebral body anteriorly, spinous process protruding posteriorly and transverse 

processes protruding laterally on either side of the vertebra (Figure 2-2: Superior view (A), Posterior view 

(B) and Sagittal view (C) of a T5 vertebra (Wikimedia Commons, 2012)). The vertebral canal in the center 

of the vertebra is surrounded by the vertebral body anteriorly, laminae posteriorly, and pedicles laterally. 

The spinal cord lies within the vertebral canal with spinal nerves exiting the spine under each pedicle 

throughout the spine (Figure 2-3: Oblique view of vertebral neural anatomy and intervertebral discs (Dailly 

Anthony, 2011)) [19]. The superior articular process forms the facet joint with the vertebra above, while 

the inferior articular process connects with the vertebra below. Thoracic vertebrae have costal facets 

which articulate with the ribs. 

Pedicle linear dimensions progress from small to large when moving inferiorly. Pedicle angles have a 

decreased medial angle on the transverse plane when moving inferiorly, with angles typically less than 

10o from the sagittal plane [19].  Pedicles in the thoracic spine may be 4-8mm in diameter while lumbar 
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are typically 6-13mm in diameter [20]. The pedicle itself has variable density, with a thicker cortical shell 

medially protecting the spinal cord in the vertebral canal.  

 

Figure 2-1: Sagittal view of the human spine (Wikimedia Commons, 2017) 
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Figure 2-2: Superior view (A), Posterior view (B) and Sagittal view (C) of a T5 vertebra (Wikimedia 
Commons, 2012) 

The arterial supply of the spinal cord comes primarily through two dorsal and one anterior longitudinal 

blood vessel [21]. The blood supply is highly redundant, with anastomoses between each level and 

reversible flow depending on the metabolic demands of the spinal cord [19]. At each level, segmental 

arteries surround the vertebral body with branch to the posterior areas of the vertebra. The poorest blood 

supply lies between T4-T9. Both the aorta and inferior vena cava are anterior to the vertebral body, with 

the aorta typically on the left side and the vena cava on the right side from T4 to L4.   

Intervertebral discs lie between each vertebral body as part of the spine’s load bearing and shock 

absorbing system (Figure 2-3: Oblique view of vertebral neural anatomy and intervertebral discs (Dailly 

Anthony, 2011)). Each disc is composed of an annulus fibrosus around the outside and nucleus pulposus 

within. The anterior and posterior longitudinal ligaments lie anterior and posterior to the vertebral body 

and disc respectively, running the length of the spine. The interspinous and supraspinous ligaments 

connect the spinous processes while the ligamentum flavum connects each lamina [21]. 
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Figure 2-3: Oblique view of vertebral neural anatomy and intervertebral discs (Dailly Anthony, 2011) 

2.2.2. Types of Scoliosis 

Scoliosis is defined as a sideways curvature of the spine, though it is increasingly acknowledged as a three-

dimensional deformity [22,23]. Scoliosis is classified into multiple types including congenital, 

neuromuscular and idiopathic. Congenital scoliosis involves skeletal abnormalities that are present at 

birth including formation of wedged hemivertebrae, partial fusion of vertebrae, or a combination of these 

abnormalities [24]. Neuromuscular scoliosis can be caused by genetic or syndromic diseases including 

cerebral palsy or Duchenne muscular dystrophy, but can also be secondary to Polio infections, central 

nervous system lesions or traumatic injury [25]. Connective tissue diseases including syndromic (Marfan 

syndrome) or secondary to low Vitamin D or Calcium (rickets) can lead to scoliosis. Congenital and 

neuromuscular scoliosis are often treated with surgical intervention due to the permanence of bony 

deformity in congenital scoliosis [26], or the severity and progression in the case of neuromuscular [27]. 

However, the most common form of scoliosis is adolescent idiopathic scoliosis. 

2.2.3. Adolescent Idiopathic Scoliosis 

The prevalence of idiopathic scoliosis in adolescents is reported as 2-3%, with most of these patients not 

needing treatment. Bracing or surgery is indicated for curves severe enough to require treatment, with a 
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prevalence of 0.2-0.5% [28,29]. Idiopathic scoliosis is a diagnosis of exclusion, given that no identifiable 

cause has been found. Empirically, concordance of idiopathic scoliosis is 73% in monozygous twins and 

36% in dizygous twins, indicating that genetics is likely involved in idiopathic scoliosis pathogenesis [30]. 

However, no single gene or set of genes have been identified to cause idiopathic scoliosis. Studies in 

predicting curve progression using genetic testing have not been definitive [31]. Similarly, biochemical 

correlations between scoliosis and melatonin, calmodulin levels in platelets and collagen in intervertebral 

discs have been studied in detail [32–36]. Scoliosis has been associated with decreased melatonin, 

abnormalities in spinal ligaments and increased calmodulin in platelets, none of which were shown to be 

causative. More recently, epigenetics has been studied to determine if nutrition, physical activity, 

geographic latitude and maternal age may be related to idiopathic scoliosis [37]. Because the field of 

epigenetics is still in its infancy, the potential for discovering causation and generating therapeutics 

remains unknown.  

Treatment of idiopathic scoliosis is aimed at halting progression after detection. Severity of scoliosis is 

assessed using the Cobb angle, determined by measuring the angle between the most tilted upper 

vertebrae and most tilted lower vertebrae in a scoliotic curve as captured on a frontal plane X-ray (Figure 

2-4: Cobb angle measurement example: A – main thoracic Cobb angle, B – upper thoracic Cobb angle 

(Skoliose-Info-Forum.de, 2005)) [38,39]. Measuring procedures including manual ‘pencil-and-protractor’ 

methods, computer-assisted landmark-based software and automated systems have been used with 

reproducibility within 5o [40]. The presence of a scoliotic curve is defined as a Cobb angle of greater than 

10o while severity is classified as mild (<20o) moderate (20-45o) or severe (>45o)[41]. 

 



9 

 

 

Figure 2-4: Cobb angle measurement example: A – main thoracic Cobb angle, B – upper thoracic Cobb 
angle (Skoliose-Info-Forum.de, 2005) 

While the etiology of idiopathic scoliosis remains elusive, the natural history has been well delineated. 

Mild idiopathic scoliosis may remain stable over time, but moderate or severe curves typically worsen or 

progress over time. Certain risk factors including greater severity of scoliosis, gender, age at menarche, 

and skeletal immaturity can alter the degree of progression [1,32,42,43]. Patients with larger curves are 

more likely to progress (7-17% when less than 20o vs 34-40% when larger than 20o)[44]. Females are more 

likely to have progressive curves at a 8:1 ratio for curves greater than 30o [29] when compared to males. 

Being pre-menarchal also increases risk of progression [45].  Skeletal maturity is assessed using the Risser 

scale [46], triradiate cartilage [47] or Sanders Digital Scale, [48] with lower maturity correlated with 

greater progression [44]. Curve severity and the risk of progression are the primary drivers of determining 
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what treatment is appropriate for scoliosis [1]. Table 2-1 shows the odds ratio of curve progression from 

the most important risk factors for scoliosis progression [49]. 

Table 2-1: Odds ratio of curve progression from common risk factors [49] 

Risk Factor Odds Ratio Level of Evidence 

Age (<13) 2.7 [1.8-4.6] p<0.01, 3 studies Low 

Osteopenia 2.8 [1.4-5.6] p<0.01, 3 studies Low 

Initial Cobb Angle 7.6 [4.2-13.6] p<0.01, 8 studies Low 

Premenarche 4.0 [2.0-7.9] p<0.01, 6 studies Low 

Skeletal Immaturity 2.8 [11.6-4.8] p<0.01, 4 studies Low 

Without treatment, severe curves can impair patients’ ability to perform physical activity due to 

decreased pulmonary function, and lead to non-disabling but increased chronic back pain [4,50,51]. 

Furthermore, as the incidence of idiopathic scoliosis is highest in the adolescent years, low self-esteem 

and poor self-image due to the deformity are important issues for these patients[52,53].  

Curves that are greater than 25o are usually considered for treatment using bracing with exercise therapy 

as an additional option for smaller curves[1,54,55]. In a randomized controlled trial comparing brace 

treatment with no brace treatment, bracing was found to significantly decrease progression in skeletally 

immature patients with idiopathic scoliosis [2]. However, 25% of patients still had treatment failure which 

would require surgery to correct the deformity and prevent progression [1]. Surgery may be indicated in 

curves greater than 45o with the goal of correcting the deformity, preserve sagittal balance and maximize 

patient quality of life [3,56]. 

2.2.4. Surgical Treatment 

Scoliotic curvatures are classified typically according to the Lenke classification system [57]. The system 

divides the spine into three sections: proximal thoracic, main thoracic and thoracolumbar. The largest 

curve is considered the major structural curve, while minor curves are considered structural if the Cobb 

angle from a side-bending X-ray is greater than 25o. Table 2-2 shows a summary of the Lenke classification 

of curves including main thoracic, double thoracic, double major (major thoracic and structural 

thoracolumbar curve), triple major (major or structural curves in all three regions), 

thoracolumbar/lumbar, and thoracolumbar/lumbar-main thoracic (structural main thoracic, major 

thoracolumbar/lumbar) types. 

In addition to curve type, the Lenke classification system includes a lumbar spine modifier with lumbar 

pedicle position being compared to the center sacral vertical line (CSVL): CSVL between pedicles (Type A), 
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CSVL touching the apical bodies (Type B) and the CSVL completely medial to the vertebral bodies (Type 

C). Lastly, the classification notes if the sagittal T5-T12 profile has a normal kyphotic curve (Type N) or if it 

is hypokyphotic (Type -) or hyperkyphotic (Type +). From the Lenke classification and its two modifiers, 

the levels of fusion and surgical approach are selected, with all Lenke structural curves being included in 

the fusion. 

Table 2-2: Lenke classification of surgical curves 

Type Proximal 
Thoracic 

Main Thoracic Thoracolumbar/ 
Lumbar 

Description 

1 Non-Structural Major Curve Non-Structural Main Thoracic  

2 Structural Major Curve Non-Structural Double Thoracic  

3 Non-Structural Major Curve Structural Double Major  

4 Structural Major Curve Major Curve Triple Major  

5 Non-Structural Non-Structural Major Curve Thoracolumbar/Lumbar  

6 Non-Structural Structural Major Curve Thoracolumbar/Lumbar-Main 

Thoracic  

The two main surgical approaches to scoliosis are classified as posterior or anterior. In the posterior 

approach, patients lays prone on a Jackson table, padding the arms and releasing intraabdominal 

pressure, allowing the lumbar lordosis to be maintained for proper sagittal alignment and giving surgeons 

access to the posterior surface of the spine to attach instrumentation [5,58]. Subperiosteal dissection is 

continued until all the fused levels are exposed. Fusion is performed by decorticating facet joints and may 

be facilitated using bone grafting, with autogenous iliac crest bone graft as the gold standard though a 

recent meta-analysis found no post-operative benefits in achieving fusion when using bone graft 

compared to allograft or other bone substitutes [59]. 

The method of correction then needs to be assessed, whether performing a derotation maneuver, 

distraction or translation of the curve, or in situ contouring. Regardless of the method, the corrected spinal 

curve needs to be held to contoured rods that run longitudinally along the spine using hooks or pedicle 

screws. Figure 2-5: X-ray of instrumented spine with pedicle screws shows an X-ray of an instrumented 

spine with longitudinal rods and pedicle screws and cross-links between rods. 
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Figure 2-5: X-ray of instrumented spine with pedicle screws 

The anterior approach is usually reserved for thoracolumbar or lumbar curves [58]. The patient lays in the 

lateral decubitus position and an incision is performed through the abdominal flank or along the rib that 

is one level higher than the most proximal instrumented rib. With the vertebral body exposed the 

intervertebral discs are removed and screws are placed laterally to vertebral bodies allowing 

instrumentation to be directly attached to the site of deforming force ,the vertebral body [5,56,60,61]. 

Video-assisted and endoscopic procedures have also been developed alongside the anterior approach. 

While the anterior approach can reduce the amount of instrumentation inserted into the spine, surgeries 

tend to be prolonged with poorer post-operative pulmonary function and greater risk to retroperitoneal 

organs and the great vessels [56,58]. Thoracoscopic anterior approaches have a reduced incision and led 



13 

 

to better pulmonary outcomes, but this approach has a steep learning curve and increased risk of 

damaging the thoracic aorta [5,60,62].  

Combined approaches involving an anterior release and posterior fusion have also been used in the past, 

particularly for large scoliotic curves (>100o) that may be stiffer (70-80o residual side-bending curve). The 

combined approach may be completed in the same day, or as a two-step staged surgery. However, similar 

to the anterior approach, poorer pulmonary function and prolonged surgeries remain drawbacks to this 

method, with thoracic pedicle screw usage offering similar levels of spinal correction without the need for 

anterior release [63–65]. 

Posterior instrumentation and fusion is the preferred method of surgical treatment for AIS, comprising 

13.8% of all pediatric orthopedic surgeries according to the American College of Surgeons National 

Surgical Quality Improvement Program. Comparatively, supracondylar humerus fracture was the only 

surgical indication with a higher prevalence (25.6%) and all-cause posterior spinal fusions (combining AIS, 

non-idiopathic scoliosis and revision surgeries) at 27.4% [66]. Anterior spinal fusions only comprised 0.28% 

of all procedures, with an overall adverse event rate at 8% compared to 5.97% for AIS posterior spinal 

fusion. Anterior fusions or anterior releases with posterior fusions comprised 31% of surgeries from the 

Scoliosis Research Society Morbidity and Mortality database, compared with 69% for posterior-only 

surgeries in 2006. Posterior fusion and instrumentation have become the prevailing method for surgical 

treatment of AIS. 

Posterior spinal instrumentation and fusion requires longitudinal rods of the spine to be attached to the 

vertebrae. In the past, hooks and sublaminar wires were more commonly used than pedicle screws. 

Laminar hooks are placed supra-laminarly for compressive forces, and infra-laminarly when distraction is 

required, while pedicle hooks may be used in the thoracic spine [67]. However, hook dislodgment, poor 

vertebral derotation and correction loss due to diminishing hook purchase in the lumbar spine as well as 

intrusion into the spinal canal remain as drawbacks for usage of hooks [68]. Sublaminar wires involve 

passing titanium or stainless-steel cables sub-laminarly carefully to prevent travel into the spinal canal, 

and tying them around the rods [67]. However, the higher neurologic complication rates from wires and 

the difficulty in revision surgeries involving sublaminar wires due to scarring behind the lamina make their 

usage less popular today [56,68]. 
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2.2.5. Free-Hand Pedicle Screw Insertion Methods 

Pedicle screws are the most common method of attaching instrumentation to the spine in posterior spinal 

instrumentation and fusion surgery [6]. Although hooks were previously more common, the improved 

biomechanics of screw fixation and low neurological complication rate has made usage of pedicle screws 

the primary method of attaching the spine to instrumentation [58,69,70]. While previously reserved for 

lumbar levels, pedicle screws have gained favor in the thoracic spine with adequate safety and secure 

attachment to the spine shown in multiple studies [68,71,72].  

The process of pedicle screw insertion is one of the more technically challenging portions of the surgery 

due to the small size of the pedicles. The transverse pedicle width may be as small as 4-6mm and sagittal 

width at 7-11mm in the mid-thoracic spine, with smaller pedicles in younger patients[20]. Screws are 

typically 4.5-5.5mm in diameter. Lumbar pedicles have transverse widths of 6-16mm and sagittal widths 

of 9-14mm, allowing for larger screws to be inserted. The trajectory is usually estimated using pre-

operative radiographs or CT scans, though the trend is for a medial transverse angle of 0-15o and a sagittal 

pedicle angle at thoracic levels of 10-20o with an inferior-to-superior trajectory from the lamina [20,67]. 

In one study which modeled the pedicle as a cylinder based on anthropomorphic measurements, The 

required accuracy of screw insertion may be as low as 0.6 mm (0.05-1.50 mm) and 2.6o (0.2-7.7o) in the 

thoracic spine when assuming a 5.0mm screw [73]. Patients with AIS also have more dysplastic pedicles, 

with narrower pedicles at 22% vs 13% in control groups, with the apical vertebrae having the highest 

prevalence of dysplastic pedicles [74]. 

While screws are typically inserted at every level of fusion, the density of pedicle screws ranges quite 

significantly [75]. High density constructs are costly and may be overly constrained, while low density may 

have greater curve instability resulting in more revision surgeries. Nevertheless, recent studies have found 

minimal difference in curve correction between high and low density implant constructs [75–77]. A 

comparison of screws, hooks and wires can be seen in Figure 2-6: Image of pedicle screw, hook and 

sublaminar wire (Chan, 2019). 
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Figure 2-6: Image of pedicle screw, hook and sublaminar wire (Chan, 2019) 

To improve accuracy, free-hand methods have been standardized for consistent screw insertion. Image 

guidance methods have also been developed as visual aids to guide screw insertion. 

The free-hand method involves selection of the pedicle screw entry point using bony landmarks as shown 

in Figure 2-7: Entry point landmarks for pedicle screw insertion (shaded region) on a 3D printed vertebra, 

SA: superior articular process; TP: transverse process; PA: pars interarticularis. The actual entry-point is 

dependent on the level of screw insertion. The landmarks for entry-point include the transverse process, 

the inferior border of the superior articular facet, and the pars interarticularis. For the upper thoracic 

regions, the entry point is more lateral, while in the lower thoracic regions, the entry point is more medial. 

The screw trajectory can then either be straight-forward, parallel to the vertebral body endplates, or 

follow the anatomical axis of the pedicle, though this has less resistance to pullout [78]. 

An awl is used to decorticate the bone. A ball-tipped probe or pedicle finder is then inserted into the hole, 

palpating through the softer trabecular bone in the pedicle into the vertebral body while ensuring that 

there is no breach in the cortical bone [67,78]. A drill can also be used to find the smoothest way through 

the pedicle, resulting in a smaller hole and the potential for multiple attempts for pedicle searches without 

damaging the pedicles. Lastly, the threads for the screw are tapped into the hole and a pedicle screw is 

inserted, followed by post-insertional confirmation of the screw trajectory using fluoroscopy [71].  



16 

 

 

Figure 2-7: Entry point landmarks for pedicle screw insertion (shaded region) on a 3D printed vertebra, 
SA: superior articular process; TP: transverse process; PA: pars interarticularis 

2.2.6.  Image Guidance Methods 

Image guidance involves using intraoperative fluoroscopy during screw insertion or CT-navigation systems 

to determine screw position and trajectory during insertion. Both systems provide real-time feedback on 

screw trajectories and positions. 

C-arm fluoroscopy allows for radiographs to be obtained in real-time, not requiring any image registration 

to localize anatomy. A bi-planar fluoroscopy can allow for two views to be seen at once. However, using 

a fluoroscopy machine continuously during screw placement results in a high amount of radiation 

exposure for both the patient and the surgical staff [79]. 

Fluoroscopy can also be combined with navigation systems intraoperatively. Any navigation system 

requires stereoscopic cameras, three or more reflective marker spheres attached to objects to be tracked 

by the cameras, and a computer platform to display motion captured objects [10]. In the case of 

fluoroscopy, the size and location of the fluoroscopic space is known and so the acquired images can be 

automatically registered and localized for the navigation system. Surgical tools are then tracked and 

displayed within the same virtual space, and the internal anatomy of the patient and the live position of 

surgical tools are displayed on a monitor [78,80–82]. Major benefits include improved anatomic accuracy 

due to the intra-operative nature of the images and tracking of surgical tools without the need for 

continuous ionizing radiation [79].  

For CT-navigation, pre-operative or intra-operative CT scan is taken of the patient’s spine, which uses 

manual landmarking of anatomy (paired-point registration or surface matching) in the pre-operative case 
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or using fiducial markers in the case of intra-operative systems [83]. For greater accuracy and because of 

the limited scan volume of intra-operative CT machines, only a few vertebral levels are registered at a 

time [79]. The on-screen anatomy is used to select the entry-point and the trajectory of the pedicle screw. 

Like fluoroscopic navigation methods, surgical tools are then tracked in 3D space to provide visual 

feedback of screw placement on the virtual model. Navigation does not provide actual real-time feedback 

of the anatomy and may be affected by breathing or slight shifts in the bony positioning [78]. A comparison 

of the various pedicle screw insertion techniques is shown in Table 2-3. 

Table 2-3: Comparison of benefits and drawbacks of screw insertion techniques 

 Free-hand 
Methods 

Fluoroscopy Fluoroscopic 
Navigation 

CT-Navigation 

Benefits Fast, no special 

equipment 

required 

Real-time 

guidance 

Fast, automated 

registration 

High quality 

tomographic images 

Drawbacks No visual feedback 

on pedicle 

trajectory 

Ionizing Radiation Ionizing Radiation 

Only 2D navigation 

Requires registration 

Ionizing Radiation 

Most expensive 

equipment 

Requires registration 

After screws are inserted, spinal segments are physically manipulated to correct their position and fixed 

to contoured metal rods. The sagittal and coronal balance of the spine as well as pedicle screw trajectories 

are then assessed based on intra-operative X-rays or visual inspection of the patient’s spinal curvature 

[3,84]. The position of screws post-operatively may also be assessed using CT scans [85–88]. 

2.2.7.  Breach Rates and Complications 

Screw insertion remains a major concern in causing potentially catastrophic neurologic complications in 

posterior fusion surgery. The accuracy of pedicle screw placement is most commonly assessed using a 

2mm incremental method, with <2mm breaches considered acceptable [89]. The second most common 

classification is the ‘in’ or ‘out’ classification, where screws are allowed up to 25% screw diameter to be 

outside the pedicle to be considered still within the pedicle. 

A systematic review of pedicle screw placement in the thoracic and lumbar spine noted breach rates of 6-

31% using free-hand methods, compared to 15-72% using fluoroscopy, 0-11% using CT navigation and 8-

19% using fluoroscopic navigation in posterior fusions [90]. A systematic review focused on adolescent 

thoracic scoliosis revealed a 4.2% malposition rate out of 14570 screws, though studies confirming screw 

malposition with CT scans noted a malposition rate of 15.7% [9]. However, the most important clinical 
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endpoint for screw insertion is the risk of complications, with breaches only being a potential predictor of 

complications. Screw-related complications from this study included twelve re-operations from misplaced 

or loosened screws, one pulmonary effusion from intrathoracic malposition, four dural leaks and one 

temporary neurologic deficit to a total of 18 complications from 1666 patients (1.08%) [9]. 

An analysis of the Scoliosis Research Society Morbidity and Mortality (SRS M&M) data in 2006 on 6716 

AIS patients showed a 0.32% screw-related neurological complication rate with incomplete spinal cord 

injury in 0.21% of patients and an implant-related complication rate of 0.64% in posterior-only surgeries 

for AIS compared to an overall complication rate of 5.1%  [91]. Updated data on 11227 patients with 

idiopathic scoliosis showed new neurologic deficit in 0.7% of patients, divided into 0.3% with nerve root 

deficit and 0.4% with incomplete spinal cord deficit, with 0.15% which did not have full neurologic 

recovery [7]. The most recent update on the SRS M&M showed neurologic deficits ranged from 0.23-

0.37% from 2009-2012 [92]. A separate analysis on the Spinal Deformity Study Group data from 1301 

surgical cases noted a 0.69% neural complication rate [93]. Aortic puncture has also been reported in 

posterior spinal fusion surgeries in general, which could potentially cause life-threatening bleeding [94]. 

Overall, while complication rates remain low, the potentially catastrophic consequences warrant further 

investigation into how to reduce breaches. 

2.2.8.  Free-hand vs Image Guidance Comparison 

The primary purpose of image guidance is to improve screw insertion accuracy. A systematic review on 

8539 screws comparing navigation and free-hand methods for any-cause spine surgery revealed a risk 

ratio of 0.39 favoring navigation with moderate heterogeneity with an I2 of 49% [95]. Reduced breach 

rates were found at cervical, thoracic and lumbar levels individually. Another meta-analysis on pedicle 

screw accuracy focused on scoliosis surgery noted a pooled odds ratio of 0.44 in favour of image guidance 

vs free-hand methods, though with high heterogeneity (I2=82.6%) with similar correction rates [96]. One 

of the purposes of this thesis project will be to systematically review breach rates and complication rates 

specifically for AIS surgery. 

The improved accuracy of image guidance does come at a cost however, as guidance systems are large, 

expensive and heavy, require longer operating room times and can interrupt the flow of the operation 

[80]. Both C-arm fluoroscopy and O-arm CT scanners are positioned to surround the patient on the 

operating table, requiring careful maneuvering to prevent disturbance of the sterile surgical field and 

interruption of the surgical flow. Multiple scans are often needed in the case of the O-arm due to the 



19 

 

short length of the CT scanner itself. Navigation methods require time-consuming manual registration 

processes prior to surgery to localize anatomy when using pre-operative CT scans [96].  

Current guidance methods also expose patients and operative staff to ionizing radiation. The doses of 

radiation are generally higher for CT or fluoroscopy, particularly when generating a 3D spine, compared 

with free-hand methods which may only use plain X-rays to confirm screw placement [12,97,98]. 

Radiation exposure is more concerning for pediatric patients. One estimate showed that a typical 

abdominal CT examination resulted in an estimated lifetime risk of fatal cancer of 1 in 1000 [13–

16,99,100]. Radiation scatter in the operating room is concern for staff as well when using fluoroscopy 

that requires staff to operate the machine in the room though the actual cancer risk remains 

unknown[100,101]. 

The cost effectiveness of image guidance has been reviewed, revealing that there are insufficient studies 

to accurately conclude on whether it is worthwhile [102]. Cost reduction primarily takes the form of lower 

re-operation rates with a ‘break-even’ point considered to be 8 patients prevented from being re-

operated. A prospective study of 100 patients undergoing thoracolumbar image guidance surgery noted 

the cost savings for image guidance was $71286 per 100 cases from a reduction of revision surgeries from 

3% to 0% and was particularly useful for difficult or long cases [103]. 

Although guidance methods reduce pedicle screw breach rates, their usage remains controversial within 

the orthopedic and neurosurgical world. A non-ionizing guidance system would be useful to provide the 

same added accuracy while minimizing the excess bulk, cost, time and radiation that conventional 

guidance offers. 

2.2.9.  Non-Ionizing Technologies to Improve Pedicle Screw Insertion Safety 

Non-ionizing methods to assess pedicle screw impingement on nerves include neuromonitoring 

technologies, electrical conductivity devices and ultrasound imaging. 

Spinal neuromonitoring is widely accepted as standard of care in optimal surgical treatment of scoliosis 

to detect screw impingement on nerves [3]. Electrodes are placed peripherally on the patient’s arms and 

legs, as well as on the motor cortex on their head. A neurophysiologist can then either stimulate sensory 

or motor nerves and determine the time of conduction from limb to brain to detect damage to a nerve 

[104]. Neuromonitoring has been shown to be highly sensitive and specific in detecting physical 

impingement of the screw on the spinal cord or nerve roots that may lead to neural injury. However, 
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neuromonitoring requires extra personnel and equipment to monitor neural signals and is only able to 

prevent neural injury when damage is detected. 

A handheld electrical conductivity device has been developed and is commercially available to determine 

if a breach has occurred. By inserting this device into a reamed hole through the pedicle [105,106], a 

breach can be detected by using the difference in conductivity in bone versus soft tissues while the guide 

hole is being reamed, potentially preventing impingement of a nerve. However, this method has not been 

widely adopted due to the higher sensitivity and specificity of neuromonitoring in detecting nerve 

damage. 

A similar device that physically detects breaches uses cylindrical ultrasound transducer inserted into the 

reamed hole in the pedicle. The device images and detects if it is contacting soft tissue rather than bone, 

similar to the electrical conductivity device [18]. However, this method neither provides guidance for 

screw insertion, nor does it functionally determine if a breach has damaged a nerve. 

Conventional ultrasound imaging has also been explored as a potential guidance method to visualize the 

path through the pedicle in real-time during insertion. Phased array ultrasound was evaluated to 

determine the optimal frequency to provide adequate resolution to determine the thickness of cortical 

bone at the pedicle [107]. The difference in cortical thickness measurements between micro-CT and 

ultrasound was found to be 0.4-0.5mm, with the 5 MHz ultrasound probe. However, the deep internal 

structures still could not be adequately visualized for pedicle screw insertion.  

Another study on using surface ultrasound -CT registration methods for spinal fusion shows promise in 

overlaying spinal ultrasound images on top of CT scans with the eventual goal of providing image guidance 

[17,108]. However, an integrated system combining conventional motion capture systems with handheld 

ultrasound along with visualization of screw trajectories has not been completed. Specifically, the 

accuracy of screw insertion in such a system has not been evaluated. 

2.3. Technical Background for Image Guidance for Scoliosis Surgery 

The technologies required to provide image guidance include motion capture and imaging techniques 

including ultrasound, CT or MRI. From a software perspective, the critical components of a navigation 

system include reliable position and orientation tracking of the ultrasound transducer and surgical tools, 

image processing techniques to enhance images, image registration and a 3D visual display environment. 

These topics will be discussed in this section. 
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2.3.1.  Motion Capture Hardware 

One of the key technologies used in navigation guidance is 3D tracking. Three common methods of 

tracking objects in 3D space include mechanical, electromagnetic and optical methods [109]. Mechanical 

methods involve attaching the tracked object to a physical arm with encoders that can determine the 

location of the object. Accuracy can be very high, though hysteresis errors can result due to the 

mechanical nature of the encoders and usage is cumbersome due to being attached to a mechanical arm. 

Electromagnetic methods involve mounting an electromagnetic receiver on a tracked object that 

measures induced electrical currents in a magnetic field generated from a stationary transmitter. However 

metallic objects in proximity to tracked object can distort the field resulting in tracking inaccuracies, and 

accuracies are generally not as high as optical tracking [110,111].  

Lastly, optical methods use multiple cameras that record the position markers mounted to the tracked 

object to determine their position [109]. Optical tracking has been the prevailing modality for 3D tracking 

in the surgical suite because of its high accuracy, low invasiveness and compatibility with metallic 

equipment, though it does require line-of-sight and false markers can be captured from objects with high 

reflectivity. 

Motion capture technology involves four main components: a capture volume, at least two cameras, 

motion tracking markers, and an acquisition system. The capture volume must be large enough for 

adequate distance for multiple cameras to visualize the markers. In a surgical suite, cameras are often 

ceiling mounted to provide a birds’ eye view of the surgical field. The cameras emit infrared light into the 

capture area which reflects off spherical reflective markers back to each camera. The markers are 

detected as circular reflections in each camera. The size and location of each marker in each 2-dimensional 

field of view is used to project the 3-dimensional position of the markers in 3D space by synchronizing the 

images from each camera together [112–114]. To track orientation, three or more markers need to be 

mounted to an object and be tracked as a single object. There are also active markers which emit infrared 

light to minimize false markers being tracked. 

The quality and accuracy of motion capture is affected by the type and position of the cameras, the size 

of volume that is being tracked, size of markers being tracked, and the quality of the calibration process 

of the cameras [112,114–116].  
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2.3.2.  3D Position and Orientation Mathematics 

Optical motion capture technology is part of a subset of stereophotogrammetry and computer vision 

technologies, to make 3D measurements from 2D images. While other technologies may capture all the 

visible structures in a field of view, motion capture maximizes real-time accuracy by only allowing infrared 

light reflected off or emitted by markers mounted on a tracked object minimizing the density of spatial 

information returning to the cameras. Spherical markers are used as an easily detectable shape (a circle) 

in each camera. However, before markers can be tracked accurately, the position and orientation of the 

cameras relative to each other must first be determined. 

This is done by tracking a rigid body that includes three markers that are mounted at a known distance 

from each other, known as a calibration wand. Each camera uses the size of the markers to estimate the 

depth position or distance the cameras are from the markers, and the relative position of the markers to 

determine camera orientation, lateral and vertical position. The 3D point can be projected onto the 2D 

planes of each camera using a projection matrix that includes information about the camera position and 

orientation, as well as intrinsic properties including focal length, image center, aspect ratio and lens 

distortion [117,118]. Mathematically, the transformation follows Equation 2-1[118]: 

Equation 2-1: Motion Capture Camera Transforms 

𝑃𝐼 = 𝑇𝐼𝑛𝑡 ∗ 𝑇𝐸𝑥𝑡 ∗ 𝑃𝑊         

Where: 

• PI is the coordinates of the image points (x,y,1) 

• PW is the real-world location in three dimensions (X,Y,Z, 1) 

• TInt is the transformation matrix for the intrinsic properties of the cameras  

• TExt is the transformation matrix for the extrinsic properties of the cameras (position and 

orientation of the cameras) 

For the intrinsic properties, all points on the 2D plane of the cameras are linearized into projections in the 

3D space and the 2D-to-3D transform is inherent to the camera. The extrinsic properties need to be 

calibrated with every change in camera position. Accuracy is enhanced by using more than one camera to 

provide improved depth perception and to compare the 3D projection of tracked markers between 

cameras. Based on a series of these images being recorded together, the camera position accuracy is 

refined. Once the position and orientation of each camera has been established, motion capture of a 

variety of capture markers can be undertaken. 
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A calibration square needs to be placed in the capture volume to define the X, Y and Z axes. The markers 

themselves are labeled to allow motion tracking of the positions of each marker. If a marker is occluded 

in the field of view of one camera, the extra cameras can continue tracking the marker.  

Orientation of an object can only be tracked when three or more markers are placed on the object to form 

a plane. Orientation in three dimensions are represented by Euler angles, orientation matrices, and 

orientation quaternions. Euler angles determine orientation as a series of three rotations that are 

orthogonal to each other: roll, pitch and yaw (Figure 2-8: Euler angle representation of orientation with α 

as the angle between X and N (reference) axis, β as the angle between z and Z axis, and γ between the N 

and X axes). This is an intuitive and readily visualized method of representing orientation. However, their 

robustness as a measure of orientation runs into issues when the rotations are large enough to overlap 

orthogonal planes, an issue known as Gimbal lock [119]. Combining multiple changes in orientation is 

cumbersome when using Euler angles because of changing coordinate systems with each rotation. 

 

Figure 2-8: Euler angle representation of orientation with α as the angle between X and N (reference) 
axis, β as the angle between z and Z axis, and γ between the N and X axes 

Rotation matrices are a subset of transformation matrices which may include translation, reflection, 

scaling and shear. In the case of rigid bodies in the three-dimensional world, the four matrices in Equation 

2-2 may be used to translate and rotate any given position column vector: 
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Equation 2-2: Transformation Matrix Multiplication 

[

1 0 0 0
0 cos 𝜃𝑥 −sin 𝜃𝑥 0
0 sin 𝜃𝑥 cos 𝜃𝑥 0
0 0 0 1

] [

cos 𝜃𝑦 0 sin 𝜃𝑦 0

0 1 0 0
−sin 𝜃𝑦 0 cos 𝜃𝑦 0

0 0 0 1

] [

cos 𝜃𝑧 −sin 𝜃𝑧 0 0
sin 𝜃𝑧 cos 𝜃𝑧 0 0

0 0 1 0
0 0 0 1

] [

1 0 0 𝑥
0 1 0 𝑦
0 0 1 𝑧
0 0 0 1

]     

 Rotation in X  Rotation in Y Rotation in Z Translation 

Multiplying the rotation matrices in series is representative of multiple Euler angle transformations, 

allowing for ease of transformation of column vectors. However, the same ambiguities in rotation that 

are present in Euler angle representation are found in rotation matrices. Rotation matrices are also 

difficult to visualize. 

The last and most robust form of representing rotations take the form of a quaternion. Because any 

sequence of rotations can be considered equivalent to a single rotation, quaternions represent orientation 

using a single angle and a single unit vector. Orientation quaternions take the form of Equation 2-3: 

Equation 2-3: Quaternion Rotation Notation 

𝑞 = cos
𝜃

2
+ (𝑢𝑥𝒊 + 𝑢𝑦𝒋 + 𝑢𝑧𝒌) sin

𝜃

2
  

Where: 

• q is the quaternion 

• θ is the angle of rotation  

• ux, uy, uz are the coefficients for the unit vector axis of rotation. 

A detailed analysis of quaternions is beyond the scope of this thesis. In short, the ux, uy and uz terms can 

be used to represent a direction vector, while the fourth term in the quaternion equation describes the 

roll of the vector about that direction vector, similar to an axis-angle representation of direction. The 

additional term allows quaternions to be more robust in representing specific orientations than either 

Euler angles or rotation matrices, while also being more efficient to calculate and interpolate, having only 

four terms vs nine in a rotation matrix. However, although calculation of a quaternion is simple, the 

numerical values of quaternions are difficult to visualize in the real world when compared with Euler 

angles [120]. Conversion between Euler angles, rotation matrices and quaternions can be done readily, so 

a combination of the three will be used throughout this project [121].  
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2.3.3.  Motion Capture Accuracy 

Motion capture systems have been used extensively in gait analysis, providing accuracy of within 1% error 

for 120 mm translations [122]. Optical navigators on passive markers for surgery have been evaluated to 

have errors of between 0.2-1.9mm through a variety of methodologies including in industrially verified 

phantoms and electrode positioning for deep brain stimulation [111,123,124]. Angular accuracies of screw 

insertion from navigation systems were <3o in two in-vivo studies using post-operative CT scans to confirm 

screw position [11,125]. Active markers have also been tested, with translational error calculated as 0.06 

mm and rotational at 5.05o[126]. Navigation using optical tracking compared with image registration of 

CT scans found registration errors of 0.5-3mm in cadaver and human studies [127,128].  

Since the positional accuracies vary widely depending on the setup [113,114], it is important to optimize 

and evaluate conventional motion capture in the surgical suite in developing an image guidance system. 

The required theoretical accuracy of navigation systems was found to be less than 1mm and 5o by 

Rampersaud et al., when considering screw trajectories in 3D space [129]. While good accuracy has been 

achieved by commercially available navigation systems, the question remains whether more inexpensive 

and flexible motion capture camera systems can be used in navigation with equivalent or better accuracy. 

2.3.4.  Ultrasound Physics 

Medical ultrasound uses high frequency sound waves above 20 kHz to generate images of internal organs 

in human anatomy [130]. Applications range from echocardiography to obstetrical assessment to 

abdominal diagnoses.  

Ultrasound scanners usually involve four components: a transmitter or pulser to energize the transducer, 

an ultrasound transducer, a receiver to detect the reflected signal from the transducer, and a display that 

can present the images [131]. Transmitters send an alternating electrical signal to the transducer which 

has an array of piezoelectric crystals that expand or contract according to the voltage of the signal. The 

high frequency vibrations of the crystal are transmitted into the tissue being imaged by direct contact. 

Typically, an ultrasound transducer is placed on a patient’s skin with acoustic coupling gel to ensure good 

contact between the transducer and skin. Sound waves are transmitted through the patient’s soft tissues 

and reflected back to the transducer when there are different acoustic impedances between media. Depth 

is mapped according to the time at which signals are received by the transducer, with signals that require 

longer to return being deeper [131]. Medical ultrasound assumes a constant speed of sound to calculate 

distances, requiring adjustment when imaging in a water-based medium (1480 m/s) compared with a soft 

tissue medium (1540 m/s).  
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As the vibrations move through the medium, the reflected signals that return to the transducer are 

detected by the crystals as small amplitude vibrations. The signals are converted into an electrical signal 

and amplified. An array of crystals can be combined across the transducer surface to generate a 2-

dimensional “brightness mode” (B-mode) image that converts the amplitude (A-mode) depth-map of each 

transducer, into a gray-scale image (Figure 2-9: Sample B-mode 2-dimensional image of a vertebral 

phantom and corresponding landmarks on plastic phantom) 

                         

Figure 2-9: Sample B-mode 2-dimensional image of a vertebral phantom and corresponding landmarks 
on plastic phantom 

Because multiple piezoelectric elements are used to generate and detect signals, the focal point of this 

beam can be changed by controlling the timing of firing piezoelectric elements, which can affect the lateral 

resolution of images captured by the transducer [131]. Axial resolution on the other hand, is affected by 

the frequency of ultrasound being used, with higher frequencies allowing for higher resolutions, but being 

attenuated more readily.  

The amplitude of the reflected signal is stronger when the acoustic impedance between two different 

media is greater, under Equation 2-4: 

Equation 2-4: Reflectivity from Acoustic Impedance 

𝑅 = [
𝑍1 − 𝑍2

𝑍1 + 𝑍2
]

2

 

Where: 

• R is the proportion of incident sound waves that are reflected,  

• Z1 is the acoustic impedance of the first medium (Rayls) and  

• Z2 is the acoustic impedance of the second medium (Rayls)  

Spinous 

Process 

 

Lamina 
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Bone has a high acoustic impedance of 7.8 x 106 Rayls compared to soft tissues at 1.34-1.71 x 106 Rayls, 

and water at 1.65 x 106 Rayls resulting in a strong contrast at soft tissue-bone or fluid-bone 

interfaces[132]. The reflection from these interfaces is called specular reflection [133]. In contrast, diffuse 

reflection typically come from reflections throughout the structures within a soft tissue such as liver or 

kidneys resulting in greyscale reflections rather than the strong white reflections from a specular 

reflection. The incident angle also affects reflection strength, with ultrasound signals ideally being 

perpendicular to the reflecting surface [131]. Interfaces that are not perpendicular may reflect the 

ultrasound signal away from the transducer. While medical ultrasound imaging is usually used to image 

soft tissues, bone imaging resulting in specular reflections has recently become a greater topic of interest 

[17,108,134]. 

One of the key challenges in obtaining measurements from ultrasound is that the acquisition of ultrasound 

is user dependent. Unlike X-rays or CT scans which give a static snapshot of what is being imaged, 

ultrasound is often taken as a video, as a different position and orientation results in variations in the 

imaged geometry and different artifacts. In the case of imaging bony surfaces, the sharpness of the 

reflected surface varies, resulting in different reflection intensities coming from the same surface when 

performing reconstructions. 

2.3.5.  3D Ultrasound 

Ultrasound can be extended into the third dimension through two methods: conversion of 2D images into 

3D images using position and orientation information, or using a 2-dimensional ultrasound probe [135]. 

The first method involves using the same motion capture technologies mentioned previously to track the 

ultrasound transducer in 3D space. 3D ultrasound also includes image-based sensing, determining the 

relative position of the probe by analyzing the features on the images themselves, though this method is 

not highly accurate [135]. 

Two-dimensional arrays have transducer elements axially and laterally to obtain a volumetric scan [136]. 

However, significant challenges remain in acoustic impedance matching to minimize reflection of received 

signals and building arrays with a large enough field of view to be useable clinically. As a result, 2D image 

conversion to 3D volumes using motion tracking remains the more common form of 3D ultrasound 

imaging [135]. 

Volumes need to be reconstructed in an accurate and timely manner to be used clinically. Voxels can be 

reconstructed using voxel-based methods, pixel-based methods, and function-based methods [135,137]. 
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Voxel-based methods traverse each voxel in the image volume and fill the voxels based on the pixels 

whose positions are calculated from the trajectory and position of 2D ultrasound image slices. 

Interpolation can be done by estimating the trajectory and position of regions between 2D slices and 

populating the voxels based on these estimates. Redundant samples of a voxel can either be averaged 

together or the higher intensity sample being used for the voxel. 

Pixel-based methods are the most common, traversing pixels in the B-scan 2D images and filling their 

corresponding voxels. The pixel value is transferred to the nearest voxel in the volume, while if multiple 

pixels run through one voxel, its average, maximum or most recent value can be used. Kernel-based 

algorithms may introduce a local region around the pixel to then populate the nearby voxels [138,139].  

Lastly, function-based methods choose a function and uses pixel values and relative positions of these 

pixels to determine the coefficients of the function to interpolate the volume [135]. The speed of the 

algorithm can be increased by dividing the volume into smaller sections (resulting in a sequence of 

functions) or by reducing the resolution of the voxel volume for initial function estimates and then 

increasing resolution on next iterations for fine-tuning. 

Processing time is an important limiting factor for image reconstructions, with interpolation, usage of 

Kernels or functional methods using more computational power than the nearest-neighbor method [135]. 

Reconstruction speed also depends on the number of images and the size of the volume being processed. 

Lastly processing speed plays a role in reconstruction time, with speeds of 0.03s per image having been 

achieved for pixel nearest-neighbor method on computers 10 years ago [135]. Optimized Kernel-based 

methods can achieve similar speeds on modern multi-core GPUs with better smoothing and interpolation 

between frames [135,140]. 

Calibration of 3D ultrasound is the process of finding the transform between the tracking marker’s pivot 

point to the transducer surface itself. While the translational transform can be readily acquired by simply 

measuring the pivot position to the transducer surface, more precise transforms can be found by scanning 

calibration blocks including cross-wires, Z-fiducials or wall phantoms [109,141,142]. Cross-wires and Z-

fiducials involve scanning thin wires that appear as points on the ultrasound image. The distance of the 

points is known, allowing for back-calculation of the position and orientation of the transducer. Wall-

phantoms involve scanning a wall to produce a line on the ultrasound image to calculate the position and 

orientation of the transducer. With automated calibration, errors can be reduced to sub-millimetre levels 
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[143]. Temporal calibration is also an important aspect to consider, aligning motion capture data with 

ultrasound imaged frames [109]. 

2.3.6.  3D Ultrasound Imaging Accuracy 

Most of the accuracy evaluation of 3D ultrasound involves determining the dimensional accuracy of 

volumes or structures. Mechanical encoders were the first 3D ultrasound machines to be evaluated, 

providing accuracies within 13% error [144]. Using a mechanical fanning encoder, Partik et al. found mean 

absolute volumetric deviations of 18.5% or 31 mL on a 168 mL kidney, equivalent to a 31mm linear error 

[145]. Ioannou studied the surface area of phantom fetal fontanelles using a mechanical 3D transducer 

showing a median percent error of 0.6-12.1%, or 2-3.4mm [146]. The volumetric accuracy of an optical 

surface encoder on a 2cm agar rod showed a volumetric error of 181mm3, or 5.65mm linearly in a study 

by Poulsen et al. [147]. Inaccuracies in these studies were attributed to limitations in the positional 

encoder degrees of freedom and potential inaccuracies in the 3D rendering algorithms 

In these cases, the equivalent linear accuracies would be distributed throughout the entire volume or 

surface, thus the linear error may be smaller. In surgical registration, the actual position of the tissues 

being imaged is more important than the surface area or volume being reconstructed. Processing time, 

image accuracy and image quality need to be balanced for each given application [137]. Bony surfaces can 

be readily segmented from soft tissues within the saline bath to reduce processing times. However, 

accuracy of such a system still needs to be explored. 

2.3.7.  CT and MRI Tomographic Imaging 

While a detailed overview of CT and MRI imaging is beyond the scope of this project, the basic acquisition 

and segmentation of images from these modalities is important to understand for image registration. 

Both Computed Tomography and Magnetic Resonance Imaging are considered tomographic imaging 

modalities, meaning the 3D anatomy is sliced into sections [148]. Computed Tomography (CT) scans use 

an X-ray scanner mounted on a rotating gantry that images the patient from multiple angles to reconstruct 

anatomy. A 3D image is obtained by translating the gantry axially to produce multiple slices that represent 

the patient. Contrast depends on the amount of X-ray absorption, with highly dense materials like bone 

absorbing the most, contrasting strongly with neighboring soft tissue. 

Magnetic resonance imaging (MRI) involves subjecting the body to strong magnetic fields to align 

hydrogen atoms in the body and then release the alignment. The different rates of decay resulting from 

unalignment of these atoms of different tissues allows for tissue contrast. This allows for excellent soft 
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tissue contrast to identify structures. While segmentation of bony vertebral bodies has been completed, 

developing an automated, fast and reliable method to isolate vertebrae from MRI continues to be a 

challenge being studied [149]. Detailed image processing and segmentation of either CT or MRI spines is 

outside the scope of this thesis. Pre-segmented 3D images will be registered to the 3DUS surfaces. 

2.3.8.  Image Processing  

While the CT scans used in the present study will be pre-segmented and processed, the ultrasound scans 

require image processing including noise removal and image segmentation of bone to convert ultrasound 

images into useable formats for registration [150]. Two major sets of image processing methods were 

tested for this thesis project: image filters and morphological image processing. 

Image filters are used to emphasize or filter out features from images. Contrast enhancement, median 

filtering, averaging blurring, and binarization were tested and applied in this project. Additional filters 

including edge detection and morphological image processing were tested, though these would not be 

used in the final system, as outlined in Chapter 5: . 

Median and averaging filters reduce noise and smooth edges for improved edge detection [151]. Median 

filtering involves analyzing small regions of interest of a pre-determined pixel size and replacing the center 

value with the median of that region. Median filtering removes noise while retaining the original image 

edges. Averaging blurring is the simplest of the smoothing filters, taking a certain pixel region and 

replacing the center value with the average, resulting in less noise but more ambiguity on image edges.  

Contrast enhancement is a form of gray-level mapping, where the original gray-level values are mapped 

to a new gray-level map [151]. For this project, contrast stretching is performed, where the dynamic range 

of the image is reduced, resulting in full saturation for high saturation pixels, no image for low saturation 

pixels, and a more dramatic contrast for the regions between the upper and lower thresholds. Binarization 

is an extreme form of contrast enhancement, where a threshold is set to determine which saturation of 

pixels will be mapped to maximum and which to zero saturation. Mapping pixels to zero saturation can 

be applied early to reduce the number of pixels that need to be transformed during reconstruction. 

Morphological processing alters images based on the other shapes neighboring region. Basic operators 

include erosion, dilation, opening and closing (Figure 2-10: Morphological processing (a) erosion, (b) 

dilation, (c) opening, and (d) closing using a circular structural element. Dark blue represents original 

shape while light blue represents the borders of the new shape. Closing shows union of two squares. 

(Renatokeshet, 2008)) [152]. In all cases, a small structuring element is used to probe the image. Erosion 
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reduces the size of image features while dilation expands the size of image features, according to the 

shape of the structuring element. Different shapes can be used, though circles are most used to evenly 

erode or dilate the image in all directions. Opening involves an erosion, followed by a dilation while closing 

involves a dilation followed by an erosion which allows retention of shape size, while smoothing or 

connecting edges. 

 
 (a)  (b)  (c)  (d) 

Figure 2-10: Morphological processing (a) erosion, (b) dilation, (c) opening, and (d) closing using a 
circular structural element. Dark blue represents original shape while light blue represents the borders 
of the new shape. Closing shows union of two squares. (Renatokeshet, 2008) 

Another common morphological technique is the top-hat filter. The filter is used to equalize 

nonuniformity in intensities of background regions due to different angles of reflections coming from the 

vertebral surface. The difference between the input image and the morphologically “opened” image, 

resulting in patterned background noise being filtered out. Surface reflections become brighter 

throughout the entire image rather than only near the ultrasound beam focal point, providing a better 

source image for contrast thresholds to be enacted. A sample image is shown in Figure 2-11: Top-hat filter 

removing background artifact on ultrasound image, (a) shows the original while (b) is the filtered image.. 

  
 (a) (b) 

Figure 2-11: Top-hat filter removing background artifact on ultrasound image, (a) shows the original 
while (b) is the filtered image. 
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Edge detection identifies points in an image where the image intensity changes significantly in order to 

identify structures. The Canny edge detection involves applying a Gaussian filter to the image to reduce 

noise and smooth the image, finds intensity gradients in an image to determine regions, thins the resulting 

edges, filters remaining edge pixels that may represent a weak gradient value, and then tracks the edge 

connections to produce a smooth and continuous surface. 

For all these filters, the order of operations is important, as each sequential step alters the effects of the 

next operation. After image processing, the binarized ultrasound scans would be used for image 

registration to minimize file size and processing times. 

2.3.9.  Volumetric Image Registration 

Image registration is the process of spatially aligning two different images of the same scene [153]. In the 

medical field, images from different modalities can be overlapped to provide additional clinical 

information [154]. The most prominent example of this is registration of functional imaging modalities 

such as Positron Emission Tomography (PET) and Single-Photon Emission Computed Tomography (SPECT) 

with anatomically accurate tomographic modalities including MRI and CT scans, allowing localization 

functional information to high resolution anatomical images [155–158]. An example is shown in Figure 

2-12: Image Registration of CT and PET Scan (Myohan, 2009). 
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Figure 2-12: Image Registration of CT and PET Scan (Myohan, 2009) 

Image registrations differ from surgical registrations. While image registration refers to the accuracy of 

registering two images, surgical registration refers to the accuracy of registering virtual anatomy to the 

real-world surgical field. Both are important in this project, though a good surgical registration would not 

be possible without an accurate image registration. 

Registering CT images to ultrasound images presents a unique challenge, because ultrasound scans are 

performed in different orientations, whereas CT images are regularly spaced and uniformly aligned. 

Ultrasound images are also scan-dependent, with images changing between scans. However, ultrasound 

images of bony surfaces typically have high contrast, as do CT scans, allowing them to be registered 

together more easily as binary images.  

The two main methods in image registration for grayscale images include landmark-based registration 

and intensity-based registration [159]. Landmark-based registration requires detection of features in the 

image to act as anchor points to register. The landmarks in the two images are then used to find the best 
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geometrical transformation to align these landmarks. Features can be automatically detected or manually 

probed [127,154,160]. Intensity-based registration is an iterative process where images are transformed 

and an image similarity metric is used to determine how similar the overlapping images are [161].  

The type of transformation is an important factor in image registration speed. Linear transformations are 

the most basic type, involving transforming the entire volume in rotation, translation, scaling, reflection 

or shearing. A sample of these transformations in two-dimensions is shown in Figure 2-13. 

  

Figure 2-13: Translation, scaling, rotation, shear and reflection transformations for 2D images (Cmglee, 
2016) 

Non-rigid transformations can locally warp regions for a better match. Many non-rigid transformation 

tools exist for different purposes which are beyond the scope of this thesis [162]. A simpler form of linear 

registration is rigid registration which only includes rotation and translation in the transform by assuming 

that the object is non-deformable [163]. 

After each iterative transformation, the similarity between images needs to be evaluated. Common 

methods include the sum of squared error of intensity differences, mutual information and structural 

similarity index. Sum of squared error of intensity differences involves overlapping the two images and 

calculating the error in intensity between each overlapping pixel and then calculating the sum of all the 

errors over the image. It is the simplest optimization metric, with a smaller number indicating better 

registration. Mutual information is a measure of the dependence between two variables, determining 

how knowing one variable may reduce uncertainty about the other [164]. In image registration, a greater 

mutual information means that the pixels in the two images are highly dependent on each other, 
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indicating a good registration. The structural similarity index was historically used to predict the quality of 

output television images compared to original uncompressed images as a replacement for mean-squared 

error [165]. The similarity of the images is analyzed in a windowed approach according to luminance, 

contrast and structure of the images, with ideal similarity giving a score of one and no structural similarity 

yielding a score of zero. Each metric would be tested during the image registration evaluation portion of 

the thesis project. 

2.3.10. Surface Image Registration 

In addition to more traditional volumetric image registration algorithms, surface registration algorithms 

have also been developed, the most common one being the Iterative Closest Point (ICP) registration 

algorithm [166]. 

Rather than volumetric data, the ICP algorithm uses point clouds of the two volumes. The vertices of the 

moving point cloud are mapped to the vertices of their nearest neighbors on the fixed volume and the 

transformation that minimizes the mean-squared distance between the vertices is calculated. The 

algorithm is iterated to determine if a better transformation could be applied which further minimizes the 

mean-squared distance. The algorithm stops when the difference in error levels reaches a certain 

threshold. [167,168]. 

As part of the ICP algorithm, the data needs to be down-sampled to improve the speed of registrations. 

Grid averaging is often used, which divides the volume into a grid of known size and averaging the 

positions and normal vectors of the points within that grid. Outliers can also be removed to prevent them 

from skewing the registration mean squared error results. 

Importantly, the ICP algorithm converges to the nearest local minimum, requiring that the initial estimate 

be somewhat close to the optimized position [169]. A combination between volumetric and surface 

registrations would be needed to quickly and reliably register the CT and 3D ultrasound surface images. 

Volumetric registrations could pre-align the images, according to the features and geometry of the 

vertebrae, and surface registration could fine-tune the registrations. 

2.3.11. Image Registration Speed and Accuracy 

Three factors in spinal 3DUS facilitate the speed of registration. First, the high acoustic contrast between 

bony surfaces and the saline medium allows for binary images to be registered rather than grayscale 

images, significantly reducing the number of pixels needed to be transformed. Secondly, because images 

are binary, interpolation in grayscale is not required to facilitate the registration. Lastly, bony surfaces are 
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rigid, allowing for just rotation and translation to be performed to transform the moving image [154]. 

However, because of the sparse dataset that arises from these binary images that only contain a thin 

surface, a custom transformation algorithm needed to be developed to allow a global minimum to be 

reached during registration. 

Image registration accuracy of bony tissues has been evaluated in the past. Registration of the ultrasound 

spinal scans onto CT scans have been able to achieve accuracies of within 2.5mm with calculation times 

of less than five seconds [170]. Penney et al. registered ultrasound to CT scanned femurs, finding a mean 

RMS errors of less than 2.3mm on most registrations [171]. Yan et al. developed a spinal ultrasound-CT 

registration method achieving median registration errors of 0.66mm on phantoms and 1.65mm on a 

porcine model for 4 minute registrations, showing that soft tissues may complicate the usage of 3D 

ultrasound for spine surgery [17]. Koo et al. studied ultrasound to MRI registration of human lumbar dry 

bone specimens and porcine specimens, finding accuracies of 1.22mm on the human bone and 2.57mm 

on porcine cadavers [172]. 

For surgical registration accuracy, a study by Holly et al. revealed a navigation error of 1.3-1.4mm and a 

computed registration error of 0.5-1.2mm on embalmed human spinal specimens when using the spinous 

process, laminae and already inserted screws as landmarks [127]. Another study on cadaveric dry bone 

lumbar spines found an accuracy of 0.96mm and 0.91o when using fiducials to register the spine [173].  

In summary, image registration has been used between ultrasound images and CT images. However, while 

some studies may have a high registration speed, their accuracies were not adequate for surgical use. 

Other studies may have higher accuracies but their speed remains outside the useful range for surgery. A 

system that satisfies both criteria is needed. 

2.3.12.  3D Environment Display 

The final component of the system is the 3D visual display for the navigation system. A variety of tools are 

available to display 3D models of anatomy and motion captured tools in a virtual environment. The 

primary driving factor in selecting the environment was compatibility with the motion capture cameras. 

The position and orientation data from motion captured tools are streamed directly to the environment 

and attached to objects created in the environment to represent those tools. Similarly, the registered 

position and orientation of the vertebra would be applied to the 3D model of the vertebra in the virtual 

space to place it in the correct position. 
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Ease of programming and minimal streaming latency were additional factors in selecting the environment. 

Matlab’s Virtual Reality environment, Unreal Engine and Unity were all potential display candidates. The 

process in selecting the environment will be outlined in Chapter 7: . 

2.4. Section 2.4: Conclusion 

Any biomedical engineering project involves the intersection between the medical context and the 

technical requirements of the application. For this thesis project, an understanding of the strongest 

medical evidence related to screw misplacement and image guidance is required to justify the 

development of any surgical guidance system. A systematic review with meta-analysis is undertaken in 

Chapter 3: to produce this justification. Each subsequent section will then build upon the next in ensuring 

an accurate and fast guidance system. Motion capture accuracy will be evaluated in Chapter 4: , followed 

by 3D ultrasound reconstruction and localization accuracy in Chapter 5: , and then image registration 

accuracy in Chapter 6: . Further justifications for the motion capture configurations, 3D ultrasound 

reconstruction algorithms, image registration algorithms and registration evaluation metrics will be given 

in these sections. Chapter 7: will bring the errors in each step together to determine if the combined errors 

(and combined processing times) of each technical component of the system are low enough to be applied 

in the surgical suite. 
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Chapter 3:  Systematic Review and Meta-Analysis of Image Guidance in 

Pedicle Screw Insertion1,2 

3.1. Overview  

This chapter reports the results of two systematic review searches and a meta-analysis of breach and 

screw-related complication rates in AIS surgery comparing free-hand methods and image guidance 

methods. Section 3.2 outlines the objectives of both systematic reviews. Section 3.3 provides the 

methodology of the two systematic reviews while Section 3.4 presents the results which summarizes the 

most recent systematic review. Section 3.5 is a discussion on the clinical relevance of the evidence and 

lastly, Section 3.6 summarizes the results, makes recommendations for future study and outlines how the 

clinical evidence motivates the current study. 

The starting point of determining the need for new medical technology must include an assessment of 

the current evidence of standard practice. When assessing standard practice, expert opinion articles or 

mechanistic studies form the base of the evidence hierarchy as the highest risk of bias group, followed by 

case studies and cross-sectional studies. Cohort studies and randomized controlled trials are higher on 

the hierarchy by selecting a representative sample population, controlling for confounding factors and 

then comparing a baseline treatment with a new treatment. Systematic reviews and meta-analyses are 

generally considered the highest quality of evidence as the compilation of the best studies that are 

focused on a specific question that can eventually be formed into clinical practice guidelines [174]. 

A systematic review was undertaken to ascertain if image guidance has any benefit in surgical treatment 

of adolescent idiopathic scoliosis. If image guidance was found to have no benefit in reducing breaches 

and complications, then a new guidance system would not have been worth pursuing. 

 

1Chan A, Parent E, Wong J, Narvacan K, San C, Lou E: Does image guidance decrease pedicle screw-related 

complications in surgical treatment of adolescent idiopathic scoliosis: a systematic review update and meta-

analysis. Eur Spine J 29, 694–716 (2020). https://doi-org /10.1007/s00586-019-06219-3 

2Chan A, Parent E, San C, Narvacan K, Lou E: Intraoperative Image Guidance and Navigation in Adolescent 

Idiopathic Scoliosis Posterior surgery: A systematic Review on Screw-Related Complications and Breach rates, 

The Spine Journal, doi:http://dx.doi.org/10.1016/j.spinee.2017.04.001, 17(9):1215-1229, (2017). 
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3.2. Objectives 

The goal of both systematic reviews was to compare image guidance and free-hand methods for posterior 

spinal fusion and instrumentation for patients with AIS. The first review included articles prior to October 

2015 and was a qualitative review of the evidence while the second review included articles published 

prior to October 2017 and included a meta-analysis on pedicle screw breaches. The primary objective of 

these reviews was to study pedicle breach rates and screw-related complication rates. Secondary 

objectives in the meta-analysis included comparing clinically significant breaches, breaches at thoracic 

compared to lumbar vertebral levels, and surgical time. The combined results of both systematic reviews 

are presented here. 

3.3. Methods 

3.3.1. Search Strategy 

Two systematic reviews were completed. The second systematic review search strategy was the same as 

the first but completed two years after the first review. The systematic review protocol was registered 

with the International Prospective Register of Systematic Reviews (CRD42016030088). The methodology 

of the Preferred Reporting Items for Systematic Review and Meta-Analysis Protocols (PRISMA) was 

followed [175]. The PICO (Population, Intervention, Comparison, Outcome) question developed involved 

the following: 

• Population: Adolescent idiopathic scoliosis patients, eligible for surgery, 10-25 years old, 

undergoing posterior spinal fusion and instrumentation, usage of pedicle screws in surgery 

• Intervention: Image guidance or navigation for screw insertion 

• Comparison: Free-hand (non-guidance) methods for pedicle screw insertion 

• Outcomes: Screw-related complications, pedicle breaches 

Search terms were brainstormed between the Edmonton Scoliosis research team and clinicians and a 

medical librarian (LD) at University of Alberta. The search included terms related to idiopathic scoliosis as 

both indexed and free-text terms, while excluding adult and infantile deformities, degenerative diseases 

and traumatic spinal diseases. Search terms related to screws, hooks, wires and rods were added as well. 

Search terms related to spinal fusion, pedicle screw usage, imaging methods, screw-insertion methods 

and complications were not included. When consulting with the research librarian, it was felt that their 

inclusion would reduce the sensitivity of the search. As a result, the search focused purely on the 

population and did not include search terms related to the intervention, comparison, or outcomes. The 

full search can be found in Appendix 1: Search Strategy 
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A medical librarian was consulted to design the search. Ovid was used to search MEDLINE, EMBASE, and 

CENTRAL databases, EBSCO for CINAHL database and Thomson Reuters for the Web of Science database. 

Search terms were grouped in three themes: scoliosis, adolescence and instrumentation. 

Non-clinical studies and case studies were excluded, and the search was limited to English literature. Only 

studies published after 1970 were included, when pedicle screws were becoming more widely used. 

Animal studies, editorials and conference abstracts were also excluded. Study designs up to Level 4 

evidence according to the Center for Evidence-Based Medicine Levels of Evidence were included: 

randomized trials, observational studies with dramatic effect, controlled-cohort studies and case series 

with more than ten patients [174]. The first search was completed October 23, 2015 while the second 

search was completed on October 26, 2017. 

Citations were imported into Zotero reference manager and the de-duplication function was used after 

merging articles. The de-duplication function involves displaying two likely duplicated articles, based on 

title, authors and publication date, and then manually merging or selecting which article to keep. A single 

reviewer performed de-duplication and confirmed that each article had an associated abstract. Articles 

without abstracts were manually searched and added. The full article list was then exported into Excel, 

including the authors, article title, bibliographic information and the abstract. 

3.3.2. Study Screening 

Because many studies were anticipated after the search, abstract and full-text screening were completed 

separately. For the first systematic review, I reviewed all the articles, while five additional co-reviewers 

were recruited as secondary reviewers through the University of Alberta Undergraduate Research 

Initiative or were colleagues from the lab. Each article was classified as ‘Include’, ‘Exclude’ or ‘Unclear’ 

according to the inclusion criteria as shown in Table 3-1. For each criterion, the minimum proportion of 

patients that needed to meet that criteria were set at 80% (denoted as an asterisk in the categories in the 

table). 
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Table 3-1: Study inclusion and exclusion criteria 

Abstract Inclusion 
Criteria 

Full-Text Inclusion Criteria Exclusion Criteria 

Randomized controlled 

trials, 

prospective/retrospective 

cohort studies  

All Abstract Inclusion Criteria Adults (>25) or pediatrics (<10) 

Adolescents* Non-idiopathic Scoliosis 

Idiopathic Scoliosis* Anterior Fusion only 

Posterior Fusion and 

instrumentation* 

Hooks and Wires only 

Screw Usage* Obsolete instrumentation 

(Harrington/Luque) 

Sample size >10 Complications or Breaches reported Non-clinical studies (cadaver, 

simulation, animal) 

Free-hand or image guidance 

specified 

 

*Asterisk denotes minimum proportion of patients that needed to meet that criteria were set at 80% 

Training for abstract screening involved in-person review of 25 calibration abstracts, where each screening 

decision and the reasoning behind each screening was discussed between the reviewers. Screening was 

then performed independently by each reviewer, with discrepancies screened a second time by each 

reviewer. If agreement was not met after the second round of screening, a consensus was reached 

between both reviewers through discussion.  

Full-text screening was completed by me as one reviewer and three other co-reviewers as the second 

reviewer. Full-text screening had additional criteria also listed in Table 3-1. Full-text review training 

involved a two-hour in-person session reviewing three articles, followed by screening 25 calibration 

articles. Each remaining article was then independently screened for up to two rounds. If agreement was 

not found after two rounds, the article was discussed until a consensus was reached. 

For the update of the first systematic review, all three secondary co-reviewers had been involved in the 

first systematic review. A more thorough de-duplication process was undertaken to identify duplicate 

patient populations. Articles from the same center with the same sample size and recruitment period 

were excluded, while for articles from the same center with overlapping recruitment periods, the authors 

were contacted to confirm if the patient populations overlapped. The article with the larger sample size 
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and more comprehensive breach or complications reporting was selected if no response was received 

from the authors. De-duplication was conducted by both me and a biomedical trainee. 

3.3.3. Study Extraction and Quality Appraisal 

Data extraction was completed by me and five co-reviewers. Training involved working through one 

extraction with each reviewer in detail, followed by 3-5 calibration articles for each co-reviewer. 

Extraction was categorized as: study design, study population, surgical details, imaging usage, 

complications and breaches (shown in Table 3-2). Extractions were completed in Excel. Each extraction 

was compared and in the case of discrepancies, the primary investigator referred to the original article 

with the co-reviewer confirming any corrections. 

Table 3-2: Extraction categories 

Study Design Study 
Population 

Surgical Information Image-Guidance 
Method 

Complications and 
Breaches  

Study Period Number of 

Subjects 

Surgical Approach Image-Guidance 

or Free-hand 

Definitions of 

Breach 

Timeline Age Hybrid or Screws Pre-op Imaging Definitions of 

Complication 

Type of Study Gender Ratio Number of Screws Intra-op Imaging Follow-up Period 

Inclusion 

Criteria 

Skeletal 

Maturity 

Instrumentation 

Type 

Post-op Imaging Number of 

Breaches 

Exclusion 

Criteria 

Curve Type Curve Correction Neuro-

monitoring 

Type of 

Complications 

 Curve Severity Surgical Blood Loss  Number of 

Complications 

  Surgical Time   

While we originally intended to use the Cochrane Risk of Bias Assessment to evaluate study quality, there 

was only one randomized controlled trial, making comparability with the other cohort studies and case 

studies challenging. The Quality in Prognostic Studies (QUIPS) tool was used to evaluate the quality of 

studies instead [176]. The criteria presented in the QUIPS tool included study participation, study attrition, 

the prognostic factor being assessed, outcome measures, confounding factors, and statistical assessment. 

These generalized criteria were tailored for this study to ensure specific, objective and repeatable criteria 

were used between reviewers for quality assessment, shown in Appendix 2: Quality Appraisals. Each 

domain was rated as a high, moderate or low risk of bias according to 3-7 sub-criteria.  To ensure 

consistency between reviewers, five calibration articles were used to compare repeatability of these 

criteria prior to continuing the study. 
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Importantly, the study attrition category was altered from the first systematic review. Studies that failed 

to report drop-out rates and potential impacts of patients that were lost to follow-up were classified as 

high risk of bias for the second review.  

3.3.4. Inter-Rater Reliability Assessment 

Agreement between reviewers on abstract screening, full-text screening and quality appraisal was 

evaluated using percent agreement and the Kappa statistic [177]. A percent agreement above 75% was 

considered good while a Kappa of greater than 0.60 was considered moderately strong. 

3.3.5. Summary Tables 

The results from each extraction were compiled by one reviewer. In cases of discrepancies between 

reviewers in data extraction, the original article was referenced, and the most accurate value was used. A 

summary table covering the study design, surgical details, and imaging used in screw placement decision-

making was constructed from this data. For breach and complication rates and definitions, any 

discrepancies were evaluated and confirmed by two reviewers, with separate summary tables included 

for breaches, breach definitions, and screw-related complications. 

3.3.6. Meta-Analysis 

A meta-analysis was performed using Review Manager 5.3 (Nordic Cochrane Center, Copenhagen) on 

breach rates using a random-effects model to quantify the effect of image guidance compared with free-

hand methods on breach rates. Head-to-head comparisons of free-hand and image guidance methods 

were reported as odds ratio (OR). Breach proportions were reported for individual groups reporting of 

breach rates from either method. Surgical times were reported as absolute differences for comparative 

studies, and surgical time for single groups. The percentage of variability was estimated with the I2 

statistic, with articles with >75% being considered to have high heterogeneity, though this was not 

specified as affecting quality assessment on an a priori basis [178].  

A subgroup analysis on breach rates for only high-risk breaches (breaches > 4mm, or > ½ screw diameter), 

as well as breaches according to vertebral level were completed. Surgical time was also meta-analyzed to 

determine if image guided surgeries were longer than free-hand. Meta-analyses were completed using 

only the moderate risk-of-bias or better articles. For articles which reported that there were no breaches, 

a value of 0.01% was used in the meta-analysis to allow inclusion in the table.  

Due to the low incidence and high heterogeneity of studies reporting screw-related complications, a meta-

analysis could not be completed. 
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3.3.7. Summary Statements 

Each objective was answered using the Levels of Evidence summary statement strategy, using consistency 

of findings and quality of studies to formulate statements as per criteria in Table 3-3. Studies of excellent 

methodological quality would include low risk of bias randomized controlled trials, while cohort studies 

of low risk of bias were considered studies of good methodological quality. Moderate risk of bias studies 

was considered to have fair methodological quality, while high risk of bias studies were considered as 

having poor methodological quality. The definition of “multiple studies” was having more than two studies 

with >75% agreement in studies. 

Table 3-3: Levels of evidence 

Level Criteria 

Strong Consistent findings in multiple studies of good methodological quality 

OR in one study of excellent methodological quality 

Moderate Consistent findings in multiple studies of fair methodological quality 

OR in one study of good methodological quality 

Limited One study of fair methodological quality 

Conflicting Conflicting findings 

Unknown Only studies of poor methodological quality 

3.4. Results 

3.4.1. Article Screening and Extraction 

The PRISMA selection flowcharts from each of the reviews is shown in Figure 3-1. The first systematic 

review included 2458 abstracts. An additional 548 articles were screened in the second review and 27 

papers were added to the original 79 papers for a total of 106 included papers. After screening for 

duplicate populations, 12 articles were excluded, six articles with confirmed identical patient samples and 

six for which authors did not respond. The full reference list can be found in Appendix 3: Systematic 

Review List. Refer to the journal article for an appendix with the full extractions. 
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(a) 
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(b) 

Figure 3-1: Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow diagram for (a) 
1st systematic review (2017) and (b) 2nd systematic review and meta-analysis (2019) 

In the first review, 48.0% of abstracts were included while the second review included 48.4% of abstracts. 

For full-text screening, 91.8% of full-text articles were excluded in the first review while 87.9% of full-texts 

were excluded in the second, the most common reasons being:  
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• Imaging mode/free-hand method not reported (485 articles, 33.6%) 

• Complications of breaches not reported (345 articles, 23.9%) 

• Insufficient number of patients with AIS (180 articles, 12.5%) 

The second set of articles had more articles excluded for lack of complications reporting (57.4%) while the 

first set had more articles that did not report imaging modes or free-hand methods (37.8%). This shift was 

likely due to free-hand methods being widely reported only in the mid-2000s, while 292 articles were from 

prior to 2003.  

For the first review, first-round percent agreement and Kappa coefficient after abstract screening were 

74.7% and 0.49. Corresponding first-round values were 76.0% and 0.47 for full-text screening and 72% 

and 0.56 for the quality assessment. For the second review, first-round percent agreement for abstract 

screening was 82% with a kappa of 0.78. Full-text was at 91% agreement with a kappa of 0.59 while quality 

assessment was at 78% agreement with a kappa of 0.75. The improvement in reviewer agreement from 

the first review to the second review was likely due to the second-round reviewers being well-trained 

from the previous review and greater clarity on what would likely be reported. 

3.4.2. Study Characteristics 

From 94 articles, 144 individual cohorts (groups) were found. Six head-to-head CT guidance vs free-hand 

studies including one randomized study were found, along with one CT-navigation vs fluoroscopic 

guidance comparative study (Table 3-4) [86,179–184]. Four studies used CT-navigation [87,185–187] and 

seven used fluoroscopy [188–194]. Most free-hand studies used fluoroscopy for screw confirmation or 

planning (69.3%, 52/75) with the remaining studies not reporting any imaging intra-operatively, no 

imaging or using 3D printed templates for screw insertion (Table 3-5). 

Most articles were retrospective studies (67.0%, 63/94). Recruitment was randomized in six studies 

(9.2%,6/94). Most studies were case series (67.0%, 63/94) while cohort studies were second most 

common (29.8%, 28/94). The average number of participants ranged from 10 to 481 per group, while the 

average age of participants ranged from 11 to 18.3 years old depending on the group. Most patients were 

females in most studies. 

Most patients had Lenke 1 curve type (53.1%, 2040/3843) with 16 studies that focused only on Lenke 1 

curves (23.3%, 894/2040). Lenke 2 and Lenke 3 were the next most common classifications. King 

classification was used in only two studies, both of them published prior to 2010 [195,196]. 
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Table 3-4: Patient characteristics for head-to-head studies and image guidance studies 

    Head-to-Head Head-to-Head Image Guidance 

Category Categories  * CT-Navi Free-

Hand 

 * CT-

Navi 

Fluoro 

Guided 

 * CT-

Navigation 

 * Fluoroscopy 

Recruitment 

Timeline 

Retrospective 6/6 5 [2] 1/1 1 [1] 4/4 4 [2] 7/7 5 [3] 

Prospective 1 0 0 2 

Ambispective 1 0 0 0 

Type of 

Recruitment 

Randomized 4/6 1 1/1 0 2/4 0 5/7 0 

Consecutive 3 [1] 0 2 [1] 5 [1] 

Convenience 0 1 [1] 0 0 

Type of 

Study 

Randomized 6/6 1 1/1 0 4/4 0 7/7 0 

Cohort 4 [1] 0 3 [1] 3 [2] 

Matched 

Cohort 

1 [1] 1 [1] 0 0 

Case-Control 0 0 0 0 

Case Series 0 0 1 [1] 4 [1] 

Number of Participants 

  

12/12 25  

(10-46) 

32.5  

(10-92) 

2/2 12 12 5/5 40.6  

(19-62) 

7/7 52.4  

(21-140) 

Number of Screws 

  

12/12 322 (145-

710) 

347.5 

(169-

712) 

0/2 x x 5/5 611.6 

(265-865) 

4/7 819  

(138-2020) 

Age (years) 

  

8/12 14.2-17.2 15.1-

16.4 

2/2 11-18 11-18 5/5 13.9-16.2 6/7 14.5-15.8 

% Males 

  

8/12 10-40% 10-30% 0/2 x x 5/5 5.3-16.4% 5/7 9.4-54.2% 

Curve Types Lenke 1 4/12 34 (70%) 74 

(73%) 

0/2 x x 3/5 82 (60.3%) 5/7 77 (38.3%) 

Lenke 2 9 (16%) 17 

(17%) 

x x 33 (24.3%) 18 (9.0%) 

Lenke 3 7 (13%) 10 

(10%) 

x x 7 (5.1%) 19 (9.4%) 

Lenke 4 0 (0%) 0 (0%) x x 4 (2.9%) 2 (1.0%) 

Lenke 5 1 (2%) 1 (10%) x x 0 (0.0%) 65 (32.3%) 

Lenke 6 0 (0%) 0 (0%) x x 10 (7.4%) 20 (10.0%) 

Lenke 1 Only           32 

King I             

King II             

King III             

King IV             

King V             

Abbreviations: Navi – Navigation, Fluoro – Fluoroscopy. *Denotes number of articles reporting this item over the number of articles in this 

category. Square brackets [] denote articles from the second systematic review search. For number of participants and screws, brackets denote 

the range. For curve type, number in brackets denotes percentage of patients of that curve type overall 
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Table 3-5: Patient characteristics for all types of free-hand studies 

Category Categories  * Imaging 

Not 

Reported 

 * No 

Imaging 

 * Post-screw 

Fluoro 

 * Pre-

screw 

Fluoro 

 * 3D 

Printed 

Templates 

Recruitment 

Timeline 

Retrospective 19/19 13 [4] 4/4 2 [1] 38/43 25 [6] 8/9 8 [1] 1/1 0 

Prospective 5 [1] 2 [0] 12 [1] 0 1 

Ambispective 1 [1] 0 1 [0] 0 0 

Type of 

Recruitment 

Randomized 11/19 1 [0] 3/4 0 24/43 4 6/9 0 1/1 0 

Consecutive 9 [2] 3 [1] 20 [4] 5 1 

Convenience 1 [1] 0 0 1 [1] 0 

Type of 

Study 

Randomized 19/19 0 4/4 0 43/43 0 9/9 0 1/1 0 

Cohort 3 [1] 1 [0] 9 [1] 4 [0] 1 

Matched 

Cohort 

0 0 0 0 0 

Case-Control 0 0 0 0 0 

Case Series 16 [5] 3 [1] 34 [6] 5 [1] 0 

Number of Participants 

  

33/33 43.0 (10-

195) 

6/6 29.2 

(11-62) 

68/68 34.6 (11-161) 10/10 98.5 

(15-

481) 

1/1 16 

Number of Screws 

  

10/33 388.2 

(89-

1036) 

1/6 88 22/68 532.5 (34-

1400) 

9/10 1670.1 

(238-

5923) 

1/1 168 

Age (Years) 

  

32/33 12.1-

16.5 

5/6 14-16.8 65/68 13.1-16.9 8/10 13.8-

18.3 

1/1 5-18 

% Males 

  

27/33 10.0-

50.0% 

6/6 12.9-

29.0% 

58/68 5.0-100.0% 8/10 13.3-

30.8% 

1/1 25% 

Curve Types Lenke 1 33/33 238 

(32.2%) 

5/6 71 

(65.7%) 

52/68 510 (46.2%) 3/10 60 

(55.0%) 

0/1 0 

Lenke 2 163 

(22.0%) 

15 

(13.9%) 

199 (18.0%) 7 (6.4%) 0 

Lenke 3 154 

(20.8%) 

4 (3.7%) 202 (18.3%) 19 

(17.4%) 

0 

Lenke 4 69 (9.3%) 2 (1.9%) 62 (5.6%) 5 (4.6%) 0 

Lenke 5 82 

(11.1%) 

12 

(11.1%) 

89 (8.1%) 15 

(13.8%) 

0 

Lenke 6 34 (4.6%) 4 (3.7%) 43 (3.9%) 3 (2.8%) 0 

Lenke 1 Only 481   381   
 

King I 0 (0.0%)     5 (2.2%)   

King II 44 

(26.2%) 

    131 

(57.2%) 

  

King III 61 

(36.3%) 

    33 

(14.4%) 

  

King IV 31 

(18.5%) 

    20 

(8.7%) 

  

King V 32 

(19.0%) 

    40 

(17.5%) 

  

Abbreviations: Fluoro – Fluoroscopy, *Denotes number of articles reporting this item over the number of articles in this category. Square 

brackets [] denote articles from the second systematic review search. For number of participants and screws, brackets denote the range. For 

curve type, number in brackets denotes percentage of patients of that curve type overall. 
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Table 3-6: Surgical and imaging characteristics for head-to-head studies and image guidance studies 

    Head-to-Head Head-to-Head Image Guidance 

Category Categories  * CT-Navi Free-Hand  * CT-

Navi 

Fluoro 

Guided 

 * CT-

Navigation 

 * Fluoroscopy 

Cobb Angle Pre-op 10/12 48.3-70.0o 50.9-79.8o 0/2 x x 5/5 52.7-62.4o 6/7 48.5-74.0o 

Post-op 6/12 10.4-31.3o 11.0-37.2o 0/2 x x 5/5 17.9-22.0o 4/7 10.0-17.6o 

Change 6/12 32.5-50.8o 24.3-42.3o 0/2 x x 5/5 31.8-42.3o 4/7 34.8-51.1o 

Type of 

Surgery 

Posterior 12/12 6 [2] 6 [2] 2/2 1 1 5/5 5 [3] 7/7 7 [3] 

ARPF 0 0 0 0 0 0 

MIS 0 0 0 0 0 0 

Type of 

Fixation 

Screw 12/12 6 [2] 6 [2] 2/2 1 1 5/5 4 [2] 7/7 6 [2] 

Hybrid 0 0 0 0 1 [1] 1 [1] 

Surgical Blood Loss (mL) 

  

4/12 153-1013 418-787 0/2 x x 2/4 1060-1138 3/7 523-1030 

Operative Time (min) 

  

6/12 210-443 192-412 0/2 x x 2/5 242-310 2/7 274-310 

Pre-op 

Imaging 

X-ray 10/12 1 3 [1] 0/2 x x 5/5 3 [2] 6/7 2 [1] 

CT 4 [1] 2 [1] x x 2 [1] 2 [1] 

X-ray + MRI 0 0 x x 0 1 [0] 

X-ray + CT 0 0 x x 0 1 [0] 

Intra-op 

Imaging 

Fluoroscopy 10/12   4 [2] 2/2 0 1 5/5 0 7/7 7 [3] 

CT 5 [2]   1 0 4 [2] 0 

CT-Navi 

+Fluoro 

1       0 0 

None         1 [1] 0 

Post-op 

Imaging 

X-ray 12/12 2 2 2/2     5/5 0 7/7 3 [1] 

CT 3 [1] 3 [1] 1 1 3 [2] 3 [2] 

MRI 0 0     0 0 

X-ray + MRI 0 0     0 0 

X-ray + CT 1 [1] 1 [1]     2 [1] 1 [0] 

None 0 0     0 0 

Post-op 

Screw 

Imaging 

All CT (%) 12/12 5 (83%) 5 (83%) 2/2 1 

(100%) 

1 

(100%) 

5/5 5 (3) 4/7 3 (2) 

Some CT 

(%) 

0 (0%) 0(0%)     0 0 

X-ray/ 

Fluoro 

1 (17%) 1 (17%)     0 1 

Neuro-

monitoring  

Yes 10/12 5 [2] 5 [2] 2/2 x x 3/5 3 [2] 4/7 3 [1] 

Abbreviations: Navi – Navigation, Fluoro – Fluoroscopy, ARPF – Anterior release, posterior fusion, MIS – Minimally invasive surgery. Square 

brackets denote articles from the second systematic review search. For number of participants and screws, brackets denote the range. For 

curve type, number in brackets denotes percentage of patients of that curve type overall. 
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Table 3-7: Surgical and imaging characteristics for all types of free-hand studies 

Category Categories  * Imaging 

Not 

Reported 

 * No 

Imaging 

 * Post-

screw 

Fluoro 

 * Pre-

screw 

Fluoro 

 * 3D Printed 

Templates 

Cobb Angle Pre-op 32/33 38.2-90.0o 6/6 51.0-

66.0o 

61/68 42.0-

102.2o 

8/10 45.5-

60.6o 

1/1 54.2o 

Post-op 30/33 6.6-28.8o 6/6 15.6-

23.9o 

55/68 6.0-53.1o 8/10 15.3-

18.4o 

1/1 15.3o 

Change 30/33 29.0-57.0o 6/6 32.8-

44.3o 

55/68 28.8-72.3o 8/10 27.0-

42.8o 

1/1 38.9o 

Type of 

Surgery 

Posterior 33/33 32 [10] 6/6 5 [2] 67/68 63 [13] 10/10 10 [1] 1/1 1 

ARPF 1 0 4 0 0 

MIS 0 1: MIS 0 0 0 

Type of 

Fixation 

Screw 33/33 28 [10] 6/6 3 [0] 68/68 46 [8] 10/10 9 [1] 1/1 1 

Hybrid 5 3 [2] 22 [5] 1 0 

Surgical Blood Loss (mL) 

  

20/33 270-1120 3/6 261-712 32/68 305-1813 1/10 1870 1/1 700 

Operative Time (min) 

  

16/33 183-560 4/6 182-475 37/68 136-380 4/10 132-

424 

0/1 x 

Pre-op 

Imaging 

X-ray 32/33 24 [8] 5/6 3 [0] 60/68 49 [13] 8/10 6 1/1 0 

CT 2 0 2 2 [1] 1 

X-ray + MRI 2 2 [0] 8 0 0 

X-ray + CT 4 [2] 0 1 0 0 

Intra-op 

Imaging 

Fluoroscopy 0/33 0 6/6 0 68/68 68 [13] 10/10 10 [1] 0/1 0 

CT 0 0 0 0 0 

CT-Navi 

+Fluoro 

0 0 0 0 0 

None 0 6 [2] 0 0 0 

Post-op 

Imaging 

X-ray 33/33 24 [8] 6/6 5 [2] 68/68 48 [8] 10/10 4 1/1 0 

CT 7 1 10 [0] 3 [1] 1 

MRI 0 0 0 0 0 

X-ray + MRI 0 0 0 0 0 

X-ray + CT 2 [2] 0 8 [4] 3 0 

None 0 0 2 [2] 0 0 

Post-op 

Screw 

Imaging 

All CT (%) 9/33 7 (2) 1/6 1 (1) 18/68 10 (1) 6/10 3 0/1 0 

Some CT (%)   0 8 (3) 3 0 

X-ray/Fluoro 2 0 0   0 

Neuro-

monitoring  

Yes 14/33 14 [6] 2/6 2 [2] 51/68 48 [10] 5/10 4 0/1 0 

No 0 0 3 1 0 

Abbreviations: Navi – Navigation, Fluoro – Fluoroscopy, ARPF – Anterior release, posterior fusion, MIS – Minimally invasive surgery. Square 

brackets denote articles from the second systematic review search. For number of participants and screws, brackets denote the range. For 

curve type, number in brackets denotes percentage of patients of that curve type overall. 
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Posterior-only surgeries comprised 95.1% of the cohorts (137/144 groups), with only screws used in 77.1% 

of cohorts (111/144) (Table 3-6 and Table 3-7). All studies from the new systematic review search used 

posterior-only surgery, and screws-only were present in 19/24 (79.2%) of the new groups. Average curve 

size was 58.9o with the median at 58o and average correction of 40.2o and median of 39.9o. 

Plain X-ray was used in 86.6% (110/127) of groups that reported pre-operative imaging, with 71.6% 

(91/127) of groups using X-rays exclusively (Table 3-6 and Table 3-7). The remaining articles that did not 

use X-rays, used CT exclusively (16/127, 12.5%), with an additional 17 articles that did not report on pre-

operative imaging. Post-operatively, X-rays were used in 63.9% (92/144) of studies, exclusively in 61.1% 

(88/144). Intraoperatively, 83.3% (90/108) of patients had fluoroscopy and CT scans in 10.2% (11/108) in 

articles reporting intraoperative imaging. Of articles that reported post-operative screw assessment, CT 

scans were used for all patients in 71.9% (41/57) of groups, with all new studies that reported breach 

rates also using post-operative CT scans. Neuromonitoring was used in 92.3% (84/91) of studies that 

reported if they used neuro-monitoring. 

Of the 46 studies that reported pedicle breaches, there were 15 breach definitions (Table 3-8 and Table 

3-9). The most common definition, found in eight studies, was the Gertzbein definition which uses four 

grades: no breach, <2mm, 2-4mm and >4mm [197]. The definition by Abul-Kasim et al. was the most 

comprehensive, defining three grades for medial and lateral breaches, and two grades for anterior, 

foraminal and endplate breaches [198]. Any breach by any definition was counted as a breach for the 

meta-analysis. 
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Table 3-8: Breach definitions from head-to-head and image guidance studies 

    Head-to-Head Image Guidance 

Breach Type Breach Definition CT-Navi vs 

Free-Hand 

CT-Navi vs 

Fluoroscopy 

CT-

Navigation 

Fluoroscopy 

Screw Axis, 2 Grades Central axis outside the cortex 1 (1)   1 (1)   

Screw Axis, 2 Grades, 

Clinical 

Central axis outside the cortex; 

additional grades for suboptimal, 

unsafe or removed screws 

1 (1)       

Screw Axis, 3 Grades Breach with central axis within cortex 

or outside the cortex 

      1 

Screw Depth, 2 

Grades, Clinical 

Greater than 2mm breach; additional 

grades for removed and cancelled 

insertions 

    1   

Screw Depth, 4 Grades Four grades: no breach, less than 2mm 

breach, less than 4mm breach and 

greater than 4mm breach 

3   2 (1)   

Screw Depth, 4 

Grades, Directional 

Four grades, no breach, less than 2mm, 

more than 2mm, more than 4mm 

breach, medial vs anterior 

      1 (1) 

Screw Depth, 5 Grades Five grades: no breach, less than 2mm 

breach, less than 4mm breach, less 

than 6mm breach and greater than 

6mm breach 

      1 

Clinical Any breach, divided into lateral, 

antero-lateral, medial or inferior 

breaches, and vascular damage 

        

None Not pre-defined 1     1 

Total 6 (2) 0 4 (2) 4 (1) 

Number in each column denotes number of articles with that breach definition. Number in brackets denotes articles from the second review 

with that breach definition 
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Table 3-9: Breach definitions from all types of free-hand studies 

Breach Type Breach Definition Unreported 

Imaging 

No 

Imaging 

Post-screw 

Fluoroscopy 

Pre-screw 

Fluoroscopy 

3D Printed 

Templates 

Screw Axis, 2 

Grades 

Central axis outside the cortex 1   1 1   

Directional 

Screw Axis 

System 

Central axis outside the cortex for 

medial and lateral; any cortical 

breach for anterior, endplate or 

foraminal breach 

1   1 2 (2)   

Neuro-

monitor 

Alarm 

Neuro-monitoring alarm     1     

Screw Depth, 

2 Grades 

Any breach greater than 2mm 1   2     

Screw Depth, 

2 Grades, 

Directional 

Greater than 2mm medial or 

greater than 4mm lateral breach 

1   2     

Screw Depth, 

4 Grades 

Four grades: no breach, <2mm 

breach, < 4mm breach >4mm 

breach 

    2 (1)   1 

Screw Depth, 

4 Grades, 

Anatomical 

Four grades: no breach, <2mm 

breach, >2mm breach and >2mm 

breach through costovertebral joint 

1         

Screw Depth, 

4 Grades, 

Clinical 

Four grades: no breach, cortical 

breach, <2mm breach and in-out-in 

breach, unacceptable placement 

and neurovascular injury 

    1     

Screw Depth, 

5 Grades 

Five grades: no breach, <2mm 

breach, < 4mm breach, <6mm 

breach and > 6mm breach 

    2 (1) 1   

Clinical Any breach, divided into lateral, 

antero-lateral, medial or inferior 

breaches, and vascular damage 

  1 (1)       

None Not pre-defined 1   4 (1) 4   

Total 6 1 (1) 16 (3) 8 (2) 1 

Number in each column denotes number of articles with that breach definition. Number in brackets denotes articles from the second review 

with that breach definition 

3.4.3. Quality Assessments 

Only one of 94 studies had a low ROB overall as shown in Figure 3-2[199]. There were 18 studies of 

moderate ROB with two head-to-head studies, three image guidance and thirteen free-hand studies. 

Study attrition, measurement of complications/breaches and study confounding were the three quality 

domains that had the largest number of high ROB studies at 86.2%, 63.8% and 48.9%, respectively. Most 

articles had moderate quality in study participation at 68.1%. The categories where most articles had low 

ROB ratings were statistical analysis/presentation (92.6%) and image guidance definition (59.6%) of 

papers. All studies that reported breach rates that achieved moderate or low overall risk of bias used CT 

scans to confirm screw placement (Appendix 3: Systematic Review List).  
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Figure 3-2: Quality assessments in each category for head-to-head, image guidance and free-hand 
studies. *Denotes categories used to assess overall quality. Abbreviations: Mod denotes moderate risk 
of bias 

3.4.4. Breaches and Complications 

Table 3-10, Table 3-11, Table 3-12 and Table 3-13 show breach rates for the studies that reported pedicle 

breaches, with more clinically relevant magnitude breaches (>4mm, >1/2 screw width) and directions 

reported independently. There were only two moderate risk-of-bias or better head-to-head studies 

comparing CT guidance with free-hand methods, one of which reported breaches greater than ½ screw 

width at 57.8% vs 26% for free-hand vs image guidance, and medial breaches at 8.3% vs 3.0% in favour of 

image guidance [184]. No CT-navigation cohort study of moderate risk-of-bias or better reported medial 

or large magnitude breaches, while one fluoroscopy study reported breach rates of 9.2% >4mm and 4.6% 

medial breaches [192]. Three moderate quality free-hand groups reported breaches >4mm at 0% [85,88], 

one reported >1/2 screw width breaches at 14.2% [200] and four reported medial breaches at 0.0-6.2% 

[85,200–202].  
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Table 3-10: Breaches in head-to-head comparison studies 

  Head to Head 

Breaches Risk of 

Bias 

CT Guidance (6 Studies, 6 Groups) Free-Hand (6 Studies, 6 Groups) 

Number of 

Groups 

Number of 

Screws 

Breach 

Rates 

Number of 

Groups 

Number of 

Screws 

Breach Rates 

Any 

Breach 

Low             

Moderate 2/2 469 5.9-26.0% 2/2 354 13.6-57.8% 

High 4/4 1463 1.5-26.5% 4/4 1731 5.1-46.3% 

Breach 

>4mm 

Low             

Moderate 0/2 x x 0/2 x x 

High 1/2 264 1.1% 1/2 214 20.1% 

Breach 

>1/2 

Screw 

Low             

Moderate 1/2 300 26.0% 1/2 185 57.8% 

High 0/2 x x 0/2 x x 

Medial  Low             

Moderate 1/2 169 3.0% 1/2 169 8.3% 

High 1/2 264 2.7% 1/2 214 7.5% 

Lateral  Low             

Moderate 1/2 169 3% 1/2 169 5.3% 

High 1/2 264 8.7% 1/2 214 20.6% 

Superior Low             

Moderate 0/2 x x 0/2 x x 

High 0/2 x x 0/2 x x 

Inferior Low             

Moderate 0/2 x x 0/2 x x 

High 0/2 x x 0/2 x x 

Anterior Low             

Moderate 0/2 x x 0/2 x x 

High 0/2 x x 0/2 x x 

Number of groups column denotes number of articles that reported breaches of that type, out of the total number of groups in that category. 

The ‘x’ denotes no articles of that category tracked the respective complication in that row.  
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Table 3-11: Breaches in image guidance studies (CT-navigation and fluoroscopy) 

  Image Guidance 

Breaches 
Risk of 

Bias 

CT-Navigation (4 Studies, 5 Groups) Fluoroscopy (7 Studies, 7 Groups) 

Number 

of Groups 

Number of 

Screws 

Breach 

Rates 

Number 

of Groups 

Number 

of Screws 

Breach 

Rates 

Any 

Breach 

Low             

Moderate 2/2 1130 6.9-7.9% 1/1 2020 20.2% 

High 3/3 1928 7.9-15.7% 3/6 1256 0.0-50.7% 

Breach 

>4mm 

Low             

Moderate 0/2 x x 1/1 2020 9.2% 

High 3/5 1383 0.2-0.7% 3/6 1118 0-2.7% 

Breach 

>1/2 

Screw 

Low             

Moderate 0/2 x x 0/1 x x 

High 0/5 x x 3/6 138 2.9% 

Medial  

Low             

Moderate 0/2 x x 1/1 2020 4.6% 

High 2/5 1529 0.6-2.8% 3/6 800 2.9-24.6% 

Lateral  

Low             

Moderate 0/2 x x 1/1 2020 13.4% 

High 2/5 1529 3.0-4.3% 3/6 800 4.1-24.6% 

Superior 

Low             

Moderate 0/2 x x 1/1 2020 0.0% 

High 0/5 x x 3/6 662 0.2% 

Inferior 

Low             

Moderate 0/2 x x 1/1 2020 0.0% 

High 0/5 x x 3/6 662 0.0% 

Anterior 

Low             

Moderate 0/2 x x 1/1 2020 0.3% 

High 2/5 1529 0.0% 3/6 800 0.3-1.4% 

Number of groups column denotes number of articles that reported breaches of that type, out of the total number of groups in that category. 

The ‘x’ denotes no articles of that category tracked the respective complication in that row.  
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Table 3-12: Breaches in free-hand methods for articles with unreported imaging and no imaging in 
surgery 

  Free-Hand 

Breach Risk of Bias 

Unreported Imaging  

(19 Studies, 33 Groups) No Imaging (4 Studies, 6 Groups) 

Number 

of Groups 

Number of 

Screws 

Breach 

Rates 

Number of 

Groups 

Number of 

Screws 

Breach 

Rates 

Any Breach 

Low             

Moderate       1/1 88 13.6% 

High 8/33 4151 1.8-29.2% 0/5 x x 

Breach 

>4mm 

Low             

Moderate       0/1 x x 

High 0/33 x x 0/5 x x 

Breach 

>1/2 Screw 

Low             

Moderate       0/1 x x 

High 2/33 1746 16.9-18.8% 0/5 x x 

Medial  

Low             

Moderate       1/1 88 0.0% 

High 6/33 2334 1.0-10.8% 0/5 x x 

Lateral  

Low             

Moderate       1/1 88 13.6% 

High 4/33 2334 1.5-18.4% 0/5 x x 

Superior 

Low             

Moderate       0/1 x x 

High 5/33 2334 0.5-9.0% 0/5 x x 

Inferior 

Low             

Moderate       0/1 x x 

High 2/33 1931 1.1-2.1% 0/5 x x 

Anterior 

Low             

Moderate       0/1 x x 

High 0/33 x x 0/5 x x 

Number of groups column denotes number of articles that reported breaches of that type, out of the total number of groups in that category. 

The ‘x’ denotes no articles of that category tracked the respective complication in that row. 
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Table 3-13: Breaches in free-hand methods for articles reporting screw placement with fluoroscopic 
confirmation or using 3D printed templates 

  Free-Hand 

Breach 
Risk of 

Bias 

Post-screw Fluoroscopy  

(43 Studies, 68 Groups) 

Pre-screw Fluoroscopy  

(9 Studies, 10 Groups) 

3D Printed Templates  

(1 Study, 1 Group) 

# of 

Groups 

# of 

Screws 

Breach 

Rates 

# of 

Groups 

# of 

Screws 

Breach 

Rates 

 # of 

Groups 

# of 

Screws 

Breach 

Rates 

Any 

Breach 

Low       1/1 2201 14.3%       

Mod 4/16 904 9.7-32.4% 1/1 873 17.1%       

High 16/52 9215 0.1-66.8% 7/8 12488 0.1-33.9% 1/1 168 6.50% 

Breach 

>4mm 

Low       0/1 x x       

Mod 3/16 678 0.0% 0/3 x x       

High 15/52 1485 0.0-2.7% 1/10 448 7.8% 1/1 168 0.00% 

Breach 

>1/2 

Screw 

Low       1/1 2201 14.3%       

Mod 0/16 x x 1/1 873 14.2%       

High 2/52 1218 0-30.6% 1/10 238 9.2% 0/1 x x 

Medial  

Low       1/1 2201 5.0%       

Mod 2/16 833 2.7-5.4% 1/1 873 6.2%       

High 9/52 4536 0.3-16.0% 4/10 9476 0.1-10.7% 1/1 168 6.50% 

Lateral  

Low       1/1 2201 7.1%       

Mod 2/16 833 7.1% 1/1 873 8.0%       

High 10/52 4664 0.8-14.6% 3/10 3553 0.4-21.9% 1/1 168 6.50% 

Superior 

Low       1/1 2201 0.5%       

Mod 1/16 720 0.0% 1/1 873 0.9%       

High 5/52 1464 0.0-4.8% 2/10 3105 0.3-3.8% 0/1 x x 

Inferior 

Low       1/1 2201 1.0%       

Mod 1/16 720 0.0% 1/1 873 0.5%       

High 5/52 1464 1.1-17.1% 2/10 3105 0.0-1.0% 0/1 x x 

Anterior 

Low       0/1 x x       

Mod 1/16 720 1.5% 1/1 873 1.5%       

High 3/52 1531 0.9-2.7% 1/10 448 2.5% 0/1 x x 

Number of groups column denotes number of articles that reported breaches of that type, out of the total number of groups in that category. 

The ‘x’ denotes no articles of that category tracked the respective complication in that row. 
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Table 3-14, Table 3-15 and Table 3-16 show screw-related complication rates for the included studies of 

all quality. There were no complications observed in any head-to-head studies. Complications in CT-

navigation studies ranged from 0-1.8%, all of which were dural lesions. For fluoroscopy, complications 

ranged from 0-8.3%, all of which were nerve root injuries. Screw-related complications from free-hand 

methods included dural lesions (0-16%), nerve root injuries (0-5.9%), spinal cord injury (0-4%) and re-

operations related to screw misplacement (0-21.1%) for an overall screw-related complication rate of 0-

21.1%. There were no complications observed in the 3D-printed templates study.  

Table 3-14: Complications in head-to-head studies 

    

Head to Head Head to Head 

    
CT-Navigation Free-Hand CT-Navigation 

Fluoroscopic 

Guidance 

  
Risk of 

Bias Patients Groups Patients Groups Patients Groups Patients Groups 

Number of 

Groups 

Low                 

Moderate 39 2/2 23 2/2         

High 116 4/4 172 4/4 12 1/1 12 1/1 

Complications  Total Rates Total Rates Total Rates Total Rates 

Screw-Related 

Low                 

Moderate 0 0.0% 0 0.0%         

High 0 0.0% 0 0.0% 0 0.0% 0 0.0% 

Nerve Root 

Low                 

Moderate 0 0.0% 0 0.0%         

High 0 0.0% 0 0.0% 0 0.0% 0 0.0% 

Dural Lesion 

Low                 

Moderate x x x x         

High x x x x x x x x 

Spinal Cord Injury 

Low                 

Moderate 0 0.0% 0 0.0%         

High 0 0.0% 0 0.0% 0 0.0% 0 0.0% 

Reoperation 

Low                 

Moderate x x x x         

High x x x x x x x x 

Pneumothorax 

Low                 

Moderate x x x x         

High x x x x x x x x 

Groups column denotes number of articles that reported complications of that type, out of the total number of groups in that category. The ‘x’ 

denotes no articles of that category tracked the respective complication in that row. 
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Table 3-15: Complications in image guidance (CT-navigation and fluoroscopy) and free-hand methods 
(unreported imaging) 

    Image Guidance Free-hand 

    CT-Navigation Fluoroscopy Unreported Imaging 

  Risk of Bias Patients Groups Patients Groups Patients Groups 

Number of 

Groups 

Low           

Moderate 81 2/2 140 1/1 191 1/1 

High 122 3/3 139 4/6 1195 30/32 

Complications 
 

Total Rates Total Rates Total Rates 

Screw-Related Low             

Moderate 0 0.0% 2 1.4% 0 0.0% 

High 1 0.0-1.8% 2 0-8.3% 13 0-21.1% 

Nerve Root Low             

Moderate 0 0.0% 2 1.4% 0 0.0% 

High 0 0.0% 2 0-8.3% 7 0-5.9% 

Dural Lesion Low             

Moderate x x 0 0.0% x x 

High 1 1.8% 0 0.0% 0 0.0% 

Spinal Cord 

Injury 

Low             

Moderate 0 0.0% 0 0.0% 0 0.0% 

High 0 0.0% 0 0.0% 2 0-1.0% 

Reoperation Low             

Moderate x x 0 0.0% 0 0.0% 

High 0 0.0% 0 0.0% 4 0-21.1% 

Pneumothorax Low             

Moderate x x 0 0.0% x x 

High 0 0.0% 0 0.0% 0 0.0% 

Groups column denotes number of articles that reported complications of that type, out of the total number of groups in that category. The ‘x’ 

denotes no articles of that category tracked the respective complication in that row. 

  



62 

 

Table 3-16: Complications in free-hand methods (no imaging, fluoroscopic confirmation, 3D printed 
templates) 

    No Imaging Post-screw 

Fluoroscopy 

Pre-screw 

Fluoroscopy 

3D Printed 

Templates 

  Risk of 

Bias 

Patients Groups Patients Groups Patients Groups Patients Groups 

Number of 

Groups 

Low         116 1/1     

Moderate 11 1/1 760 16/16 49 1/1     

High 164 5/5 1718 52/52 805 8/8 0 0/1 

Complications Total Rates Total Rates Total Rates Total Rates 

Screw-

Related 

Low         2 1.7%     

Moderate 0 0.0% 0 0.0% 0 0.0%     

High 0 0.0% 5 0-16.0% 7 0-4.8%     

Nerve Root Low         0 0.0%     

Moderate 0 0.0% 0 0.0% 0 0.0%     

High 0 0.0% 0 0.0% 2 0-0.4%     

Dural Lesion Low         0 0.0%     

Moderate x x x x x x     

High 0 0.0% 4 0-16.0% 1 0-6.7%     

Spinal Cord 

Injury 

Low         0 0.0%     

Moderate 0 0.0% 0 0.0% 0 0.0%     

High 0 0.0% 1 0-4.0% 0 0.0%     

Reoperation Low         2 1.7%     

Moderate x x x x x x     

High 0 0.0% 0 0-7.7% 3 0.0%     

Pneumo-

thorax 

Low         0 0.0%     

Moderate x x x x x x     

High 0 0.0% 0 0-12.5% 1 0.0%     

Groups column denotes number of articles that reported complications of that type, out of the total number of groups in that category. The ‘x’ 

denotes no articles of that category tracked the respective complication in that row. Grey shading denotes no articles were available in that risk 

of bias category. 
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3.4.5. Meta-Analysis 

Only moderate quality studies or better were included in the meta-analysis. The moderate quality studies 

that were meta-analyzed had seven different breach definitions (Table 3-8) which were combined into a 

breach or no-breach definition.  

The odds ratio meta-analyzed from head-to-head studies comparing image guidance (all using CT-

navigation) and free-hand methods was 0.28 [0.20-0.40, I2=1%] from two studies favoring navigation 

(Figure 3-3).  

 

Figure 3-3: Overall breach rates for moderate quality or better head-to-head studies 

For breaches from single-arm groups, the per-screw breach rate for free-hand methods was 20% [14-25%, 

I2=95%] compared with 13% [6-21%, I2=98%] for image guidance overall, not reaching statistical 

significance (p=0.18) (Figure 3-4). Not shown in the figures, the breach rates for CT studies alone was 11% 

(5-18%, I2=94%), and fluoroscopy alone was 20% (19-22%, single study), neither of which reached 

statistical significance in comparison to free-hand (p=0.06 and p=0.85 respectively). 
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Figure 3-4: Breach rates for moderate quality single-arm groups comparing image guidance vs free-
hand methods 

Considering head-to-head studies whose definitions involved greater risk of complications (>4mm, >1/2 

screw width), only Ughwanogho et al. was rated as a moderate risk of bias or better and reported an odds 

ratio of 0.26 [17-38%, one study] favoring image guidance which can be seen in Figure 3-3. For single-arm 

cohort studies, the free hand breach rate was 21% [9%-32%, I2=100%] compared to 11% [3%-19%, I2=99%] 

for image guidance but the difference did not reach significance with p=0.19 (Figure 3-5). 
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Figure 3-5: Breach rates for moderate quality or better single-arm groups comparing high risk breaches 
from image guidance vs free-hand methods 

Only one image guidance vs free-hand study reported breaches according to levels, with Su et al. reporting 

a free-hand OR of 3.07 [0.87-10.84] and an image guidance OR of 1.83 [0.38-8.95], both having lower 

lumbar than thoracic breaches, though more dramatically for free-hand patients (Figure 3-6) [184]. For 

articles reporting both lumbar and thoracic breaches, the odds ratio for lumbar vs thoracic breaches was 

1.72 [1.36-2.18, I2=0%] for free-hand and 1.83 [0.38-8.95, I2=0%] for image guidance studies with no 

statistical difference between groups (p=0.94) (Figure 3-6).  
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Figure 3-6: Breaches for moderate quality or better studies reporting both thoracic and lumbar breaches 
for free-hand and image guidance studies 

Figure 3-7 and Figure 3-8 display results from moderate-quality or better cohorts that report thoracic 

and/or lumbar levels. Thoracic breach rates for free-hand methods were 16% [15-17%, I2=3%] compared 

with 7% [2-11%, single study only] for image guidance (Figure 3-7) with statistically significant difference 

between subgroups (p<0.01). Lumbar breach rates for free-hand methods were 9% [7-12%, I2=27%] 

compared with 4% [0-9%, single study only] for image guidance (Figure 3-8) with no statistically significant 

difference between subgroups (p=0.07).   

 

Figure 3-7: Thoracic breaches for moderate quality or better single-arm groups 
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Figure 3-8: Lumbar breaches for moderate quality or better single-arm groups 

Figure 3-9 displays surgical time for head-to-head studies of any quality comparing image guidance vs 

free-hand, with the mean difference favouring free-hand methods at 41.6 minutes [6.2-77.1min, I2=0%]. 

No moderate quality or better head-to-head studies reported surgical times. Figure 3-10 displays surgical 

times from moderate risk of bias single group studies, with free-hand methods at 226 minutes [219.6-

234.0 min, I2=98%] compared with 258 minutes [240.6-274.7 min, I2=91%] for image guidance from two 

studies with significantly shorter times for free-hand (p<0.01). 

 

Figure 3-9: Surgical time for any quality head-to-head studies 
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Figure 3-10: Surgical time for moderate quality or better single arm groups comparing image guidance 
vs free-hand 

3.4.6. Summary Statements 

Summary statements can be found in Table 3-17, including head-to-head studies comparing free-hand vs 

image guidance studies, single-arm groups reporting breach rates and complication rates from free-hand 

and image guidance studies, breach rates comparing thoracic vs lumbar levels, and surgical times 

comparing free-hand and image guidance. 
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Table 3-17: Summary statements 

Strength of 

Evidence 

Type of Study Outcome 

Measure 

Number and quality of 

Groups 

Finding Heterogeneity 

A: Head-to-head breaches and complications 

Moderate Head-to-head 

studies 

Breaches Two moderate ROB (Figure 

3-3) 

OR: 0.28 [0.20-0.40] [180,184] 

Favors image guidance 

Low (I2=1%) 

Limited Head-to-head 

studies 

Breaches, <1/2 

screw width 

One moderate ROB 

(No Figure) 

OR: 0.26 [0.17-0.38] [180] 

Favors image guidance 

One group 

Limited Head-to-head 

studies 

Breaches, 

medial-only 

One moderate ROB 

(No Figure) 

OR: 0.34 [0.12-0.96] [184] 

Favors image guidance 

One group 

Moderate Head-to-head 

studies 

Screw-related 

complications 

Two moderate ROB 

(Table 3-14) 

No complications in any groups 

[180,184] 

N/A 

B: Single-arm groups breaches and complications 

Moderate Single-arm 

studies 

Breaches, Free-

hand vs Image 

Guidance 

Seven moderate-ROB, one 

low ROB free-hand 

Five moderate-ROB image 

guidance 

(Figure 3-4) 

Free-hand: 20% [14-25%] 

[85,88,180,184,199–202] 

Image Guidance: 13% [6-21%] 

[87,180,184,185,192] 

No difference (p=0.18) 

Free-hand: High 

(I2=95%) 

Image Guidance: 

High (I2=98%) 

Moderate Single-arm 

studies 

Breaches, Free-

hand vs CT 

Navigation 

Seven moderate-ROB, one 

low ROB free-hand 

Four moderate-ROB image 

guidance 

(No Figure) 

Free-hand: 20% [14-25%] 

[85,88,180,184,199–202] 

CT Navigation: 11% [5-18%] 

[87,180,184,185] 

No difference (p=0.06) 

Free-hand: High 

(I2=95%) 

CT Navigation: 

High (I2=94%) 

Moderate Single-arm 

studies 

Breaches, Free-

hand vs 

Fluoroscopy 

Seven moderate-ROB, one 

low ROB free-hand 

One moderate-ROB image 

guidance 

(No Figure) 

Free-hand: 20% [14-25%] 

[85,88,180,184,199–202] 

Fluoroscopy: 20% [19-22%] 

[192] 

No difference (p=0.85) 

Free-hand: High 

(I2=95%) 

Fluoroscopy: One 

group 

Moderate Single-arm 

studies 

High-risk 

breaches, Free-

hand vs Image 

Guidance 

Three moderate-ROB, one 

low ROB free-hand 

Three moderate-ROB image 

guidance 

(Figure 3-5) 

Free-hand: 21% [9-32%] 

[85,180,199,200] 

Image Guidance: 11% [3-19%] 

[180,185,192] 

No difference (p=0.19) 

Free-hand: High 

(I2=100%) 

Image Guidance: 

High (I2=99%) 

Moderate Single-arm 

studies 

High-risk 

breaches, Free-

hand vs CT 

Navigation 

Three moderate-ROB, one 

low ROB free-hand 

Two moderate-ROB CT 

navigation 

(No Figure) 

Free-hand: 21% [9-32%] 

[85,180,199,200] 

CT Navigation: 13% [0-38%] 

[180,185] 

No difference (p=0.59) 

Free-hand: High 

(I2=100%) 

CT Navigation: 

High (I2=99%) 

Limited Single-arm 

studies 

High-risk 

breaches, Free-

hand vs 

Fluoroscopy 

Three moderate-ROB, one 

low ROB free-hand 

One moderate-ROB 

fluoroscopy 

(No Figure) 

Free-hand: 21% [9-32%] 

[85,180,199,200] 

Fluoroscopy: 9% [8-10%][192] 

No difference (p=0.05) 

Free-hand: High 

(I2=95%) 

Fluoroscopy: One 

group 

Conflicting Single-arm 

studies 

Screw-related 

Complications 

Two moderate-ROB CT-

navigation 

One moderate-ROB no 

imaging 

(Table 3-15) 

One moderate-ROB pre-

screw fluoroscopy 

One low-ROB pre-screw 

fluoroscopy 

16 moderate-ROB pre-screw 

fluoroscopy 

(Table 3-16) 

CT Navigation: 0-1.6% 

Free-hand, no imaging: 0% 

[180,184] 

Free-hand, pre-screw 

fluoroscopy, mod-ROB: 0% 

[202] 

Free-hand, pre-screw 

fluoroscopy, low-ROB: 1.7% 

[200] 

Free-hand, post-screw 

fluoroscopy: 0% 

[85,88,201,203–209] 

N/A 
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Unknown Single-arm 

studies 

Screw-related 

Complications 

Unspecified imaging 

Template-assisted  

(Table 3-16) 

No moderate risk of bias groups 

or better.  

N/A 

C: Thoracic and lumbar breach levels 

Limited Head-to-head 

studies 

Thoracic vs 

lumbar 

breaches, 

Image guidance 

One moderate ROB 

(Figure 3-6) 

OR: 1.83 [0.38-8.95] [184] 

Favors lumbar levels 

One group 

Moderate Head-to-head 

studies 

Thoracic vs 

lumbar 

breaches, Free-

hand 

One low ROB 

Four moderate ROB 

(Figure 3-6) 

OR: 1.72 [1.36-2.18] 

[85,184,199–201] 

Favors lumbar levels 

Low I2=0% 

Limited Single-arm 

studies 

Thoracic 

breaches, free-

hand vs image 

guidance 

One low ROB free-hand 

Four moderate ROB free-

hand 

One moderate ROB image 

guidance 

(Figure 3-7) 

Free-hand: 16% [15-17%] 

[85,184,199–201] 

Image Guidance: 7% [2-11%] 

[184] 

Significant (p<0.01) 

Favors image guidance 

Free-hand: Low 

(I2=3%) 

Image Guidance: 

One group 

Limited Single-arm 

studies 

Lumbar 

breaches, free-

hand vs image 

guidance 

One low ROB free-hand 

Four moderate ROB free-

hand 

One moderate ROB image 

guidance 

(Figure 3-8) 

Free-hand: 9% [7-12%] 

[85,184,199–201] 

Image Guidance: 4% [0-

9%][184] 

No difference (p=0.07) 

Free-hand: Low 

(I2=27%) 

Image Guidance: 

One group 

D: Surgical time 

Unknown Head-to-head Surgical times Three high ROB head-to-

head groups 

(Figure 3-9) 

Mean Difference: 41.6 mins 

(6.2-77.1 mins) 

Favoring free-hand (p<0.05) 

[181–183] 

Low I2=0% 

Moderate Single-arm 

studies 

Surgical times Nine moderate ROB free-

hand 

Two moderate ROB image 

guidance 

(Figure 3-10) 

Free-hand: 226.8 mins (219.6-

234.0 mins) [202,204,205,207–

209] 

Image Guidance: 257.7 mins 

[240.6-274.7 mins] [87,185] 

Significant (p<0.01) 

Favors free-hand 

Free-hand: High 

(I2=98%) 

Image Guidance: 

High (I2=91%) 

3.5. Discussion 

3.5.1. Review Update Improvements 

The results of the systematic review update benefited from being a repeated process, allowing for 

improvements to be made to the methodology, though the overall structure remained the same. The 

comprehensiveness of the search strategy and high sensitivity in screening criteria allowed for inclusion 

of as many relevant articles as possible in this study [210]. The more experienced reviewers from the 1st 

systematic review were also brought back, allowing for a high agreement for abstract, full-text and quality 

assessment at 82%, 91% and 78% respectively, and kappas of 0.78, 0.59 and 0.68. Since the objective 

criteria for quality assessments had already been determined from the 1st study, the agreement in quality 

assessments was higher in the 2nd study.  
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Some changes were made to a few aspects of the study. First, the complications from full-text screening 

was focused on screw-related complications. While bleeding, infections and re-operations were tracked, 

complications that may have resulted from screw insertion were the focus. To differentiate complications 

that were recorded by the article and those that were not, studies that reported no complications in 

specific categories were marked as ‘zeroes’ in those categories, while the remaining categories were left 

blank to indicate these were unknown. 

With regards to quality assessment, study attrition was changed so that authors needed to report that no 

patients were lost to follow-up, resulting in a larger group of studies having a high risk of bias. However, 

this category was not used in the final determination of risk of bias. Because of this change, the articles 

from the first systematic review had quality assessments repeated, using an automated points system to 

ensure consistency of assessments between the two studies. 

Lastly, based on the findings from the previous review, a meta-analysis was planned for the breach rates, 

though still not for complication rates due to the small sample sizes and rarity of screw-related 

complications occurring. The addition of a meta-analysis strengthened the quantitative basis for current 

evidence on breach rates, both in general, and for thoracic vs lumbar levels.  

Some post-hoc analysis was undertaken to ensure a more accurate perspective coming from these 

articles. First, a second round of de-duplication was performed, focused on removing overlapping patient 

populations. Studies from the same center were screened for inclusion dates, number of patients and 

study characteristics, with identical study populations being removed and questionable populations 

resulting in an inquiry to the authors. Only one author responded to our inquiries, confirming the 

populations were different [211]. From this process, two articles that had moderate risk of bias were 

excluded, one fluoroscopic guidance study [212] and one free-hand study [213].  

Second, the study type was re-assessed to be classified according to the purposes of the systematic review 

(breach rates or complication rates) rather than the study’s purpose, as many studies would report breach 

rates or complication rates without it being a primary outcome for their study. For example, while some 

studies may have been reported to be randomized controlled trials, their purpose may have been to assess 

surgical details rather than complications or breaches; classifying this as a randomized controlled trial may 

exaggerate the study quality. As a result, although all the moderate risk of bias studies were originally 

considered by the authors as randomized or cohort studies, the two head-to-head studies included one 
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cohort studies and one randomized study, while the remaining single-arm studies were coded as ten case 

series and seven cohort studies. 

Lastly, further analysis into surgical times and infection rates related to those surgical times was not 

originally planned for this meta-analysis, though these were both extracted. While surgical time had 

enough data to be meta-analyzed, there was not enough data from moderate quality studies or better on 

infection rates to justify meta-analysis. 

3.5.2. Population Applicability 

Studies were generally smaller than 100 patients, one of the study quality assessment criteria with an 

average of 41 patients and median of 25.5. Number of screws was not included in the quality assessment, 

though there were 640 on average, with a median of 370 screw from the 60 studies that report breaches.  

The patient population from this systematic review matched the typical surgical candidate. The average 

age was 14.1 years old with a range of 12.1 to 18.6 years old [214]. Gender ratio involved more male 

patients than the commonly reported ratio at 4:1 or 20.5% males to 79.5% female, compared to the typical 

gender ratio of 7.2:1 but was still in favour of females [28]. Both curve size and curve correction were 

within the typical surgical range, with an average initial Cobb angle of 58.9o and average correction 40.2o. 

Lastly, curve types matched the prevalence as originally studied when the Lenke classification system was 

developed with Lenke Type 1 main thoracic curves being the most common, followed by Lenke Type 2 

double thoracic curves, Type 3 double major curves and Type 5 thoracolumbar curves being less prevalent, 

and Type 4 triple major curves and Type 6 thoracolumbar/lumbar main thoracic curves being rare [215]. 

The search and screen successfully identified the target patients that would be relevant in this review. 

3.5.3. Key Findings 

The first systematic review concluded that while point estimates for breaches were reduced in image 

guidance compared with free-hand methods, complications were still unknown. The goal of the update 

was to quantitatively assess the difference in breach rates, as well as determine if further larger studies 

in complication rates had been completed under the new article search. 

Despite finding 23 new studies there was not a significant change to current evidence regarding breach 

rates and complication rates, though current evidence on breaches has been made clearer. The meta-

analysis of moderate risk of bias head-to-head studies showed decreased breach rates with CT navigation, 

while analysis of cohort studies showed no statistically significant difference between image guidance and 

free-hand methods (Figure 3-3). Interestingly, removing the Ughwanogho et al. study which appears to 
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be an outlier with higher breach rates in both groups, resulted in a more homogeneous dataset for both 

freehand (15% [13-16%, I2=43%) and CT-guidance (7% [7-8%, I2=0%) and a statistically significant 

difference between groups (p<0.01). A methodological cause for the higher breach rates in this particular 

study could not be found; the patient population of this study was not different, nor was the screw 

insertional method noticeably different. Breaches were defined as having 50% of the shank outside the 

central axis of the pedicle like other studies in the meta-analysis. High risk breach rates do not appear to 

have a significant difference between free-hand and image guidance methods, though the high 

heterogeneity among available studies to date still makes this difficult to assess. 

This systematic review included a meta-analysis of breach rates comparing lumbar and thoracic levels, 

including articles that specified if screws were inserted in thoracic or lumbar levels. This study showed 

that breaches were higher for thoracic levels than lumbar with a pooled OR of 1.73 [1.37, 2.18, I2=0%], 

confirming the results of previous studies showing that thoracic levels are at higher risk of breach 

[216,217]. Breach rates in the thoracic spine using free-hand methods had low heterogeneity (I2=3%) and 

were statistically increased, compared to the lone image guidance study that reported thoracic breaches. 

However, image guidance did not have a statistically significant effect on breach rates in lumbar levels. 

Image guidance can be an important tool for narrow thoracic pedicles but may not be needed for the 

larger lumbar pedicles. 

Complications were not meta-analyzed, both because there were too few image guidance studies to 

compare, and because complication rates were so low with head-to-head studies all at 0%, CT-navigation 

at 0%, fluoroscopy at 1.4% and free-hand at 0-1.7%. Neurologic deficits have been reported to range from 

0.2-0.8% from the Scoliosis Research Society Morbidity and Mortality Database (SRSMMD) [92,218]. 

Further information on neurologic complication rates based on the usage of image guidance or free-hand 

methods would be useful to record to better determine the usefulness of navigation systems in AIS 

surgery, though the voluntary nature of the database may bias results. 

As navigation systems often require extra steps to insert screws, a meta-analysis of surgical time was 

completed [79], showing increased surgical times of 42 minutes in all-quality head-to-head studies with 

low heterogeneity (I2=0%), and an increase of 31 minutes from moderate-quality cohort studies, though 

heterogeneity was high in the cohort studies (I2>90% for both groups). Navigation may prolong surgeries 

which may increase the risk of infection. A systematic review of surgical site infections reported a 17% 

increase in likelihood of infection for every 30 minutes of surgery [219]. However, as these surgical times 
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are not comparing the actual screw insertion time or even incision time, it is important not to draw too 

broad a conclusion on the increased surgical time.  

3.5.4. Study Quality Assessment 

In the second systematic review, six articles had moderate quality or 26% of studies, compared with only 

16% from the first review indicating an improvement in study quality. Although the study attrition 

category was changed to require studies to explicitly state information on follow-ups, this category was 

not included when assessing the overall quality of studies. The study population category had 81% of 

studies reaching moderate risk-of-bias or better, unchanged from the previous study. Study size remains 

a challenge, with an average size of 43 patients, up from 41 from the previous review. Unfortunately for 

determining complication rates, assuming a 1% free-hand complication rate, reducing complications to 

0.5% when using image guidance would require a study to include almost 1500 patients in each arm using 

a one-tailed proportions inequality test assuming a 5% type 1 error and one-tailed proportions 

comparisons. However, breach rates are much more feasible to measure, with a 20% breach rate reduced 

to 10% requiring only 70 patients to detect as significant under similar power conditions. 

Defining image guidance was significantly worse with 50% of studies being at moderate ROB or better 

compared with 80% from the previous study. It was mostly due to a lack of defining what free-hand 

method was used, likely because of how commonplace free-hand methods have become. However, it is 

important for the usage of fluoroscopy to be reported to ensure an accurate classification of the method 

of screw insertion. 

The complications and breaches measurement category improved by the most, with 60% of articles having 

a moderate risk-of-bias or better, compared with only 27% from the previous study. Of the breach studies, 

all the new studies used the Gertzbein or modified Gertzbein definition [197]. All the new studies also 

used CT to confirm some of the patients’ screw placements, with 96% of the screws in these studies being 

confirmed by CT compared to 56% from the previous study. Out of the 27 groups that reported breaches 

at different vertebral levels, only four were from the new studies. 

3.5.5. Limitations on Findings 

Any breach that was reported was noted as a breach, regardless of direction or magnitude. A subgroup 

analysis on only breaches that were >4mm or >1/2 screw width to represent the most clinically relevant 

breaches was attempted, but there was a lack of moderate risk-of-bias evidence reporting these breaches. 
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As a result, the 2nd study could still only report on breaches in general, including breaches that may be 

deliberately placed laterally or small breaches that are unlikely to lead to complications. 

Perhaps the most important limitation of the meta-analysis results was the high heterogeneity between 

reported breach rates. This could be from the different breach definitions used, different training of 

surgeons at centers around the world or different methods of confirming breaches. All breaches from 

moderate quality studies used the 2mm grading system the central axis-outside-cortex definition, or a 

clinical breach system, except Wang et al., which still had comparable breach rates to the other articles 

[201]. The 2mm breach definition was the most common breach definition as systematically reviewed by 

Aoude et al. [89]. Certain articles may have focused on specific techniques such as minimally invasive 

navigation [183], focused on dysplastic or smaller pedicles [86,192], or used robotic assistance [194]. No 

method such as GRADE was used to downgrade quality of evidence due to heterogeneity. The odds ratio 

favoring image guidance may not be exact, but the trend in having decreased breach rates with image 

guidance is evident from these studies. 

3.5.6. Recommendations on Future Study Reporting 

Additional randomized controlled trials would be useful in determining the usefulness of image guidance 

for breach rates. A minimum sample size of 70 for each group would be recommended to detect 

neurologic complications, in addition to reporting screw-related complications, infection rates and 

surgical times to better delineate the potential advantages and drawbacks of image guidance. However, 

for actual assessment of complications, the SRS Morbidity and Mortality Database appears to be the best 

source, as their dataset is large enough to report complication rates accurately. It would be important to 

report if image guidance or free-hand methods were used for surgeries in this database, and 

systematically include all surgeries completed at the center in reporting. 

It is encouraging to see that defining breaches using 2mm increments and usage of CT scans to confirm 

breaches has largely become the standard for studies assessing breach rates in AIS surgery, as 

recommended in the first systematic review. 

3.6. Conclusion 

There is moderate evidence that image guidance reduces breach rates in AIS surgery from head-to-head 

studies (OR= 0.28 [0.20-0.40, I2=1%]), moderate evidence of no difference in breach rates from cohort 

studies with high heterogeneity, limited evidence of reduced thoracic breaches with image guidance (7% 

vs 15% p<0.01) and limited evidence of no difference in lumbar breaches with image guidance (4% vs 9%, 
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p=0.07). There is moderate evidence that complications are no different between the two methodologies, 

both at 0% from head-to-head studies and conflicting evidence from cohort studies that there is no change 

in complication rates with navigation (0-1.6%) compared with free-hand methods (0-1.7%). There is 

moderate evidence that image guidance increases surgical times (257 mins vs 227 mins, p<0.01). 

Further randomized controlled trials comparing complication and breach rates between image guidance 

and free-hand methods with clearly defined breach and complications definitions are recommended to 

improve the current body of evidence on this question. However, given the current benefits of image 

guidance to reduce breach rates, it would be sensible to continue development on an image guidance 

system that did not include the main drawbacks of current navigation systems, specifically ionizing 

radiation, bulk, and interruption to surgical flow.
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Chapter 4:  Evaluation of Accuracy and Precision of Motion Capture 

Cameras3 

4.1. Summary 

Surgical navigation requires translation of the real-world space into the virtual world, both for tracking 

surgical tools and for localizing patient anatomy. Motion capture camera technology is promising for 

accurately tracking position and orientation. As a result, the accuracy of the motion capture cameras is 

fundamentally the most important aspect in ensuring accuracy and precision of the overall navigation 

system. This chapter outlines the process for evaluating the motion capture camera accuracy. Section 4.2 

outlines the setup and calibration of the system for usage in the operating room. Section 4.3 presents 

results from testing cameras when recording static objects. Section 4.4 presents results from testing 

different motion camera factors including rigid body types, marker sizes, calibration wand style, number 

of cameras and position of cameras. Section 4.5 presents dynamic testing, specifically translation and 

rotation of rigid bodies. Lastly, Section 4.6 discusses the proposed system and compares it with the current 

clinical data. 

4.2. System Setup 

4.2.1. Motion Capture Camera Setup  

Motion capture technology includes four components, the capture volume, motion capture cameras, 

motion tracking markers and an acquisition system. For a spine surgical field, the capture volume is 

composed of a region that is 0.6m in width, 0.8m in length and 0.6m in height surrounding the thoracic 

vertebrae which would typically be 15cm in width and 30cm in length. Because surgeons are typically 

standing on either side of the patient, cameras need to be mounted above the patient either by the 

patient’s head or their feet. Mounting near the head was selected because of the closer proximity to the 

thoracic spine which is where the smallest pedicles tend to be and to avoid workflow obstruction by the 

patient’s feet. 

Optitrack 13W cameras (Prime 13W, NaturalPoint, United States) were selected because of their small 

size at 69x69x22mm, their wide field of view angle 82o x 70o, their high level of accuracy at within 

 

3Chan A, Aguillon J, Hill D, Lou E (2017) Precision and Accuracy of Motion Tracking System for Pedicle Screw 

Placement in Adolescent Idiopathic Scoliosis. Med Eng Phys 46:33-43 
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0.2mm[220] and their compatibility with many other programs including Python, Matlab and Unity to 

stream position and orientation data. The cameras record at 120 to 240Hz, and they emit and capture 

850nm infrared light to minimize interference from visible light. Three to four cameras would be used. 

The cameras were connected to a switch through ethernet cables which in turn were connected to a 

computer via ethernet. Data from the cameras stream into the tracking software, Motive (Tracker 

v.1.10.0, NaturalPoint, United States) which displays the position of reflected markers on-screen as shown 

in Figure 4-1. The cameras need to be calibrated so that the relative positions of the cameras can be 

identified, and a 3D virtual capture volume that covers the camera field of view can be displayed 

 

Figure 4-1: Software view of motion capture cameras tracking objects. The yellow box outlines camera 
settings. The orange box shows the 3D view including cameras (labeled 1, 2 and 3 in the upper left 
corner) and motion tracked objects (teal and purple). The green box displays reflective markers as they 
appear in the view of each camera 

4.2.2. Motion Capture Camera Calibration 

Camera calibration was completed using the Optitrack CW-250 Calibration wand as shown in Figure 4-2. 

The wand has three motion capture markers at known distances from each other (250mm total width). 

By moving the wand throughout the capture volume, the cameras can back-project their relative positions 

and create the capture volume. The wanding process would typically take less than a minute, with a 
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reprojection error (error of the 3D position of a point projected onto the 2D camera face) and 

recommended ray length (distance of markers from the cameras) displayed after wanding. The target 

reprojection error for this study was 0.15mm and the recommended maximum ray length was at least 

1.7m to ensure the spine would be within the optimal range. After calibration, the Optitrack CS-200 

calibration square was placed in the center of the volume to set the origin of the capture volume (Figure 

4-2).  

The standard Optitrack markers used for the entire thesis study were 7.9mm reflective markers mounted 

on the M3 size bases (9mm circular diameter base). Larger sized markers on the calibration wand and 

square were not tested due to their higher risk of overlap in the camera field of views. While a single 

marker is sufficient to evaluate positional accuracy of the system, mounting three or more markers on a 

single object allows creation of a rigid body to evaluate orientation accuracy. The Motive system displays 

XYZ translational coordinates and Pitch, Yaw and Roll rotational angles using the XYZ Euler rotation 

sequence, but natively uses quaternion to determine orientation of rigid bodies. 

 

Figure 4-2: Optitrack calibration equipment and reflective markers 

4.2.3. Operating Room Compatibility 

Most of the surgical navigators use the same reflective markers as the Optitrack system. However, as this 

system was not designed for the operating room, we needed to test the system compatibility with surgical 

tools in the operating room which could reflect infrared light emitted from these cameras, resulting in 

extra marker artifacts that may confuse tracking algorithms. The camera software includes three settings 

Calibration Wand (CW-250) 
 

6.5mm Markers 

 
 

7.9mm Markers 
 

Calibration Square (CS-200) 
 

Measurement Pointer 
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to adjust compatibility with different spaces: exposure, threshold and LED. The exposure determines the 

amount of light exposure to each camera during capture; higher exposure results in brighter images. The 

threshold setting changes the light intensity level that must be met before the cameras start tracking an 

object when in marker-tracking mode; a higher threshold filters out more intensities of reflections. Lastly, 

the LED setting changes the number of LEDs that are actively emitting during recording. For this thesis 

project, the exposure was set to the highest setting while threshold was adjusted until only the markers 

could be visualized consistently. LED always maximized the number of LEDs emitting light. 

The main objective of this compatibility test was to determine the effects of surgical lighting on the 

reflectivity of surgical tools and water. The motion cameras were brought to a surgical suite and a capture 

volume on the surgical table was calibrated and centered with the calibration square. A rigid body was 

created by mounting reflective markers on a periosteal elevator. Additional surgical implements (pedicle 

screws and rods) and a water bath were placed in the surgical field. Two surgical lights were placed in 

three different positions: directly above the capture volume at 1.5m height, directly above the volume at 

a 1m height, and lights angled, with one placed cranially and aimed caudally and the other placed caudally 

and aimed cranially, both at around 20o from vertical. The rigid body (Figure 4-3) was then moved 

throughout the capture volume and recorded for 1 minute. Each recording was screened for artifacts and 

disturbances in motion capture. Figure 4-3 shows the surgical bed, lights, and camera positions for the 

first configuration. Note that the configuration of the cameras had not been decided or tested at this 

point. 

   
 (a) (b) 

Figure 4-3: Surgical suite showing setup of cameras with surgical lights turned on (left), surgical tools, 
dish of water and markers mounted on periosteal elevator (right) 
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From this test no artifacts or disturbances were found.  

The final configurations in term of the number and position of cameras were determined based on 

experiments discussed in Section 4.4.3. In the interim, the setup of the cameras involved three cameras 

mounted on tripods at 0.8-1.2m above the surgical bed (Y-direction) and 1.0-1.2m cranial to the capture 

volume (Z-direction) with a 1.0m width between the outermost cameras (X-direction) as shown in Figure 

4-4. Cameras were placed at different heights and angles to cover multiple viewing angles for tracking 

objects. This setup was based on the minimum number of required cameras and dimensions of an 

operating room. 

 

Figure 4-4: Lab-based initial motion capture setup 

Z=1.0-1.2m 

Y=0.8-1.2m 

X=1.0m 
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4.3. Static Testing 

4.3.1. Static Testing Methodology 

The first experiment was to determine the stability of static recording of markers to obtain a baseline of 

camera performance. A right triangle with 90mm x 120mm x 150mm was 3D printed with a fused-

deposition modeling 3D printer (Makerbot Replicator 2X, Stratasys, Eden Prairie, Minnesota, USA) to hold 

three markers in a stationary position to generate a rigid body for static testing (Figure 4-5). The camera 

setup in Figure 4-4 was used and the 7.9mm markers were tested. 

 

Figure 4-5: 3D printed right triangle used for holding markers in place for static testing. 

Two experiments were completed to determine the precision of the markers: a set of three ten-minute 

trials and three six-hour trials. The ten-minute trials involved recording the position and orientation of the 

rigid body at 120 frames per second with samples taken at every 30 seconds for 1.5 seconds (180 frames) 

over a 10-minute period. To determine if cameras required a warm-up time, two sets of trials were 

completed: the first with cameras recording data within five minutes of being turned on from ambient 

room temperature (20oC) and the second with cameras being turned on for one hour prior to recording. 

The six-hour trial involved turning on the cameras from cold and then recording positional and rotational 

data every five minutes, acquiring data at 120 frames per second over two seconds (240 frames). Six hours 

was chosen to mimic the length of a spinal surgery. Cameras and markers were not moved between each 

of the three six-hour trials over three days. The mean difference from origin from their corresponding 
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time samples was calculated to compare the two trials. Each cold-start test was started on a different day 

with the pre-heat test completed on the same day, to allow for cameras to fully cool down. 

The Motive Tracker position and orientation data was exported for the rigid body and data was post-

processed by filling gaps with linear interpolation since the position and orientation should be unchanged 

when recording. The precision was quantified by calculating the 95% confidence interval of the standard 

deviation of position or rotation data for the sampled recording.  

4.3.2. Static Testing Findings 

Figure 4-6 presents the mean difference from origin of rotation and position values for the ten-minute 

trials and the six-hour trials. The ten-minute trials showed precisions of 0.25mm and 0.06o from cold start, 

and 0.01mm and 0.01o from one hour preheat. For the six-hour trial data, standard deviation of all six 

hours is compared to hours two to six in Figure 4-6, showing a dramatic decrease in standard deviation 

when only including hours 2-6. The Y position (vertical) was the least accurate position, while roll (rotation 

about the Z-axis pointing away from the camera faces) was the least accurate rotation. 

 

Figure 4-6: Rotational and translational deviation over 95% confidence interval for cold-start over 10 
minutes, cold-start over 6 hours, pre-heat over 10 minutes, and omitting the first hour of the cold-start 
6-hour trial as pre-heat over five hours. 

A six-hour timeline of static position and rotation from the initial position is shown in Figure 4-7. A 

decrease in position of more than 2mm was noted in the Y direction, while a decrease of more than 0.3mm 

was found in both X and Z directions. Rotational precision was more consistent over six hours, varying 
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between -0.15o to 0.05o throughout the recording time with no obvious time period at which the values 

settle to an equilibrium level. 

 

Figure 4-7: Positional and rotational value deviation from initial value over six hours, sampled every five 
minutes from cold start. 

Overall, the mean difference from the origin greatly improved with a one-hour pre-heat period. The ten-

minute tests showed a mean difference of 0.25mm and 0.05o without pre-heat and 0.01mm and 0.01o 

with pre-heat. Similarly, the six-hour tests showed improved precisions from 0.77mm and 0.04o over the 

first hour to 0.03mm and 0.02o over hours two to six, showing that the cameras are highly repeatable 

even over a long period of time, provided they have enough of a warm-up time. 

Focusing on the 2mm deviation in the Y-direction, the position consistently decreased in the same 

direction in all tests, despite no movement of cameras or markers between each test. Cameras were 

locked in place and the rigid body was taped securely to the rigid capture surface. Slight but gradual 

movement of the cameras was considered, but any downward camera motion due to gravity would have 

shifted entire frame of reference downwards, resulting in a relative upward motion of markers rather 

than down in this study. The drift settled at the same time in all directions. Therefore, all subsequent 

testing was completed with a one-hour pre-heat period. 

4.4. Auxiliary Testing 

4.4.1. Statistical Methodology for Motion Capture Evaluation 

Accuracy for the remaining motion capture tests was tested by recording the initial position of rigid 

bodies, translating them or rotating them to their final position, and then measuring their displacement 

linearly or rotationally. Translations and rotations were performed by mounting the rigid body onto digital 
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calipers (Mitutoyo, Japan) or a 3D-printed Lego rotation device shown in Figure 4-13 and then performing 

the displacement. The rigid body shown was created with a polyjet 3D printer (Objet30 Pro, Stratasys, 

United States). The displacement measured on the cameras was compared to either the linear calipers or 

3D-printed rotating device. The 3D-printed protractor would rotate following the YZX Euler convention 

and the cameras were set to the same configuration (Figure 4-10). The precision of Lego block placement 

was found to be within 0.05mm by making 10 measurements after removing and re-placing the protractor 

on the Lego pegboard which would result in a potential error of 0.1o and deemed to be adequate for this 

application. 

Accuracy was calculated as a root-mean-square (RMS) error using Equation 4-1: 

Equation 4-1: RMS Accuracy Equation 

𝑅𝑀𝑆 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  √
∑ (𝑋𝑁−𝑋𝑜)2𝑛=1

𝑁

𝑁
  

Where: 

• XN represents the position value being measured  

• Xo is the theoretical value  

• N is the number of samples taken.  

The confidence interval of the mean value of the position was calculated in Equation 4-2: 

Equation 4-2: Confidence Interval of Mean: 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙  𝑜𝑓 𝑀𝑒𝑎𝑛 𝑉𝑎𝑙𝑢𝑒 = 𝑋 ± 𝑡
𝑠

√𝑁
  

Where: 

• X is the mean value of the position  

• s is the standard deviation of the sampled position values  

• N is the number of position values  

• t value for that number of position values at a 95% confidence interval.  

4.4.2. Markers, Rigid Body and Calibration Wand Evaluation 

The various accessories that would be used for motion capture were evaluated next, studying the optimal 

marker sizes, rigid body configuration, and calibration wand size (Figure 4-8). The markers were placed on 

the triangular rigid body (markers placed 25mm apart) in Figure 4-8b, and then translated within the X-Z 

plane by 40mm, ten times each (five along the X-axis, five along the Z-axis), to test the repeatability of 

measurements. Next, 6.4mm markers were tested with the same configuration. Third, a linear rigid body 
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configuration (markers placed 24mm and 16mm apart was compared to a triangular configuration and 

translated in the same manner (Figure 4-8a).  

Lastly, the accuracy of tracking the standard rigid body after performing calibration wanding with a smaller 

96mm calibration wand (markers 56mm and 40mm apart) was compared to the standard Optitrack CW-

250 wand (markers 100mm and 150mm apart) that was used previously to determine if using a small 

calibration wand at comparable size to the rigid body would affect accuracy. The triangular rigid body with 

7.9mm markers was used as the standard rigid body in this case and translated in the same manner as 

above. 

 

Figure 4-8: Motion capture accessories: (a), linear rigid body and triangular rigid body; (b), 7.9mm vs 
6.4mm markers; (c), Standard calibration wand vs custom small calibration wand. 

Figure 4-9 compares the positional RMS accuracy and standard error of the four tests: the triangular rigid 

body with 7.9mm, triangular rigid body with 6.4mm markers, the linear rigid body with 7.9 mm markers, 

and the custom 96mm wand for calibration. TheRMS accuracy was 0.20mm for the standard triangular 

(a) 

 

 

 

(b)  (c) 
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rigid body, 0.20mm for smaller markers, 0.50mm for the linear rigid body and 0.30mm for the custom 

wand.  

 

Figure 4-9: Positional RMS accuracy (bar chart) and 95% standard error (diamond with error bars) from 
different rigid bodies and wands. The 7.9mm marker rigid body compared with 6.4mm markers, linear 
rigid body (standard markers and wand) and custom 9.6cm wand for calibration (standard triangular 
rigid body and marker size)  

The 7.9mm triangular rigid body had similar accuracy to the 6.4mm markers. This contrasts with Windolf 

et al. who found that larger reflective markers yielded improved accuracy [114]. The triangular rigid body 

had superior accuracy to the linear rigid body. The superiority of the triangular rigid body was expected 

since having markers along two dimensions of the three-marker plane would provide more spatial 

information for tracking than along a single dimension. In particular, the Z direction had a significantly 

worse accuracy, likely due to the linear rigid body being aligned to the Z direction during placement. The 

custom wand had inferior accuracy compared with the large wand which was likely because even small 

errors in tracking the small wand or placement of markers on the wand would result in errors propagating 

when calibrating camera positions. As a result, a standard wand with triangular rigid bodies and any sized 

markers would be used in future experiments. 

4.4.3. Camera Configuration Evaluation 

The number and positions of cameras was the next attribute tested. Three variables were tested: Number 

of cameras (3 or 4), height alignment (staggered or aligned), and depth alignment (staggered or aligned), 
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resulting in a total of eight combinations. Height staggering ranged from ±15cm, and depth staggering 

ranged from ±20 cm as shown in Figure 4-10.  

To assess accuracy, the three-marker rigid body (Figure 4-13Error! Reference source not found.) was u

sed. The accuracy of the caliper was within 0.01mm. The rigid body was translated ten times by 40mm for 

each of the eight camera configurations. 

 

Figure 4-10: Schematic of camera position relative to capture volume. Blue (translucent) region shows 
capture volume. For camera configuration testing, depth was varied by 20cm in either direction and 
height by 15cm in either direction while overall width was kept constant at 60cm due to surgical space 
constraints. 

Figure 4-11 compares the position RMS accuracy and standard error between the eight configurations. 

The configuration with best accuracy used three cameras with staggered height (side cameras at +15cm 

and -15cm with center camera at 0cm) and aligned depth at 100cm, with an accuracy of 0.15mm while 

the poorest used four cameras with aligned heights and staggered depth at 0.55mm.  

The configuration with best repeatability (shown in the error bars in Figure 4-11) used three cameras with 

both staggered heights (side cameras at +15cm and -15cm with center camera at 0cm) and staggered 

depths (side cameras at +20cm and -20cm and center camera at 0cm) of cameras, with repeatability at 

0.05mm. The poorest used four cameras with staggered height and aligned depth at 0.10mm. On average, 
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three cameras were superior to four cameras at 0.10mm vs 0.20mm, staggered height was similar to 

aligned height at 0.15mm vs 0.15mm and aligned depth superior to staggered depth at 0.10mm vs 

0.20mm.  

 

Figure 4-11: Positional RMS accuracy (bar chart) and 95% standard error (diamond with error bars) 
comparing eight camera configurations: three to four cameras, aligned or staggered heights, aligned 
or staggered depths, in X, Z and Y directions. 

Camera configuration also had surprising results, with three cameras superior to four cameras in both 

accuracy and standard error. While it was expected that increasing the number of overlapping fields would 

improve accuracy, it is possible that three overlapping perspectives is already adequate to maximize 

accuracy in those fields. Adding a redundant image did not contribute new information. Instead, it 

hampered the accuracy, potentially due to imprecise matching of camera properties like gain, focal length 

and spectral response. Considering previous research, Eichelberger et al. found that eight cameras were 

superior to six, but ten was no different from eight cameras [221]. Windolf et al. compared a three camera 

setups in arbitrary positions with two four camera setups, showing it to be superior to one four camera 

setup and inferior to the other, all camera setups being arbitrary[114].  This study showed that increasing 

number cameras was no guarantee of improved accuracy. 
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4.4.4. Auxiliary Evaluation Summary 

In future experiments, the rigid body would have an added marker to ensure proper orientation tracking 

by providing more than one plane to be reconstructed from the marker positions. This is in-line with 

current industry navigation systems that use four markers or more in a plane. Calibration would be 

completed using the 250-CW configuration of the calibration wand. 

For the cameras, a three-camera system staggered height and aligned depth was selected as the superior 

configuration. Typical navigation setups in the operating room involve two- or three-camera systems 

mounted on a moveable ceiling mount. As surgeons typically stand on either side of the operating table, 

cameras are usually mounted above the head of the patient to minimize occlusion of camera views. 

Although tripods were used in this study for ease of adjustment of the cameras, a rigid motion capture 

frame was fabricated for testing in the operating room. 

4.4.5. Navigation Camera Frame Setup  

The motion capture frame was designed by two teams of mechanical engineers in their Capstone Project 

to allow mounting of up to four cameras to allow for a higher number of perspectives to prevent marker 

occlusion. A full design report was submitted by both teams but only a summary of the results is presented 

here. The primary purpose of the frame was to rigidly mount four cameras above the operating space at 

a height of 1.5-2.0m and width of 0.6m to fit around a typical operating table. Cameras were mounted on 

double socket arms that could be re-oriented and re-positioned within a range of 0.2m about a center of 

rotation. For ease of mobility and setup, the frame was mounted on two separate wheeled bases that lift-

lock in place. The two halves of the frame could be fixed together to improve rigidity during usage. The 

selected wheeled bases were heavy and wide to tipping. An integrated ethernet cable management 

system and mount for the ethernet switch was included. Figure 4-12 shows the labelled components on 

the final motion capture frame design.  
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Figure 4-12: 3D rendering of motion capture frame 

4.5. Displacement Testing 

4.5.1. Displacement Testing Methodology 

The final set of testing for motion capture cameras involved recording translations and rotations of rigid 

bodies. Translation magnitude was tested by mounting the rigid body onto digital calipers (Figure 4-13a)  

and translating three times by 10mm, 20mm, 40mm, 80mm and 150mm in X, Y and Z directions 

separately. The magnitude of these movements was chosen based on the translations required to move 

across the dimensions of the T4 to T9 region of a standardized phantom spine model. To test the accuracy 

of rotation, a set of rotation variables (summarized in Table 4-1) were tested by mounting on the 

rotational device in Figure 4-13. Testing was completed over a single day. With each variable, each 

combination was tested three times. Angle values were selected to cover the range of motions of pedicle 

screw placement. 
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Figure 4-13: Motion capture measurements: a) Rigid body mounted on a digital caliper for translational 
testing, (b) Mounting of rigid body on a three-directional protractor for rotational testing. 

Table 4-1: Rotational variables tested in the motion capture system 

Variable Changed Description of Variable 

Single Direction 30o and -60o rotations about each axis individually. 

30o, 0o and 0o        0o, 30o and 0o       0o, 0o and 30o 

60o, 0o and 0o        0o, 60o and 0o       0o, 0o and 60o 

Three Directions Combinations of three rotations along three axes:  

-30o, 45o and -60o      45o, -30o and -60o     -60o, 45o and -30o 

-30o, -60o and 45o      45o, -60o and -30o     -60o, -30o and 45o 

Small Angles Combinations of three rotations along three axes: 

5o, 10o and 5o      10o, 10o and 5o 

5o, 5o and 10o      10o, 5o and 10o 

Large Angles Combinations of two rotations along three axes:  

60o, 60o and 0o        60o, 0o and 60o       0o, 60o and 60o 

65o, 65o and 0o        65o, 0o and 65o       0o, 65o and 65o 

70o, 70o and 0o        70o, 0o and 70o       0o, 70o and 70o 

75o, 75o and 0o        75o, 0o and 75o       0o, 75o and 75o 
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4.5.2. Dynamic Testing Results  

Figure 4-14 displays the RMS accuracy and 95% standard error of 10-150mm movements in each direction. 

The RMS accuracy when translating 10mm, 20mm, 40mm, 80mm and 150mm was 0.15mm, 0.15mm, 

0.25mm, 0.10mm and 0.20mm while the standard errors were 0.10mm, 0.15mm, 0.15mm, 0.15mm and 

0.15mm, respectively.  

 

Figure 4-14: Positional RMS accuracy (bar chart) and 95% confidence interval of standard error from the 
actual mean (diamond with error bars) at 10mm, 20mm, 40mm, 80mm and 150mm in X, Z and Y 
directions. . Diamond represents the standard error from the actual mean value while bar chart 
represents RMS error. 

Figure 4-15 compares the rotational RMS accuracy and standard error of the rotations from Table 4-1. The 

roll accuracy (rotation about the Z-axis) was least accurate, while yaw and pitch (rotations about the Y 

and X axis respectively) were more accurate. The accuracies were: from two rotations less than 10o at 

1.7o, three rotations less than 60o at 3.8o, two rotations between 60o and 65o at 4.9o and two rotations 

greater than 70o at 6.7o. The standard error was less than 0.05o for all rotational tests. 
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Figure 4-15: Rotational RMS accuracy (bar chart) and 95% confidence interval of standard error from 
the actual mean (diamond with error bars) comparing rotation in only X, Y and Z directions, two angle 
combinations at <10o degrees, three angle combinations at 30o, 45o and 60o,two angles combinations 
at>60o degrees and two angle combinations at >70o. Error bars are too small to be visualized on the 
figure as they were less than 0.05o. 

Translational accuracy and standard error were superior in the X direction. Translational accuracy was 

larger in the Z and standard error was poorer in the Y direction, though overall accuracy and standard 

error remained below 0.10mm for both. Accuracy travelling 40mm in the Z direction appeared to be an 

outlier since it did not follow a consistent trend with the other translation magnitudes, with errors spiking 

higher than the other results. There was no identifiable reason for this, though it did appear to be 

repeatable. 

Because the X direction is orthogonal to all three cameras it has greatest redundancy in the motion 

capture field of view. However, the Z direction is at an angle with respect to the three cameras with 

motion that is mostly parallel to the camera’s orientation which explains its larger errors. From these 

translational results, the RMS accuracy of the system was deemed as 0.25mm, equivalent to the worst 

RMS accuracy from the translational tests. The standard error of the measurements was 0.1mm which 

was comparable to the ten-minute static precision value of 0.10mm over a 95% confidence interval. 

Regarding rotation, the worst accuracy was for angles greater than 70o at 6.9o which was expected. The 

standard error was small (worst at 0.05o for angles greater than 70o) Angles greater than 70o would be too 

inaccurate for clinical use given the poorest accuracy value of 9.1o compared with the required accuracy 
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of 5.0o. The large angular errors are likely due to angles in one direction being detected in a different 

direction due to the large magnitude of the rotations. These angles would be unlikely in a clinical setting, 

as the screws would be inserted virtually parallel to the surgical table. 

4.5.3. Pegboard Pilot Test 

An additional displacement test using a LEGO pegboard to act as a frame of reference was also completed. 

Firstly, the repeatability of distances between LEGO pegs was determined by making caliper 

measurements throughout the pegboard. From 30 measurements, a 95% confidence interval of 14 

micrometers was found. Secondly, a pilot test on motion capture accuracy from different displacements 

was completed. Three distances were tested: (a) 8mm lateral and 9.6mm vertical displacement, (b) 24mm 

lateral and 19.2 vertical displacement, and (c) 120mm lateral and 115.2mm vertical displacement. The 

distances were determined according to the dimensions of the LEGO blocks themselves. Two sets of 12 

measurements were completed for each distance, the first moving laterally in the X direction and the 

second moving vertically in the Y direction. 

Results in Table 4-2 found a distance dependence to the error value, with larger displacements having 

larger errors, which aligns with the caliper findings. Further evaluation of pegboard positional accuracy 

would be done with the 3D ultrasound phantoms. 

Table 4-2: Displacement accuracy and standard deviation for pegboard 
 

8mm Lateral, 
9.6mm Vertical 

24mm Lateral, 
19.2mm Vertical 

120mm Lateral, 
115.2mm Vertical 

Accuracy (mm) 0.15 0.20 0.30 

SD (mm) 0.20 0.30 0.35 

4.6. Clinical Relevance 

4.6.1. Phantom Studies on Motion Capture Accuracy 

The aim of this study was to determine if commercial-grade motion capture systems had adequate 

accuracy for surgical application. The lower cost and greater flexibility in using multiple cameras at 

different areas in the operating room make these systems attractive to use for navigation systems, for 

this 3D ultrasound system. However, their accuracy needs to be comparable to current navigators. 

In the surgical field, measurement error of surgical optical navigators have a range from 0.2-1.9 mm, 

whether for placement of surgical instruments or measurements of landmarks [111,123,124]. The most 

precise evaluation of motion capture was completed by Koivukangas et al. on the StealthStation S7 system 

(Medtronic, Louisville, CO, USA) and was tested on an industrially verified phantom, resulting in an 
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accuracy of 0.2±0.1mm for up to 120mm translations. A head phantom was tested using the Polaris Vicra 

(NDI, Waterloo, Canada) navigation camera resulting in errors of 0.3-0.6mm for registration. Comparing 

to current results from the Optitrack 13W system, these accuracies are comparable with the reported 

studies.  

4.6.2. In-Vivo Navigation Accuracy 

Holloway et al. evaluated the O-arm for both measurement error and accuracy of lead positioning in deep 

brain stimulation procedures, finding an accuracy of 0.7mm and 2.1mm respectively. Navigation in human 

cadavers and in patients have found registration errors of 0.5-3mm [127,128]. Papadopoulos et al. reports 

the mean registration error as estimated by the computer which depends on the cameras to measure 

error instead of an external validating device. Holly et al. used a more accurate measure by calculating the 

distance between the actual probe position and the virtual probe position, measuring surgical registration 

accuracy. This study uses digital calipers or a 3D protractor to determine accuracy of position and rotation. 

Translating these engineering measures directly into screw trajectories remains a shortcoming of this 

thesis chapter.  

Further in vivo studies have compared intra-operative predicted screw trajectories with post-operative 

screw placement. Oertel et al. found that predicted screw trajectories differed from post-operative 

trajectories by 2.8o [11]. Scheufler et al. had similar findings, with trajectories differing by less than 2o in 

98% of patients [125]. Because these were in vivo studies, usage of post-operative CT to confirm screw 

position is likely the best method to validate placement, though these studies did not consider positional 

accuracies. From this study, accuracies ranged from 1.7o to 3.8o for rotations less than 60o and 4.9o for 

rotations between 60-65o. While numerical accuracies are inferior in this system, further study in 

measuring screw trajectories would be needed to ensure comparability. Also, the error in our study 

considered all three dimensions while current in vivo studies compared axial scans of screws on single 

planes, potentially underestimating the actual angular error. Still, the desired standard of 5o was achieved 

for rotations less than 65o.  

It is expected that screw trajectories will be less than 45o during screw insertion. In an adult cadaver study 

by Chung et al., the maximum required transverse and sagittal screw angles ranged from 9.4 to 29.5o and 

5.2 to 25.4o respectively [222]. Pedicle angles in a skeletal study of pediatrics patients by Zindrick et al. 

found transverse pedicle angle ranges from -4.2 to 35.3o and sagittal angles from 1.8 to 23.3o [20].  By 

calibrating the orientation of the motion capture system according to the spinal coordinate system, the 

range of angles of screw insertion can be kept similar to the transverse and sagittal pedicle angles reported 



97 

 

in the two studies above, though a wider range would be ideal to maintain robustness of the system. 

Given the maximum angles of 23.3o and 35.3o the 3.9o accuracy level achieved in rotations less than 60o 

meet the required accuracies.  

Focusing on the final application, accuracy of pedicle screw placement has typically been presented as a 

breach rate, with breaches defined as either a magnitude in millimetres, or according to the proportion 

of the screw penetrating the cortex of the pedicle [186,199]. Both medio-lateral translation and transverse 

trajectory can affect the extent of a breach. However, a recent study by Guha et al. suggested that clinical 

accuracy and engineering accuracy are often not well correlated and recommended that absolute 

navigation accuracy be reported for true evaluation and navigation system accuracy [223]. For this study, 

the engineering accuracies relative to a static flat surface, have been confirmed to be adequate for screw 

placement. However, further study into evaluating accuracies relative actual anatomy needs to be 

completed.  

4.7. Conclusion 

The Optitrack Prime 13W system was evaluated for its accuracy in usage for pedicle screw placement in 

spinal surgery. The system exceeded translational accuracy requirements at 0.25mm compared to the 

required 2mm clinical standard. However, rotational accuracy met the 5o requirement only in rotations 

less than 65o at 4.9o. A three-camera configuration with each camera aligned at the same depth while 

having varying heights to cover the camera area had the best accuracy. The system also has comparable 

accuracy to conventional CT-navigation systems, showing that mid-range motion capture has similar 

capabilities to current navigation technologies.  
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Chapter 5:  Development of 3D Ultrasound for Surface Reconstruction 

and Positioning of Vertebrae4,5 

5.1. Summary 

Ultrasound is an inexpensive, handheld, and radiation-free imaging modality that uses echoes from high 

frequency mechanical vibrations to generate images. The advent of 3D ultrasound to reconstruct human 

anatomy has allowed for more readily interpretable images, but the accuracy of these images is still in 

question due to the user-dependence of generating these images. For navigation surgery, it is critical to 

generate images with high anatomical accuracy which are localized in the correct position for navigation. 

This chapter outlines the process used in developing and testing a new 3D ultrasound system that was 

designed specifically for reconstructing and localizing spinal surfaces. Section 5.2 outlines the motion 

capture and ultrasound settings, and preliminary streaming testing of the system. Section 5.3 describes 

the software development process and the image processing that was used. Section 5.4 reports the 

calibration process for this 3D ultrasound system. Section 5.5 outlines the reconstruction accuracy of the 

system on phantoms while Section 5.6 describes the accuracy of 3D ultrasound to localize the placement 

of these phantoms throughout the space. Section 5.7 presents evaluates the position and orientation of 

vertebrae-like phantoms and probes placed through pedicle holes phantoms Section 5.8 presents a 

discussion of the strengths and weaknesses of this study, and a comparison with other current 

technologies while concluding remarks are given in Section 5.9. 

 

4Chan A, Parent E, Lou E (2018) Reconstruction and positional accuracy of 3D ultrasound on vertebral 

phantoms for adolescent idiopathic scoliosis spinal surgery. Int J Comput Assist Radiol Surg. 14(3): 427-

439 

5Ottacher D, Chan A, Parent E, Lou E (2020) Positional and Orientational Accuracy of 3D Ultrasound 

Navigation System on Spinal Phantoms for Scoliosis Surgery. IEEE: Trans Instr. Meas. – Accepted Jan 20, 

2020 
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5.2. System Setup 

5.2.1. Motion Capture Setup  

The previous chapter outlines the basic setup of the motion capture system. To re-iterate, three- Optitrack 

Prime 13W cameras (NaturalPoint, United States) were placed on tripods 0.8-1.2m above and 1.0-1.2m 

cranial to the capture volume with 1.0m width between the two outermost cameras. Cameras were set 

to capture at 240 Hz and calibration was completed with an Optitrack CW-250 Calibration wand to obtain 

over 10000 data points over 1 minute until an estimated error of less than 0.15mm was achieved. The 

capture volume origin was set by placing the Optitrack CS-200 Calibration Square on a pegboard in the 

center of the volume. 

5.2.2. Ultrasound Settings 

The ultrasound scanner used in this study was an Ultrasonix SonixTablet (BK Ultrasound, Peabody, MA, 

United States) which includes a 128 elements transducer and 40 MHz sampling rate. Initially, two 

transducers were tested, first an L14-5/38 linear array with 38mm width and the second a C5-2/60 curved 

array with 60mm width. Tests with the curved array transducer showed a significant amount of artifact 

when imaging phantoms due to reverberations from the surrounding container walls. While the linear 

array was narrower than a typical vertebra would be, it was selected for its higher frequencies offering 

higher resolution and better reflections on the bone. Figure 5-1 shows the software user interface for the 

Ultrasonix system, including the three sets of potential settings. 

The relevant settings that were changed included: Focus #, Focus, Focus Span, Sector, Persist, FrRate, 

Freq, Depth and Map. The ‘Focus #’ changes the number of ultrasound focal points in the image, ‘Focus’ 

changes the position of the focal point and ‘Focus Span’ changes the distance between each focal point if 

multiple are present. The ‘Sector’ determines the size of the lateral window of the transducer. The ‘Persist’ 

setting determines the number of frames that will be smoothed with the current frame during display. 

The ‘FrRate’ changes the image acquisition frame rate while ‘Freq’ changes the transducer frequency 

between 5 MHz, 6.67MHz and 13.3 MHz. The ‘Depth’ determines the maximum imaging depth of the 

transducer, while ‘Map’ determines the contrast profile for imaging out of 17 presets. 

For proper sizing of the window, a 100% ‘Focus Span’ was selected, using the full-width of the transducer, 

while ‘Depth’ was set to 3.0cm to minimize reverberation artifacts while ensuring adequate imaging 

depth. Two focal points were included with a window of 1.5cm centered at a depth of 1.5cm. Because the 

ultrasound is used to image the bony surface, there were no attenuation concerns for transducer 
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frequency, allowing the frequency to be set at the highest level (13.3MHz) resulting in high resolution 

images. Lastly, the frame rate was set to medium at 31Hz, to ensure minimal lag when streaming to the 

computer. ‘Persist’ was turned down to zero to reduce smoothing between frames and ‘Map’ was 

changed to #17 to maximize contrast between bone and the water medium.  

 

Figure 5-1: User interface display for Ultrasonix SonixTablet System 

Other settings that were not changed included Clarity (which increases the sharpness of images but did 

not have an effect on surface reflections), Time-Gain Compensation (which is not relevant in water due to 

its low attenuation), SOS or Speed of Sound (which was accounted for in Matlab software), Steer (which 

would change the beam direction from straight-downwards to angled), Chroma (which changes the color 



101 

 

of the grayscale image) and Reject, Gain and Dyn (which would change image contrast but would be 

adjusted in Matlab software) 

In order to generate 3D ultrasound images, motion capture markers were mounted onto the ultrasound 

transducer to provide position and orientation information for 3D reconstructions. A custom 3D printed 

marker holder was designed using Solidworks (Dassault Systemes, Velizy-Villacoublay, France) and 

produced from an Objet30 Pro (Stratasys, Eden Prairie, MN, United States) polyjet 3D printer with 0.1mm 

accuracy (Figure 5-2).  The holder was rigidly attached to the ultrasound transducer and allowed for 

different reflective marker configurations by using attachments that are compatible with LEGO (The Lego 

Group, Billund, Denmark). The usage of LEGO components allowed for fast and secure re-configuration of 

reflective markers. Five markers were mounted onto the ultrasound transducer in an asymmetric pattern 

to create a unique rigid body configuration. The marker holder was designed to keep the position of the 

center marker consistent for calibration purposes, while allowing the other markers to be reconfigured. 

The center marker was placed at the following coordinates: X=0mm relative to the medio-lateral line of 

symmetry of the transducer, Y=107mm directly above the transducer surface and Z=38mm in front of the 

center of the transducer surface. The marker holder has two halves that are held in place using sliding 

locking keys on either side. Double-sided sponge tape was placed on the marker holder-transducer 

interface for a tight friction fit which could result in a small amount of deformation during scans but 

prevent slippage of the housing relative to the transducer. The probe itself was not modified. 

 
Figure 5-2: Ultrasound marker holder mounted onto linear transducer 

             Y 

X    
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5.2.3. Preliminary Streaming Testing 

The Motive software and the Ultrasonix software both come with software development kits that allow 

streaming of data to Matlab. Motive streams the frame number, XYZ position data and quaternion 

orientation data, while Ultrasonix streams 480x640 resolution images and frame data to Matlab but is 

only compatible with the 32-bit version of Matlab due to legacy issues with the software development kit. 

Although it would have been possible to develop using other coding languages including Python, it was 

decided that due to its ability to work quickly with matrices and personal familiarity with the language, it 

would be better to continue with Matlab. 

Both the ultrasound and motion capture cameras streamed data to a computer through a 1000 Mbps 

ethernet connection to minimize lag. The cameras and ultrasound unit were connected to a Cisco SG300-

28 Switch which was then connected to a laptop. Data streaming was activated in Motive software. The 

Ultrasonix software required the Microsoft Windows firewall to be deactivated, media sharing to be 

allowed, and software data streaming settings to be activated to stream to the laptop. A static IP address 

was setup to ensure compatibility with the switch and multiple computers. An ultrasound frequency of 

31Hz was found to be the highest output frequency without lag, while the motion capture cameras could 

output at their maximum 240 Hz without issues. 

The capture volume was setup so that the positive X-direction ran across the field of view of the cameras 

(left side being positive when facing the cameras), the positive Y-direction was vertically upwards, and the 

positive Z-direction was away from the camera faces. 

5.3. Software Development for 3D Ultrasound Reconstruction 

5.3.1. 3D Ultrasound Reconstruction Schematic 

The basic process from data streaming to 3D ultrasound reconstruction is shown in Figure 5-3. The 

ultrasound and motion camera data streamed through Matlab into a combined graphical user interface 

(GUI) which allowed the user to record the ultrasound image sequence into a 3D image volume or Portable 

Network Graphics (PNG) image stack, and the motion capture data and ultrasound frame data into a data 

table. The GUI allowed users to connect to the ultrasound and motion capture systems, start and stop 

recording, and rename saved files. The data was then imported into an image processing program that 

performed image processing to enhance the vertebral surface image and then paired each ultrasound 

image with the associated motion capture data and to realign the frame into the motion capture 

coordinate system.  
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Figure 5-3: Schema of the 3D ultrasound reconstruction process. PNG: Portable Network Graphics, CSV: 
Comma-Separated File 

5.3.2. Data Acquisition Graphical User Interface 

A data streaming graphical user interface (GUI) was created in Matlab to connect to both the motion 

capture cameras and the ultrasound machine. Figure 5-4 shows the developed GUI. After connecting to 

the ultrasound and motion capture cameras, the image streamed to the main display alongside the 

motion capture frame number, ultrasound frame number, the rotation of the ultrasound transducer in 

XYZ Euler angles (converted from quaternion in Matlab), and the XYZ Cartesian position of the ultrasound 

transducer relative to the capture volume coordinate system. Also included in the GUI was the ability to 

name the file that will contain the combined output datasets. 



104 

 

 

Figure 5-4: Screenshot of ultrasound and motion capture streaming user interface: Screenshot of 
ultrasound and motion capture streaming user interface 

The streaming software would collect frames for reconstruction only after hitting the record button. The 

program immediately would record the motion capture and ultrasound data upon hitting ‘Record Data’, 

allowing for 40 seconds of data to be collected at 30 frames per second. Upon clicking ‘Stop Recording’, 

the software collected the data into two arrays: a three-dimensional volume containing all the raw 2D 

images from the ultrasound scan, and a list containing all the motion capture data and ultrasound frame 

data in chronological order. Because the ultrasound was captured at around 31Hz while motion capture 

was at 240Hz, there was one ultrasound frame number per eight motion capture frames in this list. Image 

processing and reconstruction were completed using subsequent programs. 

5.3.3. Image Filtering Evaluation 

Matlab was used to import the raw image and motion capture files and apply image processing. The full 

resolution images were cropped and resized to 190x150 pixels, equivalent to a 0.2mm resolution per pixel, 

to increase processing speeds. For evaluation purposes, a GUI was first developed to process the images 

to allow a variety of filters to be applied and to provide immediate feedback on the image being processed 
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to aid in the selection of filtering types and levels. Four pre-processing filters were tested: median filtering, 

averaging filtering, top-hat filtering, contrast filtering and binarization filtering. A description of how these 

filters work is in Chapter 2: . A sample of the GUI used is shown in Figure 5-5. 

 

Figure 5-5: Screenshot of image processing graphical user interface showing the original image (top) 
and filtered image (bottom). The ‘Background’ Filter is the Top-Hat filter, the “Surface Verticut” filter 
removes regions below the top 5 pixels of the surface, the other filters correspond to the other previously 
described filters. 

When testing the filters, the goal was to ensure that the vertebral surface could be reconstructed into a 

continuous surface and converted into a binary image for registration. Because ultrasound depends on 

reflected signals, the angle of incidence and depth can dramatically affect images. Vertebral regions that 
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are outside the focal point, or at angles that are not orthogonal to the transducer have weaker reflections, 

despite having the same high acoustic impedance difference as orthogonal surfaces at the ultrasound 

focal point. Furthermore, ultrasound signals are inherently noisy with a large amount of salt and pepper 

noise from particles that may be in the medium, or the uneven phantom surfaces. As a result, even when 

applying blurring filters to the images, edge detection filters would often result in a large amount of edges 

being detected throughout the images that were not from the vertebra. 

The ultrasound images also had significant amounts of artifact, due to the transducer being designed for 

use in soft tissues where there would be a natural amount of attenuation, rather than in water where 

there is virtually no attenuation. Reverberations from the container itself were common, resulting in large 

regions of low-to-moderate intensity reflections to appear where there should have been no reflections. 

Reverberation artifacts (where ultrasound signals reflect back and forth between surfaces and the 

transducer) were also present due to the low attenuation of the water medium. These artifacts needed 

to be filtered out. 

To speed up processing time in the pixel-by-pixel reconstruction, image processing was applied prior to 

reconstruction to minimize the number of pixels that would be reconstructed. Blurring filters were applied 

first to remove salt-and-pepper noise and these dim regions would be removed afterwards using contrast 

filters to reduce the pixel counts.  

Initial evaluation of filters involved imaging a variety of plastic phantoms that were designed using 

Solidworks and 3D printed using an Objet30 Pro polyjet printer, mentioned previously. Figure 5-6 shows 

a sample of the phantoms that were used for initial filter evaluation. Two wide angle prisms were printed 

to represent the angles coming from the transverse processes (top row). Two narrow phantoms, one with 

a point and one with a squared slope, represent the spinous process (middle row). Lastly, two phantoms 

with paired structures were included to represent the tips of the transverse process: one with paired 

conical ends and paired triangular prism ends; one with paired pointed ends laterally and paired pointed 

ends medially (bottom row). Initial evaluations involved capturing the raw images and then applying filters 

to determine if a continuous surface could be consistently reconstructed. 
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Figure 5-6: Sample of the phantoms used for filter evaluation. Each square has 1-inch dimensions, with 
dots denoting quarter inches. 

From these experiments, median (size of 2x2 pixels) and averaging (size of 3x3 pixels) were applied to 

remove salt-and-pepper noise while a top-hat filter using a disc diameter of 10 pixel was applied to 

remove background artifacts from reverberations. Contrast filters were set to remove the bottom 25% of 

pixel intensities to maximize phantom surface reflections. Lastly, because ultrasound is linearly emitted 

and then reflected, any artifacts that appeared deep to the surface of the phantom were removed using 

a custom filter (Surface Verticut Filter on Figure 5-5) that detected the first bright set of pixels in each 

pixel column of the image. A sample of the resulting filtered surface is shown in Figure 5-5. 

5.3.4. Ultrasound Volume Reconstruction 

The filtered images were then inputted into a program that combined the motion capture data with their 

corresponding ultrasound 2D images (Figure 5-3). The center of rotation of the ultrasound transducer was 

set to the top, left-most pixel of the image, with all pixel coordinates being measured relative to this point. 

The positive X direction would move across the transducer in the lateral direction towards the right, while 

the positive Y direction was down along the depth of the image.  
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The coordinates of each pixel in each image were extracted and transformed according to the position 

and orientation obtained from motion capture cameras. The 3D volume was then generated by converting 

every coordinate into an active voxel in the 3D volume according to the nearest-neighbor pixel method. 

The position of the reconstructed volume relative to the motion capture volume coordinate system was 

recorded so that every pixel would be localized according to the motion capture 3D volume coordinate 

system. Source code can be found in Appendix 4: Ultrasound Reconstruction Code. 

No averaging interpolation was used due to the binary nature of the imported images. However, to fill 

gaps in between frames, the thickness of each 2D frame was tripled during reconstruction. The 0.6mm 

thickness of the resulting frames were well within the 6mm elevation aperture of the elements on the 

transducer and would not add artifactual thickness to the image erroneously. Voxels with overlapping 

pixels were simply considered active pixels. To further minimize the gaps that formed between frames 

and to smooth out the vertebral surface into a continuous structure, the volume was sliced on the Y-Z 

plane (sagittal plane) and an averaging filter with a pixel size of 2x2 was used to fill the gaps, followed by 

binarization of the image.  

Lastly, a connectivity filter was applied, which detected which voxels were connected and removed all but 

the largest 20 groups of connected pixels. If the vertebra would contain the largest connected set of 

voxels, any remaining artifacts at the edges of the volume would be removed. 

While the reconstruction process was simple, the calibration of the transducer would be important to 

retain dimensional and positional accuracy of the vertebrae. First, the time difference between the motion 

capture data stream and the ultrasound image stream needed to be calibrated. Second, the transform 

from the center reflective marker mounted on the ultrasound, to the transducer surface needed to be 

accurately measured and calibrated. Lastly, the filters needed to be adjusted to balance having accurate 

dimensions being reconstructed with ensuring a continuous surface was recorded for reconstruction. 

5.4. Calibration of 3D Ultrasound  

5.4.1. Temporal Calibration 

Initial calibration of the 3D ultrasound system involved mounting the transducer to T-slotted aluminum 

OpenBeam framing, an open-source extruded aluminum framing system. The framing system restricted 

the motion of the transducer to three degrees of translation (along each axis) and one degree of rotation 

(rotating about the X-axis). An image of the OpenBeam mount is shown in Figure 5-7. The transducer 
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holder included screw holes that allowed it to be rigidly attached to the frame while Teflon tape was 

added to sliding surfaces to allow smooth motion. 

 

Figure 5-7: Ultrasound transducer mounted to OpenBeam translating frame 

Temporal calibration involved ensuring the captured ultrasound frames match with their corresponding 

motion capture frame. With poor synchronization, the ultrasound frame pixels would be placed in the 

incorrect position and orientation, resulting in a faulty 3D reconstruction.  

Temporal calibration was performed by moving the transducer away and towards the floor of the water 

bath (Figure 5-7) in the Y direction at 3-5mm/s using the OpenBeam frame. A slow and controlled speed 

was used to minimize inaccuracies due to latency. The distance between the transducer surface and the 

floor was extracted for each frame and then plotted against time. The motion capture Y position was then 

also plotted against time and the root mean squared error was calculated between the motion capture Y-

position and the ultrasound transducer-to-floor distance. The time shift with the smallest RMS error was 
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determined as the optimal frame shift that would account for time delays between the two systems. 

Temporal calibration was repeated ten times. Both the ultrasound and motion capture frame shifts were 

tested. 

The temporal calibration results are shown in Figure 5-8. The root mean square error was minimized when 

shifting ultrasound images two frames or 67ms earlier to match with motion capture data, showing an 

RMS error of 0.7±0.1mm compared with 0.9±0.3mm when no frame shift is added.  

 

Figure 5-8: Temporal calibration shifting ultrasound frames 

Shifting the motion capture frames is shown in Figure 5-9. Shifting resulted in no appreciable difference, 

with shifting one frame up resulting in the same error as no shift, with values all within 0.03mm which is 

below the resolution of the motion capture system. 

 

Figure 5-9: Temporal calibration shifting motion capture frames 
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Because the motion capture frame rate is eight times higher than the ultrasound capture frame rate, it 

was sensible that shifting ultrasound frames has a larger effect on accuracy. The high frame rate at 240 

fps makes shifts in motion capture position unappreciable when less than 3 frames whereas ultrasound 

frames at 30fps are more significant. However, the motion capture data was found to be quite noisy. The 

two frames before and after the ultrasound frame were averaged together to be paired with the 

ultrasound frame.  

Other temporal calibration methods include synchronization hardware modules to send ultrasound 

information to tracking device upon image acquisition to measure an offset [224]. This study followed a 

similar methodology as Treece et al. by imaging a flat phantom and moving the transducer vertically and 

then matching the distance measurements between the tracker and ultrasound [225]. This method 

provided an empirical offset between tracker and ultrasound which is adequate for this current system 

However, with different ethernet setups and speeds, the ultrasound frame lag could differ slightly, though 

repeating the calibration process on two different computers found no difference. Still, usage of a 

synchronization module could improve transferability of calibration results and provide greater 

reassurance on temporal calibration adequacy. 

5.4.2. Spatial Calibration 

Spatial calibration is required to determine the rigid transformation between the motion capture markers 

and the location of the transducer surface. Depending on where the centroid of the rigid body is placed, 

the position and rotations of each pixel in the ultrasound frame could be positioned incorrectly, 

particularly in rotating about the wrong axis. Prior to calculating the spatial transformation, the 

orientation of the transducer needed to be set. The ultrasound marker holder was designed to include a 

mounting bracket to allow it to be rigidly placed on a calibration mount aligned to the motion capture 

coordinate system. The mounting square is shown in Figure 5-10. 

The transformation was first measured directly using digital calipers. The spatial transformation between 

the rigid body pivot to the far-left corner of the transducer surface (transducer origin) was [19.5, -107.0, 

38.0] mm for the [X,Y,Z] directions. To refine the accuracy of this measured transformation, a spatial 

calibration experiment was performed. A crosshair phantom (Figure 5-10) was placed at the origin of the 

capture volume and imaged. The position of the center of the crosshair from the resulting image was 

compared with the motion-capture based center. The difference between these two values were used to 

adjust the transformation matrix until the difference was less than 0.25mm in each dimension, typically 

requiring 3-4 calibration scans. The final calibrated transformation was compared to the transformation 
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as measured by calipers. The precision of calibration was then evaluated by scanning the cross-hairs 

phantom an additional five times with the given spatial transformation. The standard deviation of the 

position of the ultrasound transducer when rigidly placed at the capture volume origin was also recorded. 

    
 (a) (b) 

Figure 5-10: Calibration Setup, (a) Mounting bracket to set ultrasound orientation. (b) Crosshairs 
phantom for calibration 

Table 5-1 presents manual calibration results. The mean transformation matrix from five separate 

calibrations is displayed as well as the standard deviation of the transformation matrix. The standard 

deviation of the position of the ultrasound transducer surface when placed at the capture volume origin 

is also displayed. 

Table 5-1: Transformation matrix mean and standard deviation and ultrasound transducer surface 
position standard deviation 

Direction Mean Transformation 
Matrix 

Transformation 
Matrix SD 

Ultrasound Origin 
Position SD 

X 19.5mm 0.1mm 0.2mm 

Y -107.0mm 0.0mm 0.2mm 

Z 38.1mm 0.7mm 0.1mm 

The average RMS accuracy and precision of the position from five scans after selecting the transformation 

matrix are shown in Figure 5-11. The root mean squared errors in [X,Y,Z] directions were [0.1, 0.1, 0.2] 

mm with standard deviations of [0.1, 0.1, 0.1] mm. 
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Figure 5-11: Spatial calibration, RMS errors of X (width), Y(depth) and Z (length) position of origin (bar 
graph), and precision of measurements (diamond with standard error bars) 

The precision and RMS accuracy of rotation from five scans of the phantom after selecting the 

transformation matrix are shown in Figure 5-12. The root mean squared errors about [X,Y,Z] axes were 

[0.3, 0.5, 0.5]o with standard deviations of [0.2, 0.3, 0.1]o. 

 

Figure 5-12: Spatial calibration, RMS rotation errors about each axis of rotation at the origin (bar graph), 
and precision of measurements (diamond with standard error bars) 

The manual measurement only differed from the calibrated value by 0.1mm. The standard deviation of 

the transformation matrix was significantly higher in the Z direction at 0.7mm compared to X at 0.1mm 

and the Y remained unchanged. When accounting for deviations from the zero position during initial rigid 

body placement, the standard deviation improved to 0.1mm in the Z (length) direction. Because all the 

cameras face the Z direction, there may be reduced repeatability for position measurements in that 

direction. The elevation thickness of the ultrasound would also contribute to this increased error, as the 

resolution in the elevation direction would be up to 4mm, making measurements in the Z-direction less 
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precise than other dimensions. Still, the accuracy and repeatability values remain within the technical 

1mm standard [73]. 

Spatial calibration in other studies has been automated by imaging predetermined points within a volume, 

cross-wires, wall phantoms and Z-fiducials [109,141,142]. Each of these use a different physical structure, 

whether wires strung within the volume, walls that act as a flat surface, or linear structures in the shape 

of a Z respectively, that can be imaged to determine the spatial calibration of the transducer. This study 

used a process like wall calibration as a simple and easily automated method. It could be useful to calibrate 

the current system with other commonly used calibration methods to verify repeatability of results across 

different calibration methods. 

5.4.3. Filter Calibration 

After calibration was completed, the filters used for ultrasound scans were calibrated on the phantoms 

shown in Figure 5-6, to ensure dimensional accuracy of scanned objects. The user-dependent nature of 

the ultrasound scans made filter calibration particularly challenging, as different scans with the same filter 

settings would often have slightly different reconstruction accuracy results. Rather than performing 

quantitative measurements of dimensions resulting from scans of different filters, a qualitative approach 

was undertaken to determine which set of filters would most consistently provide reconstructions with 

similar results. The effects of each filter in general terms is described in Chapter 2: , but the effects on the 

vertebral images themselves will be outlined below. 

Top-hat filtering, which is effective at removing patterned background noise, was able to remove 

reverberation artifacts while retaining most of the vertebral surface outline. However, when scanning at 

wider angles, the decreased sharpness of the surface resulted in a reduced intensity in these regions as 

well, resulting in an inconsistent vertebral surface being reconstructed. This filter was not used in the final 

system because of these inconsistent results. 

Both averaging and median filtering were able to remove most of the salt-and-pepper noise in both the 

background and on the vertebral surface. However, median filtering depended on the size of the element 

used to perform filtering, with larger elements dramatically increasing the processing time. Averaging 

filtering had similar results to the median filter but was faster and was favored in this system. The final 

averaging filter used a 3x3 pixel size to balance noise reduction effects with image clarity. 

Contrast was the most important filter in this system. By applying averaging filtering and then a contrast 

filter, background artifacts and salt-and-pepper noise were consistently removed. The final minimum 
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threshold was set at 50% of maximum intensity while the maximum intensity was set at 80% with all 

values below 50% being set to zero intensity, all values between 50-80% being scaled to 0-100%, had all 

values above 80% being set to maximum intensity. Increasing the minimum threshold would result in 

removal of more pixels, while decreasing the maximum threshold would result in more pixels being 

assigned the maximum intensity value. 

Lastly, a custom surface filter that found the first bright pixel in each column and kept the next five bright 

pixels was applied. This was applied to reduce the number of extraneous pixels being applied for 

reconstruction. A sample of the combined effects of the averaging, contrast and surface filter is in Figure 

5-13. The averaging filter helps to remove some of the artifact and clarify the surface, while contrast filters 

out extraneous pixels. The surface filter removes pixels that are below the surface. In soft tissue, there 

would be significantly decreased artifacts due to the higher attenuation of signal in soft tissues. 

 
 (a)  (b) 

Figure 5-13: Sample of averaging, contrast and surface filter applied to a scan of a phantom vertebra 
along the X-Y (transverse) plane. From (a) original image to (b) filtered image. 

As mentioned previously, a second set of filters was applied after re-orienting the volume along the Y-Z 

(sagittal) plane to smooth the surface. A 2x2 sized averaging filter was applied, followed by a quantization 

filter removing the pixels with intensities in the lowest 20%. A sample of the combined filters is shown in 

Figure 5-14. While the original image contains thin slices of the vertebra, the averaging filter (3x3 pixel 

size) blends the surface together as the quantization filter converts the greyscale picture to a binary image. 
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 (a)  (b) 

Figure 5-14: Sample of averaging and quantization filter applied to a US scan of a phantom vertebra 
along the Y-Z (sagittal) plane. From (a) original image to (b) filtered image. 

These filters were adopted for the rest of the reconstruction and positional accuracy experiments 

performed in this chapter. The exact values of the filters would be changeable for different tissues and 

anatomies if needed in a real situation. 

5.5. Reconstruction of Vertebral Phantoms 

5.5.1. Phantom Modeling and Experimental Design 

The first set of phantom experiments involved evaluating reconstruction accuracy. Seven plastic 3D-

printed phantoms were mounted onto a LEGO peg board and immersed in a 500x500x70mm3 water bath 

(Figure 5-15A) and scanned using the 3D ultrasound system. Again, the X-axis was defined as the direction 

across the camera faces, the Y-axis was vertically upwards, and the Z-axis was away from the cameras. 

Five of the scanned phantoms were newly designed, two for measuring linear dimensions (Figure 5-15B,II) 

and two for measuring angular dimensions (Figure 5-15B,III). For the linear dimension phantoms, one had 

successively larger circles while the other had successively larger squares. For both, the diameter of each 

successive ring was 10mm larger than the next, with each ring being 2.5mm in width with 2.5mm gaps 

between each ring. The height of the rings was 2mm. For the angular dimension, two were used to 

measure angles in the XY (transverse) or ZY (sagittal) plane and one for angles in the XZ (coronal) plane 

(horizontal measurements). The first vertical angular phantom had a minimum angle of 7.5o and maximum 

angle of 22.5o with 2.5o angle increments while the second had a minimum angle of 5o and maximum 
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angle of 35o with 5o increments in between. For the horizontal phantom, the minimum angle was 5o and 

maximum at 95o with increments of 5o in between each. The wide-angle concave and convex phantoms 

from before were also scanned. The phantoms were designed with a 90o angle in the center of the tall 

side of the phantom, and a 120o angle in the center of the short side of the phantoms. 

Phantoms were scanned three times in the same inferior-to-superior direction and measured three times 

on each dimension. The flat phantoms (Figure 5-15ii) were used to only measure linear dimensions while 

the angular phantoms (Figure 5-15Biii) were used only for angular dimensions. The vertebrae-mimicking 

phantoms had both angular and linear dimension measurements. The reconstructed image stack was 

imported into ImageJ (NIH, Bethesda, Maryland, USA) and then exported as an STL file that could be 

measured in Netfabb (Autodesk, San Rafael, California, USA) for three dimensional measurements. 

 

Figure 5-15: Ultrasound scan setup, (A) Motion capture cameras with capture space, (B) a 3D printed 
vertebra (top) and 3D printed phantoms for ultrasound imaging (I) calibration phantom, (II) linear 
dimension phantom, (III) angular dimension phantom, (IV) vertebrae mimicking phantom, (C) LEGO 
pegboard in ultrasound water bath. 
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5.5.2. Linear and Angular Reconstruction Results 

The accuracy of linear reconstructions on flat phantoms is displayed in Figure 5-16. The accuracies for [X, 

Y, Z] directions were [0.6, 0.1, 0.6]mm with repeatabilities of [0.1, 0.2, 0.1]mm for 5-25mm linear 

measurements. There was no trend between measurement error and size of dimensions. 

  

Figure 5-16: Linear reconstruction RMS error (bar graph) and precision (diamond with standard error 
bars) on flat square and flat circle phantoms 

The accuracy of angular reconstructions on angular phantoms is displayed in Figure 5-17. The accuracies 

about the [X, Y, Z] axes were [0.8, 0.7, 0.7]o with repeatabilities of [0.3, 0.2, 0.3]o for measurements from 

2.5-35o. There was no trend between measurement error and size of dimensions. 

 

Figure 5-17: Angular reconstruction RMS error (bar graph) and precision (diamond with standard error 
bars) on angled phantoms 

Figure 5-18 displays a sample of the linear and angular 3D ultrasound reconstructions. 
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Figure 5-18: Sample 3D ultrasound reconstructions of linear (a) and angular (b) phantoms 

5.5.3. Vertebrae-Like Reconstruction Results 

The reconstruction accuracy of vertebrae-mimicking phantoms is displayed in Figure 5-19. The linear 

accuracies across the width, length and depth dimensions of the vertebrae-like phantoms were [0.3, 0.5, 

0.4] mm in the [X,Y,Z] directions with repeatabilities of [0.4, 0.5, 0.4]mm. The angular accuracies on 

surfaces at a convex angle towards or concave angle away from the transducer was 1.2o and 1.9o 

respectively with standard deviations of 1.2o and 1.8o. 

 

Figure 5-19: Reconstruction accuracies on concave and convex vertebrae-mimicking phantoms along 
width, length and depth directions and angles on concave and convex surfaces. 

5.5.4. Reconstruction Accuracy Experiment Discussion 

The linear reconstruction accuracies on the flat phantoms were [0.6, 0.1, 0.5] mm compared to the 

vertebrae-like phantom at [0.4, 0.5, 0.4]mm in the X, Y and Z directions, respectively. The ultrasound 

transducer itself has a theoretical axial (Y) resolution of 0.3mm and lateral (X) resolution of 0.3mm, 
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comparing favorably with the accuracies in this study. The elevation (Z) aperture of the transducers is 

4mm which is difficult to compare with actual resolution.  

The slightly better accuracies in the X and Z dimensions (along transverse and axial directions) on 

vertebrae-like phantoms are likely due to the broader contours and larger dimensions being measured. 

The flat phantoms were designed to be a series of nested shapes. Because of the small 2.5mm gap 

between each nested shape, there was increased reflection intensity in the gap between the shapes, 

resulting in thicker than expected measurements for dimensions. The worsening of accuracies in the Y 

direction is likely due to the increased variation in depths and inclusion of oblique dimensions on the 

vertebrae-like phantoms. 

Repeatability worsened slightly from flat phantoms compared with vertebrae-like phantoms, at [0.1, 0.2, 

0.1] vs [0.4 ,0.5, 0.4]mm in the X (transverse), Y(depth) and Z(axial) directions respectively. The slightly 

worsened repeatability can again be explained by the oblique and curved surfaces on the vertebrae-like 

phantoms that result in a greater variation in reflected ultrasound signal. 

Angular accuracies were 0.7-0.8o on the angled phantoms, and 1.2-1.9 o on vertebrae-like phantoms. 

Repeatability was 0.3o on angled phantoms compared with 1.2-1.8o on vertebrae-like phantoms. 

Accuracies and repeatabilities worsened in both cases when measuring vertebrae-like phantoms. Again, 

the irregular contours on the vertebrae-like phantoms slightly worsen the angular measurements. The 

reference plane was also not always clear on the vertebrae-like phantoms. Still, the accuracies are well 

within the required 5o set as the standard for pedicle screw insertion [73]. 

Because the 3D ultrasound system will be used to determine the location of screw placements and 

trajectories, linear and angular measurements were used to evaluate the accuracy of the system, rather 

than target registration error or feature-based accuracy measurement metrics. A potential shortcoming 

to dimensional measurements is that the edges of these dimensions have a gradual contour, usually 

resulting in an over-estimation of how large scanned objects were. As a result of this over-estimation in 

size, it would not be ideal to use surface edges as a landmark for the purpose of image registration. 

Instead, landmarks within the structure of the vertebra, whether it is the spinous process or peaks on the 

transverse process, would be more useful. Another limitation of this study is that all sweeps were done 

along the Z-axis (axial direction), which could change accuracy if performed in another direction.  

The challenge in generating reconstructions was balancing dimensional accuracy with acquiring fully 

connected reconstructed images. Because ultrasound image contrast varies significantly depending on 
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the incident angle of ultrasound, filters needed to be selected to provide robust image reconstructions in 

a variety of conditions. However, for the final navigation system, it will not be reconstruction accuracy 

that will determine navigational accuracy, but the relative locations of landmarks. A vertebra 

reconstruction that is slightly wider or narrower than the original can still provide accurate localization if 

it is placed in the correct position. The next set of experiments sought to determine this accuracy. 

5.6. Localization of Phantom Position and Orientation 

5.6.1. Localization Accuracy Experimental Design 

The second set of tests involved determining the accuracy of the localization ability of the 3D ultrasound 

system. The calibration crosshair phantom (Figure 5-15Bi) was used for position accuracy testing. The 

phantom was placed at the capture volume origin and then moved to 28 different pre-determined 

positions covering a 300x100x30mm3 volume (Figure 5-20), similar to the volume of 6-8 vertebrae in an 

open posterior spinal surgery. Positions were selected to cover the full range of a typical thoracic spine, 

with different heights distributed evenly amongst the grid positions. The position of the phantom was 

physically measured on the pegboard grid based on its known dimensions and then compared with the 

position as recorded by the system.  

The orientation of the phantom at each position was also measured. The rotation about the X and Z axes 

(pitch and roll) were measured in ImageJ (National Institutes of Health, Bethesda, MD, USA) by drawing a 

line along the top surface of the crosshairs in sagittal and transverse views respectively in the 3D 

reconstruction and measuring the angle between the line and a horizontal line. The rotation about the Y 

axis (yaw) was measured by drawing a line along the crosshairs in the coronal view and measuring the 

angle between the line and a vertical line. 

Three scans were completed per position. Root mean squared error and standard error to a 95% 

confidence interval were calculated on the positional and orientation differences. 
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Figure 5-20: Positional pegboard setup including the 28 placement locations. Dots denote where the 
phantom was placed directly on the pegboard. Phantom was placed on raised blocks at heights of 8mm, 
16mm and 24mm 

5.6.2. Localization Positional Accuracy Result 

The mean and range of accuracy and repeatability of phantom position in X, Y and Z directions are shown 

in Table 5-2. Accuracy was the RMS error of the measurements, while repeatability was the 95% 

confidence interval standard error of the three measurements. 

Table 5-2: Positional RMS accuracy and repeatability in X, Y and Z directions 

Direction Mean±SD 
Accuracy 

Accuracy 
Range 

Mean±SD 
Repeatability 

Repeatability 
Range 

X 0.4±0.2mm 0.1-0.8mm 0.1±0.1mm 0.00-0.3mm 

Y 0.4±0.4mm 0.0-1.4mm 0.1±0.1mm 0.00-0.4mm 

Z 0.3±0.2mm 0.0-0.7mm 0.1±0.0mm 0.00-0.2mm 

A histogram of positional RMS errors is shown in Figure 5-21, with 73 (87%) within 0.6mm.  
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Figure 5-21: Histogram of the frequency distribution of positional RMS error values in each dimension 
throughout the volume 

A chart displaying the average positional error at each position is shown in Figure 5-22. All measurements 

that were greater than 0.8mm of error (6% of measurements) were clustered at the edge nearest to the 

cameras. 

 

Figure 5-22: Positional error values at the 28 positions in mm. Position on the Z-axis is represented by 
each column while position on X-axis is represented by each row. Position on Y-axis is represented by 
the grayscale shade of the cell. Cells with the dotted pattern denote no measurements taken at that 
location. Up-arrows represent errors <0.5mm, no arrow represents errors <1.0mm and down-arrows 
represent errors >1.0mm 

The positional accuracy of each direction varied depending on the capture location. Moving along the Z-

direction, errors along the Z-axis were higher when far from the cameras while errors along X and Y axes 

were higher when on the proximal side of the origin vs the distal side [0.5,0.7,0.1] vs [0.3,0.2,0.4] mm. 

Errors worsened from [0.3,0.2,0.2] to [0.4,0.5,0.3] mm when moving from the origin to the lateral edges 

of the capture volume. Errors also worsened slightly when moving in the Y-direction up from the baseplate 

[0.4,0.4,0.2] to an elevated position at [0.5,0.5,0.3]. 
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While the trend of higher accuracy at the origin is expected, the accuracies limit the range in which this 

system could be used. The range of usage within the spinal cavity would likely be 100x30x150mm, 

considering the width of the spinal incision, the variation in depth of the vertebrae and usage in the 

highest risk pedicles from T4 to T9. Within this range, the mean position accuracy would be [0.3, 0.2, 0.3] 

mm in each direction with worst accuracies of [0.6, 0.4, 0.4] mm. However, if the full range of capture 

from this study was used (160x30x300mm) some areas at the edges of the capture volume could reach 

accuracies of up to 0.9mm. 

The average repeatability of measurements was within 0.1mm in each direction while the worst 

repeatabilities were within 0.4mm. This high level of repeatability was expected, given that the motion 

capture cameras were originally determined to have an average repeatability of within 0.2mm. The worse 

repeatabilities compared with motion capture were expected, since small angular changes in scanning 

direction could result in ultrasound reflection intensities changing significantly, resulting in variation in 

thresholding of the phantom edges. 

5.6.3. Localization Orientation Accuracy Result 

The mean and range accuracy and repeatability of phantom orientation about the X, Y and Z axes is shown 

in Table 5-3.  

Table 5-3: Orientation RMS accuracy and repeatability in X, Y and Z directions 

Direction Mean±SD 

Accuracy 

Accuracy 

Range 

Mean±SD 

Repeatability 

Repeatability 

Range 

X (pitch) 0.1±0.2o 0.1-0.5o 0.2±0.1o 0.0-0.5o 

Y (yaw) 0.5±0.3o 0.2-1.1o 0.4±0.3o 0.1-0.7o 

Z (roll) 0.5±0.3o 0.1-1.2o 0.2±0.3o 0.1-0.7o 

A histogram of orientation RMS error values in all directions is shown in Figure 5-23. All 84 measurements 

were within 1.3o error, well within the required 5o accuracy. A chart displaying the average orientation 

error at each position is shown in Figure 5-24. The magnitude of orientation error was not associated with 

position within the testing volume.  
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Figure 5-23: Histogram of the frequency distribution of orientation RMS error values in each dimension 
throughout the volume 

 

Figure 5-24: Orientation error values at the 28 positions, in degrees. Position on the Z-axis is represented 
by each column. Position on X-axis is represented by each row. Position on Y-axis is represented by the 
grayscale shade of the cell. Cells with the dotted pattern denote no measurements taken at that 
location. Up-arrows represent errors <1.0o, no arrow represents errors >1.0o. No values were greater 
than 5.0o requiring down arrows. 

The mean orientation accuracy about each axis was within 0.6o. The orientation was again most accurate 

near the origin of the capture volume. The RMS error changed by less than the mean repeatability of 0.35o 

in all directions. No clear trend could be found in orientation accuracy throughout the capture volume. 

The average repeatability of orientation measurements in each direction was within 0.35o with the 

maximum error being less than 0.75o, meeting the requirements [73]. 

5.6.4. Localization Sources of Error 

Sources of error in position and orientation can be traced to three major sources: ultrasound-space setup, 

camera position and orientation, and rigid body orientation. First, the setup itself involved mounting the 
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pegboard onto a flat surface. There may be slight variation in thickness in the mounting adhesive 

throughout the capture volume, or the water tub floor may not be perfectly flat. However, when the 

water bath was rotated to different orientations, the same errors were found in captured position. 

Accuracy varying according to position has been documented previously, though typically accuracy 

improves in the regions proximal to the cameras [39, 40]. Both lens distortion and thermal drift are 

potential causes for these inaccuracies, though the cameras were pre-heated for one hour already. 

The Y direction was most strongly affected by outliers with a mean of 0.4mm vs median of 0.3mm. When 

removing outlier values that were clustered proximally to the cameras in the Z-direction, the mean and 

median were reduced to 0.2mm and 0.2mm, respectively. Surprisingly, the X position had the poorest 

accuracy, despite that direction being across the field-of-view of the cameras. Some of this reduction in 

accuracy could be from marker overlap on the rigid body. However, all accuracies were still well within 

the required accuracy of 1mm for usage in spine surgery. Usage of active markers could reduce marker 

overlap issues since the LEDs are smaller and can strobe at different frequencies.  

Rigid body orientation is an important potential source of error when evaluating orientation. The 

orientation of the ultrasound transducer relative to the capture volume was initialized by mounting the 

transducer onto the calibration square. Variations in this mounting process would result in inaccuracies 

in the orientation. Still, most accuracies were less than 1o, which would be acceptable in this application. 

5.7. Vertebral Position and Orientation Experiments 

5.7.1. Capture Volume, Phantom Vertebra and Probe Design 

So far, the experiments only tested the reconstruction accuracy on regular objects, as well as the 

positional accuracy of a single crosshairs phantom placed throughout the capture volume in the same 

orientation. The next set of experiments focused on localizing a vertebra-like phantom that was placed 

throughout the capture volume in different orientations. The accuracy of a motion capture probe being 

inserted into the vertebra was also evaluated to represent the accuracy of surgical tools being used in the 

operating room. 

The same experimental setup with three motion capture cameras, ultrasound scanner and peg board 

water bath were used. A 12.4cm x 30.4cm area on the LEGO baseplate was considered the test area as 

shown in Figure 5-25. A smaller area as well was defined as the critical region that would require the 

highest level of accuracy in surgery as a 12.4cm x 20.8cm area. Two heights were tested: one on the 

baseplate surface and the second raised using a 9.6cm LEGO block. 
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Figure 5-25: Test area on LEGO pegboard. Black rectangle includes full test region while purple region is 
the critical region. Yellow bricks indicate raised heights 

Four new 3D printed phantoms were used (Figure 5-26a). Three vertebrae (i-iii) had pairs of pre-printed 

holes: (i) two vertical holes (neutral vertebra), (ii) left hole pitched 15° caudally and right hole pitched -

30o cranially (pitch vertebra) and (iii) left hole rolled 30° medially and right hole rolled -15o medially (roll 

vertebra). Pitch was defined as rotations about the x-axis (transverse direction), yaw about the y-axis 

(posterior-anterior direction) and roll about the z-axis (axial direction). The dimensions and features of 
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the phantoms themselves were based on a T6 vertebra, and included the spinous process, two transverse 

processes, the lamina and the superior articular processes. A fourth vertebra (Fig. 2iv) was printed with 

four small divots in the place of holes to evaluate the accuracy of a Micron Series Digitizing Probe (Figure 

5-27ii), (Optitrack, Corvallis, OR, USA) as a comparative reference. 

   
 (a) (b) 

Figure 5-26: Phantoms and tilters, (a) 3D-printed phantom vertebrae used in experimentation, i) 
Neutral, ii) Pitch, iii) Roll, and iv) Divots. (b) Custom printed tilters for pitch or roll (i), yaw (ii) and 
calibration square (iii). 

To evaluate the effect of changing vertebral orientation, four tilters were 3D printed: two for providing 

rotations in pitch or roll at 15 and 30o (Figure 5-26b,i), and two for yaw rotations to 30o (ii), all of which 

were also 3D printed. 

Two localization accuracies were tested in this experiment. First, the 3D ultrasound reconstruction 

localization was tested by measuring the hole positions reconstructed in ImageJ (National Institutes of 

Health, Bethesda, MD, USA). The reconstructed volumes are positioned relative to the motion capture 

system’s coordinate system. The position was compared with the theoretical position calculated by their 

pegboard position and the tilter orientation magnitude and direction.  

Second, the accuracy of placement of surgical tools into these holes was evaluated using a custom 3D-

printed device (Figure 5-27a). The device was screwed into the holes and the motion capture recorded 

position and orientation of the device were recorded. These were compared with the theoretical position 

and orientation which were calculated by the pegboard position, tilter orientation and hole orientation. 

The holes were threaded with a ¼”-20 thread to ensure that it could remain stationary while inserted for 

measurement of orientations. The probe was kept small to reduce errors in transforming the center of 

rotation from the markers to the tip of the probe. This device was used in the three vertebrae with large 
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holes. The 3D printed probe was compared to an industrially manufactured Micron Series Digitizing Probe 

(Figure 5-27b) which could only measure position, not orientation. The fourth vertebra with the divots 

was used to measure accuracy of this device.  

  

Figure 5-27: Motion capture devices used, i) 3D-printed pointer device with threaded tip and ii) Micron 
Series Digitizing Probe. 

5.7.2. Experimental Design 

Two sets of experiments were completed to assess accuracy of motion capture and 3DUS systems. First, 

individual variables were tested including vertebra position, orientation, and which of the three types of 

vertebrae were used: 

• Position Test: The neutral vertebra was placed at 22 measurement locations throughout the 3x7 

grid including two heights at the origin. Figure 5-25 show the heights at each location.  



130 

 

• Orientation Test: The neutral phantom was mounted on tilters in seven orientations: neutral, 

pitched ±15°, rolled ±15°, and yawed ±30°. This test was only performed for the 3D-printed device 

and 3DUS as the Probe did not measure orientations. 

• Vertebra Test: The three vertebrae with the uniquely oriented holes for the 3D-printed device and 

the 3DUS were tested at the neutral position. The Probe did not measure orientations and was 

not evaluated in this portion. 

Three measurements were taken of each hole for each phantom. 

Secondly, an experiment was conducted which involved combining the above variables for the 3D-printed 

device, Probe and 3DUS. Each location in the 3x7 grid was assigned a height, orientation, and vertebra 

which randomized each variable while retaining a balanced distribution of each variable throughout the 

capture volume. A full factorial experiment was not completed because of the large number of scans that 

would be required (three vertebrae, 42 positions, six orientations repeated 3 times resulting in 2268 

scans). For the 3D-printed device and the 3DUS, combinations of these allowed for orientations of holes 

with up to two rotations with maximum 45° for rotational measurements. The Probe used the unique 

vertebra at all locations.  

The capture volume origin was assigned the neutral vertebra and tested at both heights to ensure the 

system was calibrated. There were 22 unique combinations of position, orientation and vertebra, with 

three measurements taken of both holes, for a total of 132 measurements. The experiment was 

conducted three times for the 3D-printed device and 3DUS for a total of 396 measurements and 

conducted once for the Probe for comparison. 

5.7.3. Individual Experiment Results 

Figure 5-28 shows a sample rendering of the 3D ultrasound reconstruction. The 3D ultrasound 

reconstruction accuracy was 0.6±0.5 mm for the full range and 0.5±0.4 mm for critical region for the 

position test, 0.4±0.1 mm in the neutral orientation and 0.5±0.2 mm, 0.5±0.2 mm, and 0.5±0.3 mm for 

rotations of pitch, roll and yaw respectively, and of 0.3±0.1 mm, 0.7±0.3 mm, and 0.4±0.1 mm for the 

neutral, pitch, and roll vertebrae respectively, shown in Figure 5-29. 
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Figure 5-28: A 3D rendering using ImageJ of a sample reconstruction of a phantom vertebra that was 
analyzed in ImageJ. 

 

Figure 5-29: 3D Ultrasound individual experiments results. Full and critical indicate the full range and 
the critical region respectively. Diamond represents mean, bar chart represents RMS error, and whiskers 
represent 95% confidence interval of standard error. 

The accuracy and precision of the 3D-printed device are shown in Figure 5-30. The position test found 

accuracy of 0.6±1.0 mm for the full range and 0.4±0.3 mm for critical region. The orientation test showed 

accuracy of 0.4±0.0 mm for the neutral orientation of the vertebra and 0.3±0.2 mm, 0.6±0.2, and 0.5±0.1 

mm for rotations of the vertebra in pitch, roll and yaw respectively. The vertebra test found accuracies of 

0.5±0.2 mm, 0.8±0.7mm, and 1.2±0.6 mm for the neutral, pitch and roll vertebrae respectively. Rotational 

accuracy throughout the individual experiments was 0.3±0.7°.  
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Figure 5-30: 3D-printed device individual experiments results. Full and critical indicate the full range and 
the critical region respectively. Diamond represents mean, bar chart RMS error, and whiskers represent 
95% confidence interval of standard error. 

For the Probe device, only the position was measured, with accuracies of 0.6±0.4 mm for the full range 

and 0.5±0.4 mm for the critical region (Figure 5-31) 

 

Figure 5-31: Probe position test results. Diamond represents mean, bar chart represents RMS error, and 
whiskers represent 95% confidence interval of standard error. 

Position seemed to play a substantial role in the measurement accuracy of the devices, with higher 

accuracies in the central regions and lower accuracies at the edges. For orientation, the application of the 

tilter mounts resulted in lower accuracy by several tenths of a millimeter compared to the neutral. Part 

of this error was likely from tolerances between meshing 3D-printed parts with Lego components. 

Additionally, applying the tilters changed the angle at which the 3D-printed device and 3D ultrasound 
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were performing measurements, resulting in these orientation errors to be propagated in both positional 

and rotational inaccuracies. The vertebrae test also revealed systematic errors for the 3D-printed device 

and 3D reconstructions. For the 3D-printed device, both the pitch and roll phantoms produced repeatable 

results that were outside of the target positional accuracy. Manufacturing issues would likely play a role 

in these errors, as the phantom vertebrae were manually threaded into the relatively soft plastic material. 

Also, because the holes were tilted, the shape of the holes and positions of the threads themselves could 

slightly alter the 3D ultrasound images. It was also difficult to thread these vertebrae at the exact designed 

angle. While the increased complexity and potential sources of error did show a worsening trend for 

accuracy, the accuracies were still within the clinically accepted limits of 2mm, even for the most extreme 

cases. The full experiment would clarify the effects of combining all these variables. 

5.7.4. Full Experiment Results 

The full experiment combined all three variables, with Table 5-4 showing the accuracy values found in this 

experiment and Figure 5-32 showing the results from the 3D ultrasound reconstruction, the 3D-printed 

pointer device and the professional probe device in one graph.  

Table 5-4: Full experiment positional and rotational accuracy 

Device Full Test Area (mm) Critical Region (mm) Rotational Accuracy (°) 

3D-printed Device 1.1±1.1 1.0±1.0 0.0±1.7° 

Probe  0.7±0.4 0.8±0.3 N/A 

3D Ultrasound 0.8±0.6 0.7±0.5 N/A 

 

 
Figure 5-32: Full experiment test results for all three devices. Full and critical indicate the full range and 
the critical region respectively. Diamond represents mean, bar chart represents RMS error, and whiskers 
represent 95% confidence interval of standard error. 
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The full experiments showed that accuracies were improved in the critical region compared with the full 

capture volume for both the pointers and for the 3D ultrasound, even when combining different 

combinations of rotations and vertebra types. The probe out-performed the 3D-printed device, having 

higher accuracies for both full and critical regions, likely due to its higher quality fabrication. Most 

importantly, the accuracy of the 3D ultrasound and probe were within the clinically accepted limit of 2mm, 

both being within 1.2mm errors, but not within the technical target of 1mm. 

5.8. Discussion on 3D Ultrasound Results 

5.8.1. Technical Comments 

Three major experiments were conducted in this thesis project during the development of the 3D 

ultrasound system: Calibration of the 3D ultrasound timing, evaluation of the reconstruction and 

positional accuracy on generic phantoms, and evaluation of the positional accuracy on vertebrae-like 

phantoms throughout the capture volume in different orientations. Because high accuracies are required 

for this project, the main challenge in all three experiments was ensuring the experimental designs had 

high precision to allow for accuracy to be evaluated. Sources of error included the 3D-printed polyjet 

fabricated components, the water tank construction, the motion capture camera hardware, and the 

ultrasound images. 

The primary source of error throughout these experiments was likely the fabrication of the 3D-printed 

components. Lego components are typically constructed from Acrylonitrile butadiene styrene which has 

a high Shore Hardness (100 on Scale D) and are dimensionally stable when exposed to water. Their high 

accuracies have already been mentioned previously. However, the Veroclear material is somewhat softer 

(Shore Hardness D of 83-86) and dimensions can change by 1% in water, resulting in components slowly 

fitting more poorly as experiments moved forward, resulting in less accurate results. Particularly when 

inserting probes into the phantoms, there would be increased wear with screwing the probe into the hole, 

resulting in greater inaccuracies. Using another 3D printer could potentially have better dimensional 

stability but would have had poorer accuracy in the prints themselves. Future studies on determining 

localization accuracy (or surgical registration accuracy) would not use threaded holes to reduce potential 

for wear. There would also be an attempt to reduce the dependence of measurements on physical 

alignment of the phantoms so that poorly fitting phantoms would not affect results. Probe placement at 

pitch and roll angles had a particularly large effect on positional accuracy and would require further 

investigation. 
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Evaluation of the motion capture cameras was already performed in Chapter 4: . However, that evaluation 

focused on displacement accuracy of the system, rather than the positional accuracy. The motion capture 

system was able to measure distances between points accurately and reliably (within 0.25mm), but 

questions remained as to whether it could measure exact locations accurately, particularly at the edges 

of the capture volume. This result seems to imply that regions that are far from the capture volume origin 

may have distortions in the measurements being made. There could be systematic errors in the base plate. 

However, the repeatability of the LEGO pegboard was extremely high when measured with calipers and 

rotating the baseplate did not seem to change the trends in errors, suggesting that it was a camera issue, 

not the water tank issue. It may be that higher quality (and thus higher cost) cameras would have reduced 

distortion. Still, the accuracies were within the clinically accepted accuracies surgical usage, although they 

failed the 1mm goals of the study.  

The ultrasound images themselves would likely contribute some degree of error as well. However, given 

the high resolution of the images, and their usage in measuring submillimeter masses in clinical 

applications, it would be unlikely that the images themselves are contributing a large portion of the errors 

found in this study. 

5.8.2. Clinical Relevance 

Several studies have previously investigated the use of 3DUS for a variety of purposes with tracked, 

freehand probes [226–230]. These systems were generally used for in vivo measurements and 

visualization of sub-surface landmarks, including determining the location of needle tips and 

reconstructing spinal vertebrae. Concerns for these types of systems are needle tip visibility [227,231] as 

well as the retention of true form of reconstructed structures [232,233]. Given that the application of the 

system in this study is with a water/saline bath, reconstruction quality was not an issue when compared 

with soft tissue reconstructions. These studies found reconstruction accuracies within 1mm and angular 

accuracies within 5° between two needle tips.  

As mentioned in Section 2.3.6, Poulsen et al. studied volumetric accuracy on a 2cm agar rod within an 

agar and graphite medium, erring by 181mm3, a 5.65mm linear accuracy [147]. The poorer accuracy is 

likely due to the phantom being deformable when scanned and the usage of an optical surface scanner 

for motion tracking. Loannou et al. studied surface area measurements of fetal fontanelle phantoms with 

surface areas ranging from 95mm2 to 654mm2[146]. The median percent error ranged from 0.6-12.1%, or 

2-3.4mm. The larger errors could be explained by the fontanelles being scanned at greater depth than our 

study.  
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Studies in ultrasound registration techniques have also been used to determine accuracy of ultrasound 

reconstructions. A study by Zenbutsu et al. used 3D ultrasound in water-based laparoscopic surgery, 

projecting blood vessel images onto 2D laparoscopic images, finding vessel depth error at 1.88mm [234]. 

Penney et al. registered ultrasound to CT scanned femurs, finding mean RMS errors of less than 2.3mm 

on most registrations [235]. Yan et al. developed a spinal ultrasound-CT registration method achieving 

median registration errors of 0.66mm on phantoms and 1.65mm on a porcine model, showing that while 

submillimeter accuracies are possible, soft tissues may complicate the usage of 3D ultrasound for spine 

surgery [17]. Koo et al. studied ultrasound to MRI registration of human lumbar dry bone specimens and 

porcine specimens, finding accuracies of 1.22mm on the human bone and 2.57mm on porcine cadavers. 

In all these cases, soft tissues were included in the registration process which would worsen errors. As 

soft tissues will likely lie around and on top of parts of the bony structures, the edges and the depth of 

the bony surface may be altered, though the surface will remain visible. Further study of the effects of 

soft tissue on image registration accuracy from these reconstructed vertebrae would be investigated 

[236]. 

5.9. Conclusion 

The 3D ultrasound system was evaluated for its accuracy in usage for pedicle screw placement in spinal 

surgery. The full 3D ultrasound experiment showed accuracies of 0.8±0.6mm for 3D ultrasound, 

0.7±0.4mm for a high-quality motion capture probe, and 0.0±1.7° for rotational accuracy from a custom-

made probe. The system has comparable accuracies to current 3D ultrasound systems for reconstruction 

accuracy and has similar accuracies to registration technologies for spine surgery. The application of this 

system as a localization tool for image-guidance surgery appears feasible. Next steps would focus on 

accurate image registration of CT vertebrae to the 3D ultrasound surface scan. 
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Chapter 6:  Image Registration of Intraoperative Ultrasound to Pre-

operative 3D Imaging 

6.1. Summary 

Image registration is the alignment of the coordinate systems of two different images into the same 

coordinate system. In the medical field, it usually involves the registration of images from two different 

modalities. In this case, the need to localize anatomy using the ultrasound surface while visualizing the 

internal anatomy of the bone requires registration of either a CT or MRI of the vertebra to the ultrasound 

surface image. This chapter describes the development process in adapting image registration techniques 

to this unique application. Section 6.2 describes the software development process in using registration 

techniques. Section 6.3 presents the development of a pre-registration process by aligning the volumes 

in a roughly correct position. Section 6.4 describes two registration sequences that were tested: an 

iterative transformation-based sequence, and an iterative-closest-point sequence. Section 6.5 presents 

the results from a phantom experiment involving registering vertebrae and localizing them in the capture 

volume space. Section 6.6 includes preliminary experiments on a porcine spine on the feasibility of 

registration of real bone that includes soft tissue. Lastly, Section 6.7 is a discussion on the strengths and 

limitations of the system and a comparison of other systems. 

6.2. Initial Registration Testing 

6.2.1. Phantom Volume Generation 

The vertebrae-like phantoms from Figure 5-26 were used for preliminary evaluation. The models needed 

to be converted into a 3D binary volume. Phantom models are typically in stereolithography (STL) format 

which converts solid objects into thousands of triangular faces. The vertices of every triangle and the 

direction of the resulting faces of every triangle are described in the STL file. Using the face information 

as a shell, the model was converted into a 3D volume of the vertebra using a custom Matlab converter. 

This volume would be used for image registration in the next set of experiments. 

For all registrations, the 3D ultrasound was considered the stationary volume while the CT was the moving 

volume. Because the 3D ultrasound is localized by the motion capture cameras, its coordinates needed to 

be kept absolute, while the CT scan coordinates are arbitrary, making it more logical to transform and 

move the CT coordinates to register onto the 3DUS image. 
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6.2.2. Pre-built Software Algorithms 

Two pre-built image registration programs were tested on the dataset: image registration in the open-

source and free 3DSlicer (Version 4.3.1, Boston, Massachusetts, USA) medical image visualization 

software, and the native registration program in Matlab (Mathworks, Natick, Massachusetts, USA) [237].  

The 3DSlicer software has a variety of different types of registration methods available. First, the 

interactive landmark-based registration was tested. An ultrasound scan was performed on the 3D-printed 

vertebra, and the surface scan was uploaded into slicer. The center of the upper-most tip of the spinous 

process and the center of the upper-most tips of the transverse processes were selected on both images 

and then registered to each other. This preliminary test showed that the scaling between the two images 

was correct and that the surfaces could be registered using these clear landmarks (Figure 6-1). However, 

because the goal of this system is to have an automated registration system, a manually-selected 

landmark-based system would not be appropriate. 

     

Figure 6-1: Sample manual landmark registration showing grayscale model (thin outline) registered to 
grayscale ultrasound surface (thick line) on transverse, sagittal and coronal views respectively. Red dots 
denote transverse process landmark locations (spinous process landmark is out of frame). 

The fast-rigid registration on 3DSlicer was tested next, which is an intensity-based registration that 

registers the volume by evaluating voxel signal intensity. A rigid (6 degree-of-freedom) transformation 

was applied to the test volumes. To increase the chances of successful registration in this initial test, the 

orientation of the ultrasound was pre-aligned to the CT scan. The position was left unchanged. 

Registration took over 45 minutes and was not successful after testing three different ultrasound scans. 

This was fully understandable because the dataset is binary and sparse (most of the volume has empty 

pixels), while the registration algorithm would usually be used on volumes in which every voxel included 

image data. Given the need for automation and high speed, 3DSlicer was not further tested for image 

registration.  
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The native image registration program in Matlab was tested next, with a rigid transformation being 

performed on the test volumes. A mean squares optimization metric was used for the transformations 

and the orientations were pre-aligned. Again, registration was not successful after requiring 30 minutes 

of processing time and testing on three different ultrasound volumes. Again, this failure was expected, 

since this algorithm is used to register full volumes, rather than sparse surface data. It was decided that it 

would be best to develop a custom algorithm to speed up registrations, improve the success rate and gain 

an understanding of how to register these volumes. 

6.2.3. Registration Process 

Intensity-based registration is an iterative process. The volumes are overlapped, and an optimization 

metric is used to compare the overlap. The most basic metric is the mean-squared error, calculated 

between pixel intensities between the two volumes using Equation 6-1: Mean-squared Error for Image 

Registration: 

Equation 6-1: Mean-squared Error for Image Registration: 

𝑀𝑆𝐸 =
1

𝑛
∑(𝑌𝑖,1 − 𝑌𝑖,2)

2
𝑛

𝑖=1

 

Where: 

• n is the total number of voxels in each volume 

• Yi,1 is the pixel value in the first volume (CT) 

• Yi,2 is the pixel value in the second volume (3DUS) 

The mean-squared error would therefore be minimized if all the bright CT pixels were aligned with all the 

bright 3DUS pixels, indicating a good registration. The process is repeated by transforming one of the 

volumes (the moving volume), then re-overlapping the volumes and calculating the error. The 

transformations are iterated multiple times, and the transformation with the lowest mean-squared error 

would be selected as the best registration. Iterations are repeated until a change in error threshold is met 

or are repeated through a specific range at a certain increment that is deemed adequate for the 

application. The latter approach was selected to reduce the chance of local minima being reached rather 

than global minima. 

Volumes were represented as two data types: a full reconstructed binary volume that contained the 

surface or model; and a list of coordinates or point cloud of every white pixel in the binary volumes. The 

binary volumes are used for calculating the mean-squared errors between the two volumes and for user 
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display. The point cloud is used for the transformations, with every coordinate being transformed 

individually. Transforming individual pixels was found to be much faster than attempting to transform the 

entire volume. The point cloud would also be used for the iterative closest point surface registrations.  

To increase speed of registrations, volumes were either scaled down (For pre-registration and the 6-

degree-of-freedom registrations that will be described later) or re-sampled in the case of the iterative 

closest point registrations. 

 
Figure 6-2: Conventions relative to vertebrae showing X (lateral or transverse), Y (postero-anterior) and 
Z (cranio-caudal or axial) directions 

The conventions for rotations and translations for image registration involve the X axis pointing across the 

camera faces, the Y axis pointing vertically upwards and the Z axis pointing away from the camera faces. 

The alignment of these conventions relative to a typical vertebra placed in the surgical capture volume 

are shown in Figure 6-2. Rotationally, pitch is a rotation about the X-axis, yaw is a rotation about the Y-

axis and roll is a rotation about the Z-axis. 

6.2.4. Registration Evaluation Metrics 

As stated before, an intensity-based registration would be pursued rather than landmark based, due to 

the ability to automate this registration approach. However, many evaluation metrics exist for optimizing 

registrations, including mean-squared error, mutual information and structural similarity index as outlined 

in Section 2.3.9. 

To test the speed of the evaluation metrics, a program that determines the most symmetric orientation 

of the phantom was developed. The phantom vertebrae shown in Figure 5-26 were used as the phantom 

X 
Y 

Z 
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to be registered. The neutral phantom which was already symmetric and was set as the fixed volume. 

Then, a set of 121 volumes was generated by rotating the vertebra about its line of symmetry in 1o 

increments from -60o to 60o. Because the vertebra is symmetric, the evaluation metric should show that 

overlap is the highest when not rotating the vertebra while any rotation would have less overlap. 

In this preliminary test, mean-squared error, structural similarity index and mutual information were 

tested. Mean-squared error was ten times faster than structural similarity index and mutual information 

(2.2s vs 25.7s vs 28.9s respectively), all returning the same alignments of the phantom after overlapping 

the resulting images together. Because the mean-squared error was the fastest and yielded good results, 

it was selected as the evaluation metric going forward. 

6.3. Pre-Registration Development 

6.3.1. Pre-Registration Concepts 

Medical images typically have a certain orientation convention to allow for some pre-alignment of the 

images to reduce the range of orientations and positions that need to be assessed. However, for the 3DUS 

images compared with a pre-operative CT or MRI, the vertebrae may be in vastly different orientations 

and positions. The 3D ultrasound coordinate system is aligned with the motion capture system, while the 

CT coordinate system is aligned with the bore of the CT scanner itself. Also, because the patient is 

positioned differently and a surgical procedure is being conducted on the patient’s spine, the vertebrae 

could be in very different orientations and positions when images are obtained. The first step of this 

registration process involved pre-registering the images by roughly aligning their orientations and their 

positions, using some of the inherent geometric features of the vertebrae to speed up the process. The 

code for this section can be found in Appendix 5: Image Pre-Registration Code 

The typical orientation of both the CT and 3DUS surface scans involve the posterior surface of the spine 

facing up vertically, and the spinous process pointed away from the cameras since the cameras are 

cephalad to the spine. This restricts the orientation to a single quadrant in a 3D coordinate system. Two 

sets of iterative pre-registrations were completed to align the orientation of the two volumes (Figure 6-3). 

First, the symmetric nature of vertebrae was used to orient the yaw and roll of both the CT and the 3DUS 

surface images along the sagittal plane of symmetry. Second, the slope of the spinous processes and the 

laminae of the symmetric CT and 3DUS was aligned to calculate the transform that would orient the pitch.  

Using the yaw and roll symmetry and the pitch slopes of the vertebrae, the CT could be pre-aligned to the 

3DUS image. The CT was first transformed to its symmetric position, then to the 3DUS-slope-aligned 
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position. The inverse transform of the 3DUS was then applied to transform the CT to align with the original 

3DUS surface. 

 
Figure 6-3: Flowchart of required rotations to pre-orient CT with 3DUS scan in three steps 

The positional alignment was achieved by aligning the centroids of the two bodies. The centroid of the 

bodies was calculated using the point cloud data, using the Equation 6-2: 

Equation 6-2: Centroid of CT or 3DUS Bodies 

𝑥𝑐 =
𝑥1 + 𝑥2 + ⋯ + 𝑥𝑘

𝑘
 

Where: 

• xc is the centroid in the x-direction 

• x1-k
 are the x-coordinates of each point in the volume 

• k is the total number of points 
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The posterior surface of the CT vertebra was extracted and then the centroid for all three coordinates (x, 

y and z) from both images was calculated (Figure 6-4). The CT was then translated by the difference 

between the centroid positions of the 3DUS and the CT. 

 
Figure 6-4: Sample of CT and 3DUS centroid translational alignment (CT in green and 3DUS in pink) 

The resulting transformed CT volume would be then used for full registration. The details of testing the 

symmetry, slope, and centroid iterative pre-registrations are presented in the next section. 

6.3.2. Pre-Registration Robustness Testing 

Throughout the process of pre-registration, the robustness and speed of the iterations needed to be 

evaluated to ensure a reliable process that would still be fast enough to be used in the surgical suite. The 

symmetry and slope algorithms needed to function reliably for a wide range of orientations for the CT and 

3DUS images.  

To evaluate this process, a more realistic phantom needed to be used. A plastic phantom spine was CT-

scanned and segmented using 3DSlicer to extract the vertebrae of the phantom. Figure 6-5 shows the 

phantom as a 3D model and the extracted T6 vertebra. This phantom was 3D-printed and then ultrasound 

scanned throughout the registration testing phase. 
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 (a)  (b) 

Figure 6-5: Phantom spinal model (a), Segmented T6 vertebra in different views (b) including transverse 
view (top), sagittal view (middle) and coronal view (bottom) shown as a sample. 

6.3.3. CT Symmetry Pre-Registration 

Both the CT and the 3DUS vertebrae are symmetric about the sagittal plane, meaning that only the roll 

and the yaw of the vertebrae would affect the symmetry of the vertebra in the volume’s coordinate 

system. The remaining factors that would need to be determined include: (1) the optimal scaling factor 

for images when performing registrations, (2) the sequence and combination of yaw and roll rotations 

being applied to the images, and (3) the range and increment between rotations that would be applied to 
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the images. The goal was to minimize processing time (scaling images more, having fewer combinations 

and smaller ranges with wider increments), while ensuring adequate accuracy.  

The T3 to T8 vertebrae were extracted from the spine and used for this set of experiments since they 

represent the most likely vertebrae that would require guidance in screw placement [73]. Each vertebra 

was aligned to its symmetric position and then rotated in 14 different orientations as shown in Table 6-1.  

Table 6-1: List of orientations in degrees (pitch, yaw, roll) 

Small Rotations Large Rotations 

(0,0,-26) (0,8,-13) (0,-14,42) (0,-49,0) 

(0,33,0) (0,-21,15) (0,-38,-18) (0,0,47) 

(0,-14,7)  (0,-23,-35) (0,48,54) 

(0,-15,27)  (0,36,24) (0,-41,-43) 

A two-step scaling system was applied, iterating a wide range of rotations on images with a larger scaling 

factor, then using the output rotation from that step to iterate a smaller range of rotations with a smaller 

scaling factor. This method would reduce the risk of the algorithm finding a local minimum by ensuring 

the full range of orientations were assessed.  

The first evaluation test on the symmetry algorithm involved putting the vertebral volume through the 

symmetry algorithm at different scaling values shown in Table 6-2. The vertebrae were rotated through a 

range of ±90o (to cover 180o of vertebral rotation) and 10o increments for the first step of iterations. The 

vertebrae were rotated through the full range in yaw first. The best yaw orientation was selected and 

then that yaw rotation was rotated through the full range of roll rotations. The best orientation from the 

yaw and roll combination from the first scaling factor was then selected and then a new set of rotations 

(range of ±20o at 2o increments) were applied on a second volume that was scaled down less. This was 

called the alternating method since yaw rotations are applied, followed by roll at one scale resulting in 19 

rotations for each set (total 38), followed by yaw and then roll at the second scale resulting in 21 rotations 

for each set (total 42). This compares to the combined method which performs all rolls and yaws in 

combination with each other which would result in 19 x 19 rotations (361 total) at the first scale and 21 x 

21 rotations at the second scale (441 total). 

The scaling rates were chosen to be multiples of either two, five or ten for simplicity. The algorithm was 

then applied on each vertebra (T3 to T8), each rotated to one of the small rotations listed in Table 6-1. 

The final outputted transformation angle was compared to its respective pre-determined orientation 

angles. A 3.6 GHz 4th generation Core i7 with 16GB of RAM computer was used for all registrations. The 
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success rate was judged as being within 5o of rotation from the symmetric orientation while the processing 

time is reported on the T6 vertebra (rotated to (0,-15,27)) as a sample of the relative processing times. 

The success rates and times are displayed in Table 6-2. 

Table 6-2: Success rate at different scaling values 

Two-Step Scaling Set Success Rate Processing Time 

1:40 and 1:20 0% 0.6s 

1:25 and 1:10 33% 2.4s 

1:20 and 1:10 67% 2.6s 

1:15 and 1:10 67% 2.9s 

1:16 and 1:8 100% 3.5s 

1:20 and 1:5 100% 4.7s 

1:15 and 1:5 100% 4.8s 

1:10 and 1:5 100% 6.6s 

From these results, it was clear that scaling the images too much would result in poorer success rates. The 

1:16 and1:8 scaling levels were selected for further testing. 

The second factor that was tested was comparing the alternating method with the combined method. 

Each of the T3 to T8 vertebrae were rotated by each of the 14 different orientations in Table 6-1 resulting 

in 84 symmetry evaluations. The same range and increment were applied.  

For the alternating method when rotating yaw and then roll, the success rate was only 52.3%, with 25/84 

(29.8%) having errors larger than 10o and 15/84 (17.9%) having errors larger than 5o. Rotating by roll first 

and then yaw fared better but the success rate was still only 63.0%, with 15/84 (17.9%) having errors 

larger than 10o while 16/84 (19.0%) had errors larger than 5o.  

The combined method had no rotational errors greater than 10o and only 11/84 (13.1%) greater than 5o 

resulting in an 86.9% success rate. Five of these errors came from largest combination of rotations (48o in 

pitch and, 54o in yaw), showing that large rotations off the symmetric orientation could hamper 

performance of the algorithm. Part of the error also could be from Euler angles being used to represent 

rotations which depends on the order of operations. However, the processing time increased by ten times 

(30s). Still, the combined method was selected because of its superior accuracy, especially in reducing 10o 

errors, but time savings would need to be found by changing the range and increments. 

The final factor that needed to be decided on was the range and increment of rotations was selected. The 

range for the first step of registration was set to ±70o which would be greater than the angles of the most 

tilted vertebrae at the top or bottom of a curve for yaw rotations, while axial vertebral rotation relative 
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to the neutral vertebra would rarely be larger than 60o. The increment was kept at 10o to provide good 

coverage over the full range of rotations. The range of the second step was set at ±20o while the increment 

was increased to 4o. The 20o range overlaps reduces the chances of reaching a local minimum, while the 

4o increment is small enough to yield an adequate initial estimate for the registration algorithm. As a 

result, 15 rotations in each direction (225 total, from 361) were applied in the first stage and 11 rotations 

in each direction (121 total, from 441) in the second stage.  

The resulting yaw and roll transform would be applied in the final pre-registration process. The same 

experiment was applied (six vertebrae, 14 orientations, 84 total tests). Again, 11/84 (13.1%) had error 

greater than 5o with none larger than 10o. Processing time was decreased to the 15s range which was 

considered adequate for this application. More definitive experiments would be completed once all the 

components of registration were developed and combined. 

6.3.4. 3DUS Symmetry Pre-Registration 

The 3DUS symmetry algorithm differs from the CT algorithm because only a surface image is available 

which contains extraneous surface reflections from neighboring vertebrae or soft tissue. The 3D surface 

volume was converted to a 2D surface map (scaled at a 1:16 ratio) with the intensity of pixels representing 

the depth (depth in the Y direction). First, the plane that was most parallel to the surface was found to 

align the roll orientation by simply counting the number of non-zero pixels in the 2D image. The image 

with the most non-zero pixels reliably had the roll orientation correctly aligned since surfaces that were 

oriented off-angle would have regions that could be occluded by other more superficial pixels on the 2D 

surface map, resulting in fewer pixels appearing on the 2D projection.  

To improve the effectiveness of the algorithm, the initial transformation was set to be the average 

orientation of the ultrasound transducer itself since the ultrasound transducer would usually be 

orthogonal to the surface in order to capture a higher quality image. Second, the yaw orientation was 

aligned by cropping the outer ¼ of the 2D image and then calculating the symmetry on the cropped image 

to reduce the effects of extraneous surfaces. Surface orientation yaw was iterated from ±70o with 

increments of 10o, like the CT images. 

From the resulting transform, the 2D surface map of the vertebra was created and then scaled 1:8. An 

iterative symmetric algorithm like the CT symmetry algorithm was applied to determine the most 

symmetric orientation about the sagittal plane, with yaw ranging from -20o to 20o with 5o increments, and 

roll ranging from -30o to 30o with 5o increments, resulting in a total of 117 combinations of orientations. 
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The orientation with the most symmetric 2D map was selected and the resulting yaw and roll transform 

was extracted. Processing times were less than 1s because 2D volumes were being used.  

6.3.5. Slope Pre-registration 

With both the CT and the 3DUS oriented in a roughly symmetric position, the final orientation that needed 

to be aligned was the pitch. The slope of the spinous processes and laminae would provide slope 

alignment information for this stage. First, the centroids of the two 1:8 scaled and symmetric surface 

volumes were calculated, and the CT surface was translated by the difference between the two centroid 

positions. Second, the pitch of the CT surface was iterated through a range and the amount of overlap 

between the CT surface and the 3DUS surface was calculated with mean-squared error, much like the 

symmetry algorithms from before. 

While the centroids worked well to align the surfaces in the X and Z direction, the Y direction was often 

misaligned so that rotating the pitch failed to result in any overlap. Therefore, in addition to iterating 

through pitch rotations, translations in the Y direction were also applied to increase overlap. Again, a two-

stage method of iterations were applied to increase the speed of registrations. First, the surface was 

rotated in pitch from ±40o in 5o increments were applied. These were combined with translations in the Y 

direction at 1.6 mm increments over a range of 16mm to ensure overlap between the CT and 3DUS 

surface, resulting in 357 combinations (17 rotations x 21 translations). Second, pitches from ±10o in 2o 

increments were applied, combined with the same translational range and increment in the Y, resulting 

in 231 combinations (11 rotations x 21 translations) The resulting pitch transformation from the slope 

algorithm would be used for the final pre-registration. 

A summary of the ranges and increments of the pre-registration iterative algorithms are shown in Table 

6.4. Angles are for both yaw and roll rotations. 

Table 6-3: Pre-registration algorithm summary 

Algorithm Range Increment Evaluation Metric 

CT Symmetry: 1:16 +/-70o 10o 3D Symmetry Mean-Squared Error 

CT Symmetry: 1:8 +/-20o 4o 3D Symmetry Mean-Squared Error 

3DUS Plane Alignment 1:16 +/-70o 5o 2D Number of Pixels 

3DUS Symmetry 1:8 +/-30o 5o 2D Symmetry Mean-Squared Error 

Wide Range Slope 1:8 +/-40o 5o Slope Overlap Mean-Squared Error 

Narrow Range Slope 1:8 +/-10o 2o Slope Overlap Mean-Squared Error 
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6.3.6. Centroid Pre-registration 

After the three orientation transformations were applied, the centroids of the 3DUS and CT surfaces were 

calculated using Equation 6-2. The CT centroid was then translated by the difference between the 3DUS 

and the CT centroid. The translational transform was used for the pre-registration transformation process.  

6.3.7. Ultrasound Scanning Variability 

An important factor that needed to be considered throughout the process was the variability in ultrasound 

scans. Because the ultrasound is free-hand, every scan is slightly different, resulting in different surface 

images that needed to be registered each time.  Common scanning defects were noted:  

1. Scanning areas that were not relevant to the vertebrae would result in the 3DUS symmetry 

algorithm to function less effectively, as it depended on cropping out the outer ¼ of the image. A 

non-centered scan could result in extraneous surfaces to be included in the cropped image. 

2. The transverse processes were sometimes not completely visualized. The unique shape and 

structure of the transverse processes facilitated pre-registration greatly. 

3. The reflectivity was not always consistent, due either to mis-orientation of the transducer, or 

keeping the transducer too close or too far from vertebrae during scans.  

A standardized method of scanning was developed to remedy these issues. The vertebra was scanned 

longitudinally along the right side of the vertebrae including the spinous process while tilting slightly 

medially along the laminae, and then tilting slightly laterally when reaching the transverse processes. The 

transducer then crossed the midline and returned from the transverse process to the laminae and then 

spinous process along the left side, while tilting progressively more medially. A scan speed of 4-6mm/s 

was kept ensuring the volume was captured fully. The transducer was kept 1-1.5cm above the vertebrae 

in the water. The scan process and sample 3DUS scan are shown in Figure 6-6: Scan direction and quality, 

(a) Vertebrae scanning direction moving cephalad then caudal; (b-c) sample raw ultrasound images, with 

transducer at the top of the image: (I) laminae, (II) spinous processes, (III) left transverse process and (IV) 

superior articular processes. 
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Figure 6-6: Scan direction and quality, (a) Vertebrae scanning direction moving cephalad then caudal; 
(b-c) sample raw ultrasound images, with transducer at the top of the image: (I) laminae, (II) spinous 
processes, (III) left transverse process and (IV) superior articular processes 

6.4. Registration Development 

6.4.1. Conventional Registration Process 

Following pre-registration to orient and position the vertebra in approximately the correct position, the 

CT and 3DUS volumes would be inputted into the full registration algorithm. A conventional volumetric 

intensity-based registration was developed, which iterated through different transformations to 

determine which registration has the best overlap. The six-degrees-of-freedom (6DOF) include three in 

translation (along X, Y and Z axes) and rotation (about X, Y and Z axes, or pitch, yaw and roll respectively). 

As part of the registration algorithm, a sequential scaling method was used to speed up registrations. The 

volumes were first scaled down 1:16 to perform initial 6DOF transformations through a pre-specified 

range and increment (Table 6-4: List of transformation sequences). The 1:8, 1:4 and 1:2 scaled versions of 

the original were used in subsequent transformation iterations using three-degree-of-freedom 

translations (3DOF,T), followed by rotations (3DOF,R) at each stage. The translations were separated from 

rotations to reduce the number of combinations. Translations were completed first as they had a larger 

impact on overlap. Source code can be found in Appendix 6: Image Registration Code. 

Table 6-4: List of transformation sequences 

Transform Scale Range Increment 

6 DOF 1:16 (3.2mm/pixel) ±9.6mm, ±20o 3.2mm, 5o 

3DOF,T+3DOF,R 1:8 (1.6mm/pixel) ±6.4mm, ±5o 1.6mm, 1o 

3DOF,T+3DOF,R 1:4 (0.8mm/pixel) ±1.6mm, ±2o 0.8mm, 1o 

3DOF,T+3DOF,R 1:2 (0.4mm/pixel) ±0.4mm, ±1o 0.4mm, 1o 

3DOF,T+3DOF,R 1:1 (0.2mm/pixel) ±0.2mm, ±1o 0.2mm, 1o 
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The ranges of translations and rotations were dynamic, with each subsequent stage’s range being based 

on the best five registrations from the previous stage, plus the additional range shown in Table 6-4: List 

of transformation sequences. The increments of transformations were kept constant through each 

individual stage. 

Three sets of experiments were performed to evaluate this image registration algorithm: i) a single-

vertebra image registration experiment, ii) a multi-vertebrae image registration experiment, and iii) a 

multi-vertebrae image and surgical registration experiment. The image registration experiments would 

evaluate the accuracy of CT-to-3DUS matching while the surgical registration experiment would evaluate 

the accuracy of localization of the CT scan compared to the real-world. In each experiment, a phantom 

vertebra would be scanned and registered to its respective CT vertebral model.  

To evaluate image registration accuracy, the final position and orientation of the registered CT surface 

was further transformed manually to determine if a superior registration could be achieved with 

additional transformations by both visual inspection and the mean-squared error of the registrations. 

Rigid transformations were performed in increments 0.2mm and 1o. When a superior registration was 

found, the translation and rotation required to achieve that superior registration was used to calculate 

the RMS error of registration in Equation 6-3: 

Equation 6-3: RMS error for position and orientation 

𝑅𝑀𝑆 𝐸𝑟𝑟𝑜𝑟 = √𝑒𝑥
2 + 𝑒𝑦

2 + 𝑒𝑧
2 

where:  

ex, ey and ez were either the positional (mm) or rotational (degrees) error values in their respective 

directions from the superior manual registration. 

6.4.2. Single Vertebra Registration Evaluation 

The first evaluation experiment involved using ultrasound to scan the single T6 vertebra in its neutral 

orientation to generate a 3DUS volume image. Figure 6-7 shows the single T6 phantom used for 

ultrasound scans. The 14 CT orientations from Table 6-1 were each registered to 14 different 3DUS scans 

of arbitrary orientation (less than 30o in two directions) with the vertebra placed at the capture volume 

origin, resulting in a total of 196 registrations. 
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Figure 6-7: 3D-printed T6 phantom for ultrasound scans 

Out of the 196 registrations, seven failed accuracy criteria, all having large angular errors (5.8-38.7o). 

Figure 6-8 and Figure 6-9 display histograms of the translational and rotational errors. Most RMS errors 

were within the technical accuracy criteria of 1mm (182/196, 93.8%) and 5o (190/196, 96.9%). 

 

Figure 6-8: Histogram of single-vertebrae registration translational accuracy. Target: <1.0mm. Square 
bracket denotes the bin is inclusive of the value. 
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Figure 6-9: Histogram of single-vertebrae registration rotational accuracy. Target: <5.0o. Square bracket 
denotes the bin is inclusive of the value. 

The average accuracy from the successful registrations with 95% confidence interval for positions was 

0.0±0.5mm, 0.0±0.7mm and 0.0±0.8mm in the X, Y, and Z directions, respectively (Figure 6-10). 

Unsuccessful registrations were excluded since they were easily identifiable visually with the spinous 

processes being completely misaligned between the CT and 3DUS scan. Rotationally, average accuracies 

from the successful registrations were 0.2±1.5o, 0.0±1.0o and 0.1±0.7o about the X, Y and Z axes. The 

combined RMS error was 0.5±0.6mm for translation, and 0.6±1.5o for rotation. Average registration time 

was 20.8±3.6s. 

 

Figure 6-10: Average positional and rotational error in each direction from successful registrations 
including 95% confidence interval 
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Although there was a 92.8% success rate for these registrations, the failures were large, at 4.6±7.6mm 

and 11.9±24.1o. Failures were apparent already at the pre-registration preview stage, with the 

orientations being more than 10o different from the optimal orientations. The poor registrations were 

largely from poor or strongly angled ultrasound scans. 

Some changes were made before moving onto multi-vertebra testing. The center of the laminae was 

cropped by removing the outer 30% during the slope-matching pre-registration phase to further reduce 

the effects of extraneous artifacts on slope registration between CT and ultrasound scans. Second, the 

lower threshold for binarization in the 3D ultrasound was reduced from 50% to 45% to increase the 

number of surface pixels available for registration.  

6.4.3. Multi-Vertebra Phantom Registration Evaluation 

The second experiment was a multi-vertebrae model experiment to determine the effects of neighboring 

vertebrae above and below the vertebra being registered. A new model was mounted to the LEGO 

pegboard shown in Figure 6-11. 

Figure 6-11: Multi-vertebra phantom with LEGO mount. 

The vertebra was oriented in nine different orientations: neutral, yaw-left, yaw-right, pitch-up, pitch-

down, roll-left, roll-right all at 15o and two combination orientations randomly selected, covering either 

roll and pitch, roll and yaw or yaw and pitch. The orientations were achieved by mounting the vertebra 

onto tilters shown in Figure 6-12. Each of the T5 to T8 vertebrae were scanned three times in each 

orientation for a total of 108 registrations (4 vertebrae x 3 scans x 9 orientation). 
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Figure 6-12: Tilting mounts. Four yaw mounts were included (15o and 30o yaw to the left and right), and 
two roll and pitch mounts (15o and 30o which could be rotated 90o to allow for roll in either direction 
and pitch in either direction) 

From 108 registrations on the T5-T8 vertebrae, the average RMS error was 0.3±0.2mm and 1.2±1.2o, with 

only two registrations failing the 1mm and 5o criteria (98.2% success rate). A histogram of the accuracies 

of each registration is shown in Figure 6-13 and Figure 6-14. The two failures were from rotations being 

larger than 5o, one at 5.0 and the other at 5.1o. All translations were within 1mm. 
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Figure 6-13: Histogram of the translational registration accuracy from the multi -vertebrae model. 
Target: <1.0mm. Square bracket denotes the bin is inclusive of that value. 

 

Figure 6-14: Histogram of the rotational registration accuracy from the multi -vertebrae model. Target: 
<5.0o. Square bracket denotes that the bin is inclusive of that value. 

The average accuracy of registrations including a 95% confidence interval are shown in Figure 6-15. The 

average registration time was 24.6±4.1s. 
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Figure 6-15: Average positional and rotational error in each direction from multi-vertebrae registrations 
including 95% confidence interval 

Registrations from the multi-vertebrae model met the criteria in all but two registrations (98.1% success 

rate), with an accuracy that was comparable to the single-vertebrae (0.3±0.2mm and 1.2±1.2o) and a 

registration time that was also comparable at 24.6s vs 20.8s. The failures resulted from poor 3DUS scan 

quality, with transverse process or laminae missing large regions after image processing. Again, it was 

evident at the pre-registration phase that orientations were not properly aligned. Image quality was an 

issue that would need further testing. Real bone would likely have better reflectivity than the phantoms. 

While positional accuracy remained mostly constant, rotation worsened from 0.7-1.7o to 1.2-2.1o. The 

worsened rotational accuracy was likely due to the presence of vertebrae above and below the vertebra, 

resulting in extra regions that may bias the registration away from the ground truth. The Z translation and 

the X and Y rotations (pitch and yaw) tended to be the poorest performing dimensions, likely because the 

camera positions were all on one side of the capture volume to save space in the operating room. 

The 3D ultrasound contrast filter was altered to increase the number of pixels that would be retained 

(reduced lower bound from 45% to 40%) maximize the surface that would be present in the final image. 

Refinement to scanning technique was also made to keep the transducer surface orthogonal to phantom 

surfaces. At this stage, parallel processing was added using Matlab’s Parallel Computing Toolbox to speed 

up the process of registration allowing registration iterations to be run simultaneously. 

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

3

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

R
o

ta
ti

o
n

 E
rr

o
r 

(D
eg

re
es

)

Tr
an

sl
at

io
n

 E
rr

o
r 

(m
m

)

X Y Z X Y Z
Translation Rotation



158 

 

6.4.4. Surgical Registration Evaluation 

The final experiment using the conventional registration process involved testing both the image 

registration accuracy (error between the CT surface and the 3DUS surface) and the surgical registration 

accuracy (error between the CT model from the image registration and the actual position of the 

phantom).  

For this set of experiments, the multi-vertebrae phantom was mounted to tilters (Figure 6-12) in seven 

orientations: neutral, yaw-left, yaw-right, pitch-up, pitch-down, roll-left and roll-right. Each orientation 

included 15o and 30o magnitudes for 13 potential orientations. The tilters and phantom were shown 

previously in Figure 6-11 and Figure 6-12. Each of the T5-T8 vertebrae were individually scanned three 

times for the neutral orientation to a total of 12 scans. Two of the four vertebrae were then scanned three 

times for each of the 12 tilted orientations to a total of 72 scans at non-neutral orientations. The two 

vertebrae that were scanned was randomized while ensuring each vertebra was scanned the same 

number of times.  

 

 (a)  (b) 

Figure 6-16: Image and surgical registrations, (a) Sample image registration, CT in green and 3DUS in 
pink with overlapped regions in light pink (b) Sample surgical registration with registered phantom 
(green) overlaid on theoretical position of spinal segment (pink). Registered region is where green and 
pink overlap (light pink) 

In this experiment both the image registration (Figure 6-16a) and the surgical registration (Figure 6-16b) 

were evaluated. Image registration compared the registered CT surface to the 3DUS scan to determine 

where the optimal registration would be placed, while surgical registration involved comparing the true 

position of the vertebrae with the registered position of the CT vertebra. To perform surgical registration, 

the phantom model was converted to a 3D volume image file with known coordinates for each pixel (pink 

phantom in Figure 6-16b). The phantom was then transformed according to the dimensions and 

orientation of the tilting mounts to provide the true position of the vertebrae.  
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For the final experiment, intra-rater reliability evaluation was performed on the image mean-squared 

error by the same evaluator two weeks apart and intraclass correlation coefficient (ICC(3,1), two-way 

mixed, absolute agreement) was calculated to ensure manual evaluation was repeatable.  

The results of the 84 registrations resulted in a 96.4% success rate and one failure. Figure 6-17 and Figure 

6-18 show the histogram of accuracy for image registration, not including the obvious failure but including 

two registrations that exceeded the 1mm target (Figure 6-20). The image registration accuracy was 

0.3±0.2mm and 0.9±0.8o. The average accuracies and standard deviations are shown in Figure 6-19. The 

lone failure had a clear misalignment between spinous processes. The results from the first measurements 

are reported here. The intraclass correlation coefficient (ICC (3,1)) was 0.76 for the registration mean-

squared error indicating good reliability in these manual accuracy evaluations. 

 
Figure 6-17: Histogram of image registration translation accuracy from multi-vertebrae model in 
surgical simulation experiment. Target <1.0mm. Square bracket denotes bin is inclusive of that value. 

 
Figure 6-18: Histogram of image registration rotational accuracy from multi-vertebrae model in surgical 
simulation experiment. Target: <5.0o. Square bracket denotes bin is inclusive of that value. 
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Figure 6-19: Average positional and rotational error in each direction from image registrations including 
95% confidence interval 

Previous experiments illustrated that poor scan quality and off-center scans (2-3cm) resulted in a poorer 

registration. Average accuracies were in line with the multi-vertebra experiment at 0.3±0.2mm and 

0.9±0.8o. The average registration time was 13.3±2.3s and total processing time was 16.2±3.0s for the 

surgical registrations. Registration time was improved with parallel processing. Most registrations had 

excellent errors, meeting the 1mm and 5o targets.  

  
 (a) (b) 
Figure 6-20: Example of image registration (a) successful registration and (b) lone failure showing 
misalignment between ultrasound and CT image at the spinous process 

The surgical registration accuracy testing was performed on the same 84 registrations as above. Figure 

6-21 and Figure 6-22 show histograms of the translational and rotational accuracies of the surgical 

registration. The success rate was only 32.1% (27/84) meeting the 1mm technical criteria and 89.3% 
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(75/84 registrations) meeting the clinical <2mm criteria. One failed the 5o rotational criteria. The ICC(3,1) 

was 0.631 for surgical registration mean-squared errors, indicating moderate reliability in these manual 

evaluations.  

 

Figure 6-21: Histogram of surgical registration translational accuracy from multi-vertebrae model. 
Target accuracy <1.0mm. Square bracket denotes that the bin is inclusive of that value. 

 

Figure 6-22: Histogram of surgical registration rotational accuracy from multi-vertebrae model. Target 
accuracy <5.0o. Square bracket denotes that the bin is inclusive of that value. 

The overall average surgical registration accuracy was 1.2±0.5mm and 2.2±2.0o. The translational and 

rotational component accuracies are displayed in Figure 6-23. 
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Figure 6-23: Average positional and rotational error in each direction from surgical registrations 
including 95% confidence interval 

For the surgical registrations, the success rate was 32.11% for the 1mm criteria and 89.3% for the 2mm 

criteria with translational accuracy worsening by 4 times (1.2±0.5mm) and rotational worsening by two 

times (2.2±2.0o). Positional accuracies were worst on in the Z-direction while rotational accuracies were 

worst about X and Y axes which corresponded to previous experiments. 

The excellent image registration accuracy compared with the poorer surgical registration accuracies show 

that the 3DUS and motion capture system are the main sources of error in surgical registration. 

6.4.5. Iterative Closest Point Evaluation 

The second registration method that was tested was the iterative closest point (ICP) surface registration 

algorithm. As stated previously, rather than performing a volumetric intensity-based image registration, 

this algorithm uses point-matching between two point-clouds that represent surfaces in order to perform 

registrations. The main requirement of this method is that the point clouds need to be somewhat aligned 

prior to registration for the registration to be successful. Because the pre-registration process aligns the 

3DUS and CT surfaces in proximity and orientation, the ICP registration was a natural fit for this process. 

Source code can be found in Appendix 6: Image Registration Code. 

Two data processing settings were evaluated prior to performing registrations: data down-sampling and 

inlier ratio. As mentioned in Section 2.3.10, the grid averaging method of down-sampling involves dividing 

the volume into boxes of a pre-specified grid size, then averaging the pixel positions and normal vectors 

of those surfaces. The appropriate degree of down-sampling needed to be determined. Secondly, the 
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inlier ratio, which determines the proportion of data that would be considered an outlier, needed to be 

determined. Both would affect the accuracy and the speed of registrations. 

To evaluate the effectiveness of each set of grid size and inlier ratio, the pre-registrations from the surgical 

registration evaluation experiment were extracted and inputted into the ICP registration algorithm using 

different sets of grid sizes and inlier ratios. Grid sizes (number of pixels within the 3D box) ranged from 2 

to 15 in increments of one, while inlier ratio ranged from 20% to 80% with increments of 20%.  

Accuracy was determined by comparing the mean-squared-error of the resulting registration with the 

manual registration mean-squared errors from the previous experiment. Table 6-5 shows the processing 

speeds from varying down-sampling and inlier ratios on a T6 vertebral registration at neutral position 

while Table 6-6 shows the effects on mean-squared error as a sample. 

Table 6-5: Processing time (s) for completing registration when varying inlier ratio and down-sampling 
grid size on T6 vertebra  

Inlier Ratio 

Down-Sampling 
Grid Size (pixels) 

20% 30% 40% 50% 60% 70% 80% 

2 2.56 5.35 3.96 5.35 4.79 4.92 4.25 

4 1.24 0.79 0.72 0.63 0.86 0.61 0.69 

6 0.44 0.29 0.31 0.49 0.36 0.50 0.30 

8 0.16 0.28 0.35 0.19 0.13 0.12 0.35 

10 0.13 0.11 0.15 0.07 0.08 0.05 0.06 

12 0.06 0.05 0.06 0.05 0.03 0.03 0.04 

14 0.03 0.06 0.15 0.03 0.03 0.03 0.03 

Table 6-6: Mean-squared error for varying inlier ratio and down-sampling grid size on T6 vertebra 
(lowest five errors in bold)  

Inlier Ratio 

Down-Sampling 
Grid Size (pixels) 

20% 30% 40% 50% 60% 70% 80% 

2 4.634 3.577 3.265 3.141 2.905 2.714 2.684 

4 3.569 3.091 3.072 3.027 2.788 2.749 2.711 

6 3.386 3.331 3.218 2.738 2.723 2.682 2.745 

8 3.566 2.885 2.856 2.786 2.762 2.720 2.707 

10 3.761 3.544 2.800 2.719 2.712 2.693 2.743 

12 4.054 3.320 2.763 2.747 2.735 2.708 2.698 

14 2.843 2.699 2.709 2.752 2.751 2.791 2.858 

The slowest processing times were from low down-sampling (2-4 grid size). The combination of low inlier 

ratio and low down-sampling grid size resulted in poorer mean-squared errors. However, having a low 
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down-sampling (2-4 grid size) did not yield results that were significantly better than the faster results 

from higher down-sampling (6-14 grid size). All the results from grid sizes of >4 were faster than 0.5s. 

When repeating this process on the 84 different registrations, there was no clear inlier ratio or grid size 

that outperformed the others when testing on the full set of registrations. Therefore, instead of selecting 

the best combination to perform registrations, multiple combinations of both would be applied at the 

same time for each registration and the best registration would be selected from those. The slowest 

down-sampling grid size and the lower inlier ratios which yielded poorer accuracy results (<0.4) were not 

included to as they did not yield better results. 

The optimal range that balanced accuracy and speed needed to be determined to allow multiple grid 

sampling levels and inlier ratios to be processed at the same time. A full range from 3 to 15 grid size and 

0.5 to 0.8 inlier ratio was tested first, resulting in an average registration time of 23.0±6.5s. This was 

deemed too long for surgical usage. Reducing the grid size range to 5-9 and inlier ratio to 0.6-0.8 resulted 

in average registration times of 5.7±1.5s which would be useable in the operating room. Figure 6-24 shows 

the error differences between these two sets of ranges. 

 

Figure 6-24: Histogram of the difference in MSE of pixel intensities between full-range and reduced-
range ICP registrations. Error of zero indicates the same grid sampling and inlier ratio was selected for 
both full and reduced range registrations. Square brackets denote value is inclusive to that bin 

Of the 84 registrations completed, 48.8% of the reduced-range set of registrations were the optimal 

registrations in the full-range set as well, having the same errors. An additional 30.9% had MSE of more 

than 0.02 in pixel intensity than the optimal registrations in the full-range set. Only 4 registration had 

errors that were more than 0.05 units larger than the full-range set. By comparison, a 1-degree rotation 

or translation from the manual registration would result in a 0.05 error unit change for the smallest error 



165 

 

changes. These errors were considered small enough and the speed gain was large enough to use the 

reduced-range ICP registration algorithm. 

Comparing the accuracy of this set of ICP registrations to the conventional registration process showed 

that the ICP registration outperformed the conventional registration in all but six registrations (92.8%) 

with an average improvement of 7.1%.  

The results of the 84 registrations using the ICP algorithm are shown in Figure 6-25 with two failures not 

displayed. Both failures were visually detectable. The image registration accuracy was 0.2±0.1mm and 

0.2±0.4o. Translational accuracy was 0.0±0.1mm, 0.0 ±0.1mm and 0.1±0.1mm in the X, Y and Z directions 

respectively while the rotational accuracy was 0.0±0.1o, 0.0±0.0o and 0.1±0.1o about the X, Y and Z axes 

respectively. The total processing time was 9.9±1.8s for the iterative closest point registration method. 

 

Figure 6-25: Histogram of image registration translational and rotational accuracy from multi-vertebrae 
model in surgical simulation experiment using iterative closest point registration. Target <1.0mm, 5.0o. 
Square bracket denotes the bin is inclusive of that value. 

The ICP registration algorithm was superior to the conventional registration algorithm both in time and in 

accuracy. A pilot test was conducted to determine if it could be used without any pre-registration. Testing 

the 12 neutral vertebral scans, only 8 of them resulted in a successful registration, requiring ICP 

registration times that ranged in the 9-11s range, rather than the more typical 2-4s range. It was decided 

that the incremental time cost of the pre-registration (typically 3-5s) was worth the higher robustness of 

the ICP registration on pre-oriented and pre-aligned vertebrae. The combination of pre-registration with 

ICP registration would be used in the final system. 
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6.5. Phantom Registration Discussion 

6.5.1. Technical Evaluation of Registration Experiments 

One of the main limitations of this study was that registration error evaluation was based on manually 

inputted transformations to determine the optimal position and orientation of the vertebra. While it 

would have been more ideal to use the original vertebral orientation rather than registered orientation 

to form the ground truth registration, the processing time for completing this manually or automatically 

was found to be unfeasible while not reliably providing a more accurate ground truth registration. The 

manual method was faster and more reliable than using an automated method because the combination 

of mean-squared error and visually inspected landmarks aided helped the evaluator to find a global 

minimum more readily. The 3DUS images were high enough quality that it was easy to identify 

transformations that would improve or worsen registrations. The intra-evaluator reliability was also 

calculated to show that the manual registrations were reproducible in judging the registration system.  

Secondly, because phantom spines were used in this experiment, it was unknown how soft tissues would 

interact with the ultrasound reconstruction. A porcine spine feasibility study was undertaken in the next 

section to determine if registrations could be successful with soft tissue present. Another problem that 

would be explored was determining if the anatomy as segmented and extracted from a CT scan was similar 

to an ultrasound scan in displaying bony anatomy. The problem is further compounded with an MRI 

image, as the lower resolution and more challenging segmentation could result in reduced registration 

accuracies. On the surgical side, since the segmentation of the CT or MRI must include only bone, the bony 

surfaces of the spine would need to be cleanly exposed with soft tissues absent from the top surface to 

maximize registration. The study in Section 6.6 explored if soft tissues in between vertebrae resulted in 

poorer registration accuracies. 

As for the experimental design itself, although the build plate was mounted rigidly to the base of the tank, 

there might have been slight deformation of the base due to the weight of the water pushing down on 

the base resulting in poorer Y-translation values. There also might have been errors in the mounting 

process. The tolerances on the 3D-printed parts were 0.1mm, resulting in fits that were not as tight as 

LEGO-on-LEGO connections. For the polyjet 3D printer used in this experiment, any regions with angled 

overhangs would require additional filler material to be added to act as a structural support for those 

overhangs. As a result, the surface finish of the pitch and roll angled tilter blocks was uneven, being glossy 

and smooth on the exposed side, and matte and indented on the overhanging side the required supports. 
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These parts needed to be sanded to smooth out these imperfections. These errors combined could result 

in an overall error of less than 0.5mm.  

Chapter 4: outlined the evaluation of the motion tracking camera system, noting accuracies of 0.25mm 

for translations up to 15cm and 3.8o for rotations less than 45o in two directions (any combination of X, Y 

or Z). However, these were displacements, not actual positions within the capture volume. The positional 

accuracies of 0.7±0.5mm and orientation accuracies 0.0±1.7o noted in Chapter 5: were comparable to the 

surgical registration accuracies of 1.2±0.5mm and 2.2±2.0o found in this section. Notably, the 

repeatabilities were similar, though the accuracies, both in position and orientation worsened when 

adding registration to the evaluation. 

The main source of error appeared to be the motion capture calibration of the 3D ultrasound system. 

From Figure 6-23, there was a 0.3mm systematic error in both X and Z positions, and a 1o systematic error 

in both Y and Z rotations. However, a pattern between certain positions or orientations with accuracy was 

not found. Additional evaluation into the relationship between orientation and position could clarify if 

there are systematic errors present. 

6.5.2. Clinical Comparison of Registration Experiments 

When comparing with literature, the image registration accuracies were superior or comparable to 

previous registration studies. For bony registration, errors have ranged from 0.66 to 2.3mm, ranging from 

CT scanned femurs, CT registration of dry phantom spines, and MRI registration of dry bone [17,172,235]. 

However, when using porcine models, the registration accuracy was 1.65mm and 2.57mm, likely due to 

increased soft tissue on the surfaces [17,172]. These studies used target registration error that were based 

on fiducial marker errors to determine accuracy of the system.  

This study uses actual transformations of the CT surface to determine errors and includes both rotation 

and translation to match surfaces as a more direct measure of error. The 0.3±0.2mm and 1.3±1.0o 

accuracies outperform the target registration errors from other studies, though it would be assumed that 

some of the rotational errors were translated into positional errors in the other studies. 

Surgical registration accuracy studies in the past have shown errors of 0.5-1.2mm on embalmed human 

spines using CT navigation [127]. Another cadaveric study on surgical registration of CT scans of the lumbar 

spine using fiducial markers found accuracies of 0.96mm and 0.91o[173]. These surgical registration values 

are based on CT scans in the operating room but are still comparable with this ultrasound-based 

navigation system.  
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6.6. Porcine Spine Pilot Feasibility Study 

6.6.1. Experimental Setup 

To determine if the registration algorithm functioned on real tissues, a pilot test using a porcine spine was 

undertaken. The evaluation had two goals: (a) to determine if there was an appreciable difference 

between soft tissue reflections and bone reflections; and (b) to determine if the registration algorithm 

was able to register the ultrasound to CT images. 

A 40-50kg pig was obtained from the Surgical Medical Research Institute after ethical approval for usage 

of porcine tissues for ultrasound scans was obtained. The pig was dissected by removing the T10 to L2 

vertebrae including a 6cm perimeter soft tissues remaining on the spine. These levels were selected as 

being the most similar to the human thoracic spine, having smaller spinous processes than higher levels, 

and having smaller transverse processes than the lumbar levels. The pig spine was then CT scanned in a 

64 mA and 120kV CT scanner with the contrast set at the bone window level.  

The CT scan was segmented using Seg3D2, and each vertebral level was separated from each other by 

simply cutting the volume to be inclusive of the entire vertebra, regardless of inclusion of adjacent 

vertebrae. This method of separating vertebrae was selected because the ultrasound scan also includes 

adjacent vertebrae in the scan, potentially aiding in the registration process. 

The pig spine was then dissected in a similar fashion to a posterior spinal fusion, starting with a 

longitudinal incision down to the spinous process, then incision of the periosteum on the spinous 

processes and removal of the periosteum out to the transverse processes. Subperiosteal dissection was 

completed up to the facets and transverse processes until each individual vertebra was isolated and 

posterior surface was exposed. Figure 6-26 shows a picture of the exposed posterior surfaces of the pig 

spine, with this pig having 14 thoracic levels (T10-T14 shown here along with L1-L2) 
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Figure 6-26: Exposed pig spine with T10 on the left and L2 on the right (five thoracic levels and two 
lumbar levels were exposed) 

The pig spine was placed in a water bath and each level from T10 to L2 (seven levels) was ultrasound 

scanned three times, according to the usual with a forward scan on the right side of the spine followed by 

a return scan along the left side of the spine. The pig spine was then registered using the ICP registration 

algorithm. 

6.6.2. Image Intensity Evaluation 

The intensity of recorded ultrasound signal depends heavily on the reflectivity of the surface and the 

incident angle of the ultrasound. As a result, a quantitative comparison of the bone compared with the 

soft tissue was not undertaken because of the varied angles of the vertebral surface and the soft tissue 

regions. Instead, a qualitative assessment was made on each ultrasound scan, to identify the features that 

would distinguish bone from soft tissues. Figure 6-27 toFigure 6-29 show three sample pictures from T11 

from these qualitative evaluations. 
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Figure 6-27: Raw ultrasound image from a pig spine scan showing spinous process on the left (I), lamina 
in the middle (II), and soft tissue on the right (III). 

From Figure 6-27, the effects of the incident angle are obvious, with the lamina (region II) showing a clear 

ultrasound reflection in the central region of the image, while the spinous process fades out as the angle 

increases in region I. The soft tissue below region III contains a significant degree of speckling throughout 

the region. If a simple contrast filter was applied, region II would be readily segmented for registration, 

region III would be appropriately removed, but region A would be also be removed despite being bone. 

I  

 

  III 

 II 
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Figure 6-28: Raw ultrasound image from a pig spine scan showing the inferior articular processes (region 
I), with the soft tissue region inferior to the spinous process (II) 

Figure 6-28 shows a region where incident angles were similar between bony surfaces and soft tissue 

surfaces. The large area of speckling in region II is indicative of soft tissue, while the clear white outline 

and the black shadowing deep to the surfaces in regions I clearly indicate a bony reflection. Again, a simple 

contrast filter would allow segmentation between the bony regions from the soft tissue region in the 

center. An additional filter could be applied that detects that region II has a much deeper region that is 

imaged that would be absent if it was bony tissue. 

I         I 

 II  
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Figure 6-29: Raw ultrasound image from a pig spine scan showing the spinous process (I), lamina (II), 
and soft tissue (III) 

The final sample image in Figure 6-29 shows a more equivocal case, where it is more difficult to distinguish 

between soft tissue and bony tissue. Again, the spinous process in region I is at a high incident angle to 

the ultrasound, but the shadowing below the region distinguishes it as bone. Region II is clearly bone, with 

both shadowing and a clear reflected surface. However, region III has strong reflections along the surface, 

but also significant speckling throughout the region deep to the surface. In this case, a contrast filter would 

remove region I despite it being bone, while region III would be kept alongside region II, despite being soft 

tissue.  

It would be helpful to test additional algorithms to distinguish region III from region II in future studies. 

However, the bony surfaces can be readily captured, segmented, and reconstructed, similar to the 

phantom surfaces from previous studies. There may be some additional soft tissue regions that may be 

captured as well, but the important bony regions are present for registration. 

I  

 

 

 II  III 
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6.6.3. Pig Spine Registration Feasibility 

The more important analysis on the pig spine 3D ultrasound scans and registrations was determining if 

registration could be successful on real tissue. However, because of the large amount of remaining soft 

tissue on the spines, particularly at the articular process regions, it was not feasible to quantitatively 

determine if the best registration was selected like in the previous phantom studies. Instead, this study 

qualitatively determined if the algorithm was able to register the pig spine consistently and reveal 

potential factors that may complicate registrations, particularly with the addition of soft tissue artifacts 

and more variable surface depths from the pig spine relative to a typical thoracic human spine. 

Each of the seven vertebrae were registered three times each. When registering the pig spines, the 3D 

ultrasound image processing filters, and procedure were not changed from the phantom spine settings. 

The final image processing settings used a contrast filter lower bound of 40% and upper bound of 80% 

and averaging filter of 3x3 pixels for the first step, and an averaging filter of 2x2 pixels and quantization 

level of 80% for the second step. 

Table 6-7 displays the success rates of registration of each pig spine level, along with sample images of 

the top-down view and slices from two cross-sections of the registration. One of the cross-sections is at 

the spinous process, while the second cross-section is at the region just inferior to the spinous process at 

the inferior articular process. Pink regions denote unregistered ultrasound surfaces, green denote 

unregistered CT surfaces, while white regions denote registered ultrasound and CT surfaces together. A 

registration was considered a success if there was alignment of the spinous process, articular processes 

and, where relevant, transverse processes between the CT and the 3DUS surface image. 

From Table 6-7, 19/21 registrations were successful, with all the failures coming from the T10 registration. 

Both the failures were from the same T10 vertebra, with pre-registration being unsuccessful due to the 

scan being off-center, resulting in an inaccurate ultrasound symmetry alignment. 
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Table 6-7: Pig spine registration success rate and sample images 

Level Success Rate Images 

T10 1/3 Successful 

 

 

 

Notes 
The successful registration is 

shown here. The unsuccessful 

registrations had complete 

misalignment to the proper 

alignment. 

 

For this registration, the spinous 

process is aligned vertically in the 

top-down view as expected.  

 

However, from the second figure, 

most of the spinous process is not 

visualized, particularly the upper 

tip, due to the high incident angle 

of ultrasound in those regions. Still, 

the rest of the spinous process is 

well aligned.  

 

The final figure shows that there 

may be some soft tissue obscuring 

the bone on the left side of the 

image where the pink ultrasound 

region is superficial to the green CT 

region. This is a repeated finding in 

the other images as well. 

 



175 

 

Level Success Rate Images 

T11 3/3 Successful 

 

 

 

 

Notes 
All these registrations were 

successful. As with the previous set 

of registrations, the upper regions 

of the spinous process were not 

segmented and retained on the 3D 

ultrasound image, shown in both 

cross-sectional images. However, 

the remaining regions followed the 

contour accurately. 

 

Soft tissue reflections can be seen 

on the second image, lateral to the 

bony regions on the right, and 

superficial to bony regions on the 

left side. 

 

A sidelobe artifact can be seen in 

the third image to the right of the 

spinous process peak. Stray 

ultrasound signals contacting the 

spinous process at an angle reflect 

to the transducer resulting in a 

‘wing-like’ structure. 
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Level Success Rate Images 

T12 3/3 Successful  

 

 

 

Notes 
All these registrations were 

successful, with spinous 

process tips not being retained 

again.  

 

The final image cross section 

demonstrates a region where 

soft tissue has high enough 

intensity reflections to be 

retained (pink speckling in the 

center) while the actual bone 

lies underneath along a second 

set of reflections from the 

bone structures. 
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Level Success Rate Images 

T13 3/3 Successful 

 

 

 

Notes 
All these registrations were 

successful, with spinous process 

tips not being retained but the 

bottom regions following the 

spinous process contours. 

 

Similar to the T12 image, the 

final image cross section 

demonstrates a region where 

soft tissue has high enough 

intensity reflections to be 

retained (pink speckling in the 

center) while the actual bone lies 

underneath. The bony reflections 

are filtered out of the 3DUS 

image in this case, so the green 

CT bony region does not seem to 

be registered to any 3DUS 

surface reflections near the 

middle of the image despite 

good registration laterally. 
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Level Success Rate Images 

T14 3/3 Successful  

 

 

 

Notes 
All these registrations were 

successful, with spinous 

process tips not being 

retained but the bottom 

regions following the spinous 

process contours. 

 

There may be a slight 

misalignment shifted to the 

right in this image, as the 

green CT is aligned with the 

interior side of the pink line 

on the left, and the exterior 

side of the pink line on the 

right.  

 

Soft tissues are visible on the 

right side of the top-down 

view throughout. Soft tissues 

can also be seen in the second 

image on the right, with a pink 

region that is superficial to the 

flat green bony CT region. 
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Level Success Rate Images 

L1 3/3 Successful 

 

 

 

Notes 
All these registrations were 

successful. It was obvious that 

the registration was aligned 

properly with the clear outline of 

the lumbar transverse process 

having excellent overlap. Again, 

the spinous process is not 

visualized. 

 

In the final image, these is a 

large amount of soft tissue (pink 

speckling) blocking the bony CT 

surface below at the center of 

the image 
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Level Success Rate Images 

L2 3/3 Successful 

 

 

 

Notes 
All these registrations were 

successful. Again, the good 

registration alignment can be 

seen with the clear outline of 

the lumbar transverse process 

overlapping between the CT 

and 3DUS image.  In this case, 

the tip of the spinous process 

is visualized. 

 

In the final image, these is a 

large amount of soft tissue 

(pink speckling) blocking the 

bony CT surface below at the 

center of the image. 

6.6.4. Pig Spine Registration Discussion 

The pig spine experiment was a feasibility study in exploring the reflectivity of bone compared with soft 

tissue, and to determine if the current registration algorithm could successfully align the porcine 

vertebrae between the CT and 3DUS surfaces. This study showed that registration was possible, even with 

a significant amount of soft tissue in the joint regions. Furthermore, this study showed that the bony 

surface as extracted from a CT scan aligned closely with the bony surface imaged from a 3D ultrasound 

machine, as demonstrated in the close alignment between the two surfaces in all the images that did not 
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have significant areas of soft tissue. However, there is significant work left to be done to improve 

robustness of registrations. 

Firstly, image processing needs to be evaluated further. To differentiate between soft tissues and bony 

regions, both intensity and shadowing could be used together to identify regions of interest. From Figure 

6-27 and Figure 6-29, there is a clear distinction between the three types of reflections: orthogonal bone 

(bright and clear bony demarcations and shadowing), oblique bone (low intensity reflections but with 

clear demarcations and shadowing), and soft tissue (variable reflections but without clear demarcations 

nor shadowing). Further work in morphological image processing or variable image contrast levels need 

to be explored to extract the bone from ultrasound images more clearly. The spinous process is a 

particularly unique feature that would aid registration significantly if it could be visualized. 

Second, a mechanism to automatically detect the relevant anatomy and crop out extraneous regions is 

needed for the pre-registration process. Figure 6-30 shows top-down views of the uncropped and the 

cropped images of one of the failed T10 vertebra registrations. The region was cropped by estimating the 

number of pixels that would need to be removed to make the vertebra centered in the image 

(approximately 1cm or 50 pixels). The first image shows that the scan was performed off-center resulting 

in extra artifact on the right side of the image resulting in the ultrasound symmetry algorithm failing to 

properly align the ultrasound. The extraneous regions tend to be flat and could potentially be cropped 

out automatically through image processing. 

     
 (a)  (b) 

Figure 6-30: Failed porcine registration, (a) Uncropped image resulting in failed registration due to 
ultrasound symmetry misalignment and (b) cropped image resulting in successful registration 

Lastly, the feasibility appraisal was solely qualitative in nature. To better quantitatively evaluate the 

system, it would be important to either compare the overlap between particular features or landmarks 
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on the images themselves, or to use the motion capture system to track a surgical probe to determine if 

the vertebra has been positioned correctly. The latter evaluation will be used to determine the surgical 

registration accuracy in the final chapter of this thesis, but it would be important to do the same 

experiments on porcine spines to ensure transferability from phantoms to live tissue. 

6.7. Conclusion 

A custom algorithm to pre-align CT and 3DUS vertebrae and then register the two images was developed 

and evaluated on phantom spines quantitatively. These results showed that a two-step method, pre-

registration along with an iterative closest point registration, could accurately perform image registration 

on phantom vertebrae. The porcine spine feasibility study qualitatively showed that registrations between 

CT scans and ultrasound scans on a porcine spine could successfully be registered together, though the 

accuracy is still unknown. While improvements can continue to be made to the algorithm, the basic 

framework of the registration process is promising for clinical use. 

However, surgical registration continues to be a challenge. The surgical registration accuracies were four 

times poorer than the image registration accuracies, indicating that the motion capture and 3D ultrasound 

system itself needs to be investigated further to determine where the surgical registration errors are 

coming from. The next experiment will outline the navigational accuracies of the first prototype of the 

navigation system. 
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Chapter 7:  Navigation 

7.1. Summary  

This chapter reports the navigation accuracy results of the 3D ultrasound guidance system on human 

vertebral phantoms. Section 7.1 outlines the 3D environment development process and the methodology 

used to measure navigation accuracy. Section 7.2 describes the methodology used to calibrate the 

navigation system. Section 7.3 describes the CT and MRI segmentation process. Section 7.4 presents the 

results from preliminary experiments on the previously used phantoms and the results from a fractional 

factorial experiment conducted on new phantoms extracted from an adolescent spine. Section 7.5 

presents the comments and qualitative evaluation from an orthopedic surgeon. Lastly, section 7.6 

presents a discussion on the state of the current system. 

7.2. Navigation User-Interface Development 

7.2.1. Environment Selection 

As mentioned in Section 2.3.12, a variety of software environments are available for displaying objects in 

a 3D space. These include Matlab Virtual Reality (Mathworks, Natick, Massachusetts, USA), Unreal Engine 

(Epic Games, Cary, North Carolina, USA), and Unity (San Francisco, California, USA), the latter two are 

typically used for designing video games. All three of these tools are compatible with the Optitrack camera 

streaming system. 

To decide which software environment should be used, two criteria were considered. First, the system 

could display surgical tools and vertebral anatomy without temporal latency. It is important that when 

moving objects in the physical world, the virtual objects move at the same time in the virtual world. 

Second, the quality of rendering is critical. To allow surgeons to see where they are placing the screws, 

the vertebrae need to be translucent so that the pedicle boundaries can be seen while the screw is being 

inserted. The details of the pedicle anatomy need to be seen clearly.  

Since most of the software functions were already developed in Matlab, the Matlab Virtual Reality 

platform would have been a good fit for this software package. However, the environment platform was 

found to be better suited for simulations, rather than displaying anatomical information. The rendering 

engine struggled with the large number of faces on the vertebral model and the user interface was 

cumbersome to use, making other platforms more advantageous.  
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Between Unreal Engine and Unity software, both have been used to create high quality video games with 

low latency inputs. Being unfamiliar with either software engine, I consulted a software developer who 

was familiar with both engines. The Unity engine was selected due to its lower barrier of entry in coding 

and development, while providing excellent visual fidelity. Unity software was considered easier to 

develop using C# rather than C++ for the purposes of prototyping, and provided ample libraries of tutorials 

and sample code to aid in the development process.[238,239] 

7.2.2. Navigation Setup 

At its base, Unity is a game engine that includes a 3-dimensional environment in which objects can be 

placed at different positions and orientations. The objects in this project included the various vertebrae 

being registered, the screw probe with motion capture markers mounted to it, flat surfaces that acted as 

a floor or walls, cameras that provide different perspectives of the 3D space, and various forms of lighting 

that allow for different visualization effects on the vertebra that can provide better contrast for viewing 

the pedicles. Figure 7-1 shows a screenshot of the software environment, including a panel showing all 

the available objects on the left, a “Scene View” with a freely controllable camera to view the environment 

from any perspective in the middle, and a “Game View” which shows what would be displayed in the 

finalized exported and compiled software. 

 
 (a) 
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 (b) 

Figure 7-1: Screenshot of (a) Unity object panel and scene view and (b) game view including the motion 
capture probe (orange/yellow cylinder), vertebra (white bony object) and capture volume floor and 
walls (blue background). Center image is the screw-camera while the bottom displays the coronal, 
sagittal and transverse views of the vertebra 

In this navigation environment, there are three objects displayed: the probe (yellow and orange cylinder 

in Figure 7-1b), which moves according to the motion capture position and orientation of a 3D-printed 

probe (Figure 7-2), the vertebra (shown in white in Figure 7-1) which would be placed and oriented 

according to the image registration software from Chapter 6: , and the walls and floor of the motion 

capture environment (shown in blue) which includes a grid to allow for calibration experiments to be 

conducted. The vertebra is made translucent to allow for visualization of the pedicle from multiple angles. 

The grid was sized to have 8mm squares to match the distance between pegs on a Lego pegboard. 

Objects that cannot be seen on screen include cameras and lighting sources. There are four cameras, one 

that is aligned with the long axis of the motion capture probe to provide an axial view that is parallel to 

the probe, and three cameras that are aligned to coronal, sagittal and axial views of the vertebra. The 

primary camera is the axial probe camera, as it provides the best view of the pedicle. A directional light is 
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placed at each cardinal direction around the vertebra to enhance the contrast of the edges of the pedicles 

and the rest of the vertebrae. 

7.2.3. Vertebral Placement 

The registered vertebra must be placed in the correct position according to the image registration 

information. This requires proper translation from the image volume coordinate system to the 3D 

vertebral model coordinate system so that the transformations (are applied correctly. The positive and 

negative directional conventions of the images and the model files needed to be standardized.  

The model coordinate system is set according to the motion capture system coordinate system, where 

the left transverse process pointed in the positive X direction, the posterior surface of the vertebra faced 

upwards in the positive Y direction, and the spinous process pointed away from the cameras in the 

negative Z direction. The image coordinate system conventionally involves the (0,0) coordinate on an 

image being top-left most pixel, increasing when moving to the right or moving downwards. As a result, 

in the image coordinate system, the left transverse process is in the negative X direction and the posterior 

surface of the vertebra facing upward in the negative Y direction, while the spinous process points in the 

negative Z direction, similar to the 3D model. A Matlab program was created to translate the 

transformations from image coordinate system to the model coordinate system. 

Positionally, the coordinates of vertices in the model file (in stereolithography or STL format) are set 

according to their original position in the CT scan. The coordinates were translated so that the minimum 

coordinate was (0, 0, 0) and all other vertices were in the positive quadrants. The image itself was 

windowed to remove any extraneous black space so that the minimum coordinate was also (0,0,0) in the 

volume coordinate system. 

Six transformations are calculated from the image registration program and applied to the 3D model. The 

pre-registration includes three rotations, one from the CT symmetry algorithm, one from the 3DUS 

symmetry algorithm, and one from the CT-3DUS slope algorithm. The pre-registration also includes the 

CT centroid to 3DUS centroid transformation. The ICP registration includes one rotation and one 

translation. Each of these transformations are applied sequentially, similar to the image registration 

algorithm. Because the transforms are applied on a single rigid body, it has no significant effect on 

processing time compared with applying them to an image volume where each pixel is transformed. 
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7.2.4. User Interface 

Because this is a proof-of-concept, the workflow of performing registrations has not been completely 

streamlined yet. Three sets of software programs are required to go from ultrasound scan to vertebral 

display. The ultrasound streaming and recording software uses Matlab 2015 32-bit version because the 

Ultrasonix hardware is only able to stream to the 32-bit version of Matlab. The 3DUS user interface is 

shown in Figure 5-4, including a 2D live-stream of ultrasound data, and controls for activating the stream 

and recording data. This software outputs the raw ultrasound 2D images and their corresponding motion 

capture data. 

The image registration software is an automated text-based software that uses Matlab 2019, 64-bit 

version. The updated Matlab version is used to increase the speed of registrations, both because of the 

ability to use more memory for calculations, and the ability to perform parallel processing on registrations. 

The raw ultrasound and motion capture data is inputted into the software, alongside a 3D volume of the 

CT model of the corresponding vertebra. The image registration is performed automatically, displaying 

the CT and 3DUS raw volumes, the overlapped volumes in posterior-anterior view and transverse views 

after pre-registration, and the overlapped volumes in posterior-anterior and transverse views after 

registration to allow for quality control. The software applies the translations and rotations to the 

corresponding 3D model file (OBJ file) for the vertebra. 

Lastly, the software shown in Figure 7-1, developed in Unity, displays the vertebrae. The program requires 

the modified 3D model file which is then displayed in its appropriate position. Open-source code for 

importing .OBJ files and for a file-select user interface was downloaded and modified to allow 

compatibility with this system [240,241]. The motion captured position and orientation of a surgical probe 

is streamed to the virtual probe, allowing to move in real-time on the screen. The source code is shown 

in Appendix 7: Navigation Code 

While the final goal would be to simply have one user interface that includes the ultrasound streaming 

interface, the automated registration software, and the vertebral display, that is beyond the scope of this 

thesis project. The code can be converted into Python in the future which would be compatible with the 

ultrasound hardware, provide parallel processing for image registrations and can interact with Unity. 
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7.3. Navigation Calibration 

7.3.1. Motion Capture Probe Calibration 

The motion capture cameras appeared to be a significant source of error from previous studies. with 3D 

ultrasound positional accuracies at 0.7±0.4mm and probe placement at 1.1±1.1mm and 0.0±1.7° in 

Chapter 5: and surgical registrations being at 1.2±0.5mm and 2.2±2.0o in Chapter 6:  Because these 

measurements were made by analyzing static images, it was difficult to ascertain the source of error. With 

the 3D Unity display though, an experiment measuring the accuracy of probed positions using motion 

capture could be conducted live, allowing for quick and intuitive measurements to be taken.  

The probe (Figure 7-2b) was calibrated by placing it onto a 3D printed calibration square that includes a 

stand for both the 3D ultrasound transducer and a motion capture probe. The drawing and corresponding 

picture for this stand is shown in Figure 7-2. At each of the squared-off corners of the stand, large markers 

were mounted to set the coordinate system of the motion capture system. The ultrasound transducer 

was calibrated by mounting it on the circular mounts forming a triangle above the square in the drawing. 

A water dish with a crosshairs wall phantom is also included for 3D ultrasound calibration if required. To 

the right of the water dish are two cylindrical mounts for the motion capture probe. Lastly, a set of 4.5mm 

and 1.0mm divots are placed along the top of the square to allow for dynamic calibration of the 3D-printed 

probe (4.5mm) and the Digitizing Probe from Chapter 5:  if needed. 

  
 (a) (b) 

Figure 7-2: Drawing of calibration square(a) All dimensions in mm. Picture of calibration square (b) 
including the three reflective markers at each corner, triangular-pillar ultrasound stand (top left), water 
dish with calibration crosshairs (bottom left), and 3D probe calibration stand (center right) 
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First, the repeatability of removing and replacing the ultrasound transducer and 3D probe into the fixed 

calibration stands was tested, because all other measurements would be based on this location. Both 

were removed and replaced ten times and their positions were recorded using the motion capture system. 

From this test, none of the positions differed by more than 0.1mm in any direction for either rigid body 

and the angle varying by 0.2o at most from the average value.  

Next, the 3D probe positional calibration was evaluated. The motion capture software includes an 

automated probe calibration program, involving placing the probe in a half-sphere divot and then rotating 

it in different positions to find the position of the probe tip. This dynamic calibration method was 

compared with a static method which involved simply measuring the X, Y and Z displacements from the 

central probe marker to the tip of the probe using a ruler, and using that as the transform when creating 

the rigid body. Both methods were repeated nine times and standard deviation was calculated to 

determine repeatability of each method. 

The standard deviation using the dynamic method was 0.3mm, compared with the static method which 

was 0.1mm. The static method allowed the probe to be placed in the same position repeatably, while 

there was some variation in the probe position when using the dynamic method. However, when the 

probe is rotated axially along its axis, the probe position would wander in a circle with a 2-3mm radius, 

depending on the roll rotation of the probe. Yaw and pitch did not seem to have a similar effect. It was 

decided that the static method would be used for probe calibration, as it allowed for highly repeatable 

measurements to be taken between calibrations, with the caveat that the probe face would be aligned 

directly with the cameras within 2 degrees. Further study in minimizing the amount of probe wandering 

during rotation would be warranted. 

7.3.2. Grid Accuracy Testing 

With the probe calibrated, the accuracy of the motion capture system relative to the LEGO pegboard could 

be evaluated. The pegboard was first compared with digital calipers and rulers. The LEGO pegboard was 

then compared with the motion capture system by placing the probe at various locations on the pegboard. 

The first experiment would validate the dimensions of the entire LEGO pegboard setup, while the second 

would determine if motion capture aligned with the validated setup. 

First, individual LEGO bricks were measured using digital calipers and the repeatability was recorded. A 

single 4x2 brick theoretically measured 16mm by 32mm. However, to allow for tolerances to fit bricks 
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together, the actual measurements were found to be 15.84±0.02mm by 31.73±0.02mm after performing 

five repeated measurements.  

To determine if this tolerancing was repeatable over long distances on a pegboard, a set of 4x2 bricks 

were placed on a pegboard at increasing spacing from 6 pegs to 18 pegs (48mm to 144mm) and measured 

using digital calipers, with five repeats per measurement. Longer distances of up to 30 pegs (240mm) were 

measured with a ruler with 1mm increments, allowing for tolerance measurements of 0.5mm. Figure 7-3 

shows the results from the caliper measurements. 

 

Figure 7-3: Histogram of difference between actual and theoretical width of LEGO bricks. 

Figure 7-3 shows that the average tolerance is typically between 0.2 and 0.4mm, with the majority being 

close to 0.3mm. The standard deviation of all the measurements together was 0.07mm, showing that the 

LEGO pegboard has a high repeatability. The repeatability of any given single measurement was 0.05mm. 

When measuring longer distances than the calipers, the ruler measurements were found to be the same 

as the theoretical dimensions of the brick. Tolerances less than 0.5mm could not be resolved given the 

1mm increments on the ruler. These results show that the LEGO would be unlikely to be the source of 3D 

ultrasound and surgical registration errors from previous studies. 

The vertical direction was also tested with blocks were stacked on top of each other. A single brick is 

theoretically 9.6mm in height but with tolerancing, the height was found to be typically 9.48±0.03mm. 

Heights of one to four bricks were then measured with calipers, five times. Figure 7-4 shows a histogram 

of the errors from these measurements. 



191 

 

 

Figure 7-4: Histogram of difference between actual and theoretical height of LEGO bricks. 

In this case, the average tolerance was typically within ±0.1mm, again showing a high degree of 

repeatability in measurements. It would be unlikely for the LEGO bricks themselves to be causing errors 

in the motion capture measurements, especially in the magnitude of 1mm as found in the 3D ultrasound 

and surgical registration tests in Chapters 5 and 6. 

7.3.3. Motion Capture Live Accuracy Testing 

The next test compared the positions on the LEGO pegboard with the motion capture live display. The 

pegboard was modeled and recreated in Unity, replacing each peg with a 1mm diameter circle. The tip of 

the probe was modeled with five concentric circles, alternating in color, each being 1mm larger than the 

next to a maximum diameter of 5mm. Figure 7-5 shows the probe on the pegboard. The amount of overlap 

between the probe and the pegs was used to measure the error in probe placement. The average error in 

distance and the standard deviation of these errors were calculated.  

  
 (a) (b) 

Figure 7-5: Probe views, (a) 3D view of the yellow and red probe on the pegboard and (b) top-down view 
of the probe on the pegboard. 

8mm 
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The physical probe and pegboard are shown in Figure 7-6. The grid marked by the black dots in the figure 

are four pegs apart from each other in the X and Z directions. Bricks were added throughout the volume 

to take measurements at different heights, with blue and black bricks being one brick height, red bricks 

denote two brick heights, and yellow bricks denote three brick heights. The full dimensions tested were 

160mm by 224mm with a 28.8mm height. The probe was placed at each location four times at the center 

of the four pegs. The Y positional error (height) itself was not measured because the entry-point on a 

lamina would typically be within the XZ plane, while the screw would be inserted through along the Y 

plane.  

  
 (a) (b) 

Figure 7-6: Probe with motion capture markers (a) and pegboard grid (b) 

Figure 7-7 shows a histogram of the results from this motion capture accuracy test. The RMS error of the 

positional error from live measurements was 0.7±0.5mm with the worst error at 1.5mm. Errors were 

larger when on higher bricks, with the 3-brick height having an RMS error of 1.0±1.0mm compared with 

the base height having an RMS error of 0.6±0.3mm. Errors were marginally higher in the outer rim of the 

plate with RMS error at 0.6±0.2mm compared with and RMS of 0.4±0.2mm in the core regions. 

 

X      Z 
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Figure 7-7: Histogram of motion capture positional error throughout all positions (square brackets 
denote that value is inclusive) 

The motion capture errors from this live experiment corresponded closely with the 3D ultrasound 

positional accuracies at 0.7±0.4mm. With image registrations accuracies being at 0.2±0.1mm for ICP 

registration, the combination of these errors approaches the surgical registration errors of 1.2±0.5mm. 

However, some of the errors found in this study could be from human errors in probe placement, as the 

probe was centered on its location by visual inspection.  

All the errors measured in the experiments so far have involved comparing the motion capture system to 

a ground truth like calipers or the Lego pegboard. However, for this navigation system, it is more 

important that the 3D ultrasound is calibrated properly relative to 3D probe. This remove the build plate 

construction or unsteady human hands as sources of error to allow evaluation of whether there is a 

systematic error in the camera system relative to the real world that is not present when measuring 3D 

ultrasound relative to the probes. 

7.3.4. Repeatability of 3D Ultrasound 

The basic 3D ultrasound calibration has already been outlined in Section 5.4, involving scanning a cross-

hairs phantom and then re-adjusting the transformation between the markers to the transducer surface, 

according to where the center of the crosshairs appears in the volume. 

The repeatability of the 3D ultrasound calibration was tested again, similar to Section 5.4 by performing 

five calibration scans on the built-in calibration square shown in Figure 7-2. The standard deviation of the 

calibration square position measured by the 3D ultrasound was 0.2mm in the X (transverse) direction, 

0.1mm in the Y (vertical) direction and 0.5mm in the Z (axial) direction. This confirmed the previous 

findings that the Z-direction would be the least accurate. 
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7.4. Image Segmentation and Modeling 

7.4.1. Patient Screening 

So far, only the phantom human spine (Figure 7-5) and a cadaveric pig spine (Figure 6-26) have been 

scanned. Extracting a human spine from a CT scan, 3D printing it and using it for scans to test the accuracy 

of the 3D ultrasound image guidance system would be more indicative of the real case. The gaps between 

vertebrae in a true patient are smaller than on the phantom, and the size of the vertebrae themselves 

would be smaller than the adult-sized phantom. The phantom human spine approach was selected over 

the pig spines because of the anatomical differences between humans and pigs, making results from pig 

registrations less applicable to human spines. Ethics approval for retrieving patients’ CT scans was 

obtained and a nurse practitioner from the Edmonton scoliosis clinic was consulted to obtain MRI or CT 

images of patients who underwent AIS surgery.  

The first few sets of data were extracted from patients who underwent an O-arm CT scan during their 

surgery, because they were the most readily available patient CT scans. Scans from three such patients 

were provided by the nurse practitioner for image segmentation. However, the variability in bony contrast 

between each image slice and the high amount of noise in the images, made it complicated to perform 

image segmentation accurately and efficiently. In addition, the O-arm scans were performed at only 4-5 

levels, which limited the usefulness of the resulting 3D-printed spine, as many phantoms would need to 

be printed to scan just two levels. It was decided that using a pre-operative CT or MRI would be more 

appropriate for this project. 

A list of all pediatric posterior fusion surgeries from 2019-2020 was screened for pre-op CT or MRI images 

of patient spines. A total of 20 MRI images from patients with AIS and eight CT scans were extracted and 

exported for segmentation. For these images, the reason for imaging was an important aspect to consider. 

MRI images were typically obtained to rule out neurologic causes or processes that could be related to 

the scoliotic curvature. As a result, most of the MRI images were of the full spine and included multiple 

views at 1mm resolution. 

The CT scans were primarily not ordered for children with idiopathic scoliosis, but for other causes that 

required a CT scan. However, most scans only had a small section of the spine, had congenital 

abnormalities, or had bony translucencies or lesions that were not suitable for segmentation. Only one 

thoracic spine had more than 2 levels between T3 to T11 available for segmentation and was used for CT 

segmentation. The CT scan had a slice thickness of 1.0mm and resolution of 0.4x0.4mm pixels. 
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7.4.2. MRI Segmentation 

Segmentation of MRI images was tested first, as it would be ideal to use MRI imaging pre-operatively 

because of its lack of radiation. A literature review was conducted to determine if there were readily 

available MRI bone segmentation algorithms. Unfortunately, automated algorithms were found to be only 

useable on the vertebral body itself and lacked detail on the spinous process and transverse processes 

[149,242]. Manual segmentation was attempted instead. Seg3D2 (Scientific Computing and Imaging 

Institute, University of Utah, Salt Lake City, Utah, USA) software was used to perform segmentation of the 

bony vertebrae (including transverse processes, spinous processes, laminae, pedicles and vertebral 

bodies) because of its low cost, ease of use, speed, and flexibility.  

The segmentation process involved cropping the relevant spinal region and then performing histogram 

equalization filtering on the image to improve image contrast by spreading out the intensity range of the 

image. The images were median filtered to reduce noise, particularly in the vertebra, and a threshold 

binary filter was applied to remove surrounding soft tissues from the image while keeping the bony 

vertebra. The volume was then manually inspected slice-by-slice to ensure the correct pixels were being 

kept (bony regions). A sample image of a single segmented MRI vertebra is shown in Figure 7-8. 

  
 (a) (b) 

Figure 7-8: Sample of MRI segmentation of the T9 vertebra showing (a) 3D view and (b) and cross 
sections of vertebra with sagittal, transverse and coronal views. 
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The process of extracting even one vertebra was found to be highly variable and unreliable. First, the 

contrast was somewhat inconsistent between slices; especially the posterior elements in which the 

laminae and spinous process tip are relatively thin and have poor contrast relative to surrounding muscles. 

The low resolution of MRI images and the low contrast between laminae and soft tissues made 

segmentation challenging. Even performing segmentation on one vertebra took more than two hours of 

iterative reassessments from multiple directions to ensure the correct pixel was being labeled. It was then 

decided to move onto using CT images as it is easier to perform bone segmentation on CT images since 

MRI segmentation was not meant to be the focus of this study. 

7.4.3. CT Segmentation 

For CT segmentation, a patient with visible T2-to-L1 spines was selected, though there was no curvature 

on this spine. Segmentation was performed in three major phases: contrast enhancement, binary 

thresholding, and volume filling. The contrast was enhanced by reducing noise and applying histogram 

equalization to maximize the effectiveness of the binary thresholding. The volume was thresholded, and 

then the surfaces were smoothed, and holes were filled to provide a solid bony volume. The detailed 

segmentation process was as follows: 

1. The volume was cropped to fit only the spine.  

2. A 2x2 median filter was applied to reduce noise in the volume.  

3. Histogram equalization was applied to improve the intensity spread for better thresholding. 

4. The volume was binary thresholded to isolate the bony regions. Thresholds were selected based 

on visual inspection.  

5. The volume was then eroded and dilated by 2 pixels to remove extraneous noise and to smooth 

bony surfaces.  

6. A hole-filling filter was applied to fill holes within the bony regions.  

7. A manual assessment of the spine was conducted to ensure bony areas were labelled properly.  

8. Lastly, the vertebrae were manually separated at the articular facet joints arbitrarily. These would 

not be visible on ultrasound scan and so the exact separation point was not important.  

The entire process required 2-3 hours for the twelve vertebrae included in the volume. The segmented 

volume is shown in Figure 7-9.  
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 (a) 

 
 (b) 

Figure 7-9: Sample of segmentation of the CT scan including coronal view (a) and sagittal view (b) with 
rightmost vertebra as T1 and leftmost vertebra as T12 

The most time-consuming part of image segmentation was the manual separation of each individual 

vertebra. However, this process could be automated and has been automated by other groups in the past 

[243]. An automated segmentation process is out of the scope of this project but would be useful to 

streamline the guidance system.  

For the purposes of the navigation experiment, the segmented spine was then up-sampled to the same 

resolution as an ultrasound scan (0.2mm resolution) then converted to a 3D model file (OBJ file) using 

Seg3D2. This model file would be used for 3D printing the phantom that would be scanned with the 3D 
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ultrasound navigation system, be the source for the CT image volume for image registration and be the 

model that would be displayed on the navigation screen in Unity. 

7.5. Navigation Pilot Study  

7.5.1. Navigation Pilot Study on Original Phantom 

The accuracy of the navigation system was pilot tested using the same phantom spine from Chapter 6. 

The phantom includes T4 to T9 vertebrae but only T5 to T8 were scanned to ensure that there was a 

vertebra above and below each vertebral level. The model included a LEGO stand but also had the addition 

of holes through the pedicles with a pre-determined trajectory. The pedicle hole trajectories are shown 

in Table 7.1, where pitch about the X-axis rotating in the cranial-caudal direction while yaw is about the 

Y-axis rotating in the medio-lateral direction. Entry-points were selected using free-hand method 

landmarks and trajectories were selected in such a way to prevent pedicle breaches. The hole diameter 

was 4.5mm to fit the 4.5mm tip of the probe shown in Figure 7-6. The rotational error target was <5o while 

the positional error target was 2mm clinically, but 1mm as a technical target [73]. 

Table 7-1: Original phantom pedicle hole trajectories 

 Left Right 

Vertebra Pitch Yaw Pitch Yaw 

T5 9o Inferior 15o Medial 10o Inferior 0o  

T6 8o Inferior 6o Medial 16o Inferior 12o Medial 

T7 4o Inferior 5o Medial 0o 10o Medial 

T8 0o  10o Medial 0o 8o Superior 

Two studies were completed. First a repeatability study was completed with the phantom at the capture 

volume origin. Three scans were completed for each vertebra, to a total of 12 vertebrae scans and 24 

probe insertions. Second, the effect of altering orientation and position were tested independently. The 

orientation of the phantom was kept at the origin in neutral and then placed in roll, pitch and yaw at 15o 

in both directions, to a total of 28 vertebrae scans (7 orientation x 4 vertebrae) and 56 probe insertions. 

The phantom was then repositioned in each of the four cardinal directions, 9.6cm from the origin to a 

total of 16 vertebrae scans (4 position x 4 vertebrae) and 32 probes insertion. There were 88 probes placed 

in total in the accuracy test. Placement positions are shown in Figure 7-10. 
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 (a) (b) 

Figure 7-10: Navigation setup: (a) Phantom vertebra with pedicle holes, (b) Capture volume including 
the origin (blue), the four cardinal directions (yellow) and the three tilting stands (clear) with yaw-left 
at the top, pitch and roll in the middle and yaw-right at the bottom. 

The phantom was placed in the water bath and then was scanned with the 3D ultrasound system. The 3D 

model of the phantom was then registered to the 3D ultrasound image and the transform from the image 

registration program was applied to the 3D model (OBJ model) which was then loaded in Unity and 

displayed on the program screen. 

Entrypoint error was determined by measuring the amount of overlap between the probe and the pedicle 

hole on the screen. As mentioned previously, the simulated probe tip in the software has multiple 

concentric rings which are 1mm larger than the next. Therefore, the width of each ring represents an error 

of 0.5mm on each side, allowing for increments of 0.25mm to be measurable (half-way between the edges 

of each ring). The amount of overlap between the rings and the edge of the hole determined the amount 

of error. The direction of the error was not recorded in this experiment but would be added in subsequent 

testing. Figure 7-11 shows the probe overlapping with the pedicle hole. 

Orientation or trajectory error was measured by the on-screen trajectory of the probe when the probe 

was aligned to the pedicle hole on screen. The on-screen trajectory was compared to the designed hole 

trajectory, including the modifications that come from mounting the vertebra on the tilting stands. Figure 

7-11 shows the trajectory values displayed on the screen during the experiment. One of the complications 

in measuring angles in Euler angles is that when three angles are measured at the same time, there are 

multiple possible combinations of angles that can represent the same 3D rotation. In our case, the axial 
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(roll) rotation about the axis of the probe is not important since it does not contribute to the probe 

trajectory. The main drawback though, was that the roll angle would need to be zero, aligned to the 

cameras, which would allow for the more repeatable static calibration method in Section 7.3.3 to be used, 

at the expense of needing to be more careful with roll rotations. 

For both position and orientation, the average entry-point and trajectory error and standard deviation 

were calculated for probe placements in each of the vertebrae. The scan time, user-action time and 

processing time were also recorded. A 3.6 GHz 4th generation Core i7 with 16GB of RAM computer was 

used. User-action time included activating the 3DUS stream and opening the navigation software. 

  
 (a) (b) 

Figure 7-11: Virtual display of translucent vertebra including the probe (red and yellow concentric 
circles) placed into pedicle hole (a), and the Euler angles of the probe displayed (b) 

The results of the repeatability experiment are shown in Figure 7-12. The overall average entry-point 

repeatability was 0.3±0.1mm (n = 24), with 0.5mm being the worst repeatability (T6 vertebra). The 

average trajectory repeatability was 0.3±0.1o (n = 24), worst at 0.4o (T6 vertebra). The repeatabilities of 

both were high for all the vertebrae. 

   
 (a) (b) 

Figure 7-12: Entry-point (a) and trajectory error (b) from repeatability test: three measurements in each 
hole for each vertebra at the capture volume origin 
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The result of the accuracy experiment is shown in Figure 7-13. Of the 88 placements, one probe placement 

was outside the 2mm clinical standard, while all the trajectory errors were within the 5-degree target. The 

average entry point error was 1.3±0.4mm while the average trajectory error was 1.3±0.7o. Surprisingly, 

the T6 vertebra had the highest error, potentially because the pitch angle was largest.  

 
 (a) (b) 

Figure 7-13: Histograms of (a) entry-point and (b) trajectory errors from pilot test 

The entry-point errors were in line with the surgical registration errors found in Chapter 6 of 1.2±0.5mm. 

The trajectory error improved from 2.2±2.0o from Chapter 6, likely due to the different standards being 

used between the two studies. The image registration orientation was compared to the theoretically 

perfect case, while the navigation hole trajectory compared the 3D ultrasound with the motion capture 

probe which are calibrated with the Lego pegboard’s alignment. This would be more realistic, as the more 

important error for the surgeon is between 3D ultrasound and probe insertion. 

The average ultrasound scanning time was 14.5±1.8s. The registration processing time was 15.5±2.1s. The 

user action time required 16.0±2.6s. The total time per scan was 46.0±4.7s. It would be expected that the 

final system would have a more streamlined user-interface that would reduce the user-action time by at 

least 10 seconds, as the only user-actions would be to activate the function to record an ultrasound scan.  

However, further investigation in the image registration process found a programming error that led to 

the optimal registration not being selected. Rather than the best registration, the last ICP registration that 

was being processed being selected in the program. This would involve the ICP algorithm with the largest 

inlier ratio (0.8) and largest grid size (9) being applied to the registration, which would typically be one of 

the better registrations out of the fifteen being applied, due to its high inlier ratio. This error would be 
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corrected in subsequent navigation experiments. Overall, while the accuracies were promising, they could 

potentially be even higher if the correct registration was selected and used. 

7.5.2. Navigation Pilot Study on Large CT Spine Phantom 

The next navigation experiment involved the 3D spine model created from CT images described in Section 

7.3. The 3D model and the 3D image volume were oriented according to the standard outlined in Section 

7.1.3. The spine itself was then 3D printed in two different sections, one with T2 to T8 (shown in Figure 

7-14 on the left) and one from T7 to T12. The pedicle hole trajectories were again selected by using free-

hand probe insertion landmarks to select the entry-point and then using a trajectory that would not 

breach the pedicle. The list of trajectories is shown in Table 7-2 with T3 to T7 being on the first phantom 

and T8 to T11 being on the second. T2 and T12 were not included as they were the end vertebrae and 

would not have a vertebra above or below them, which could bias their error results. 

Table 7-2: Pedicle hole trajectories for pilot study 

 Left Right 

Vertebra Pitch Yaw Pitch Yaw 

T3 6o Inferior 5o Medial 7o Inferior 4o Medial 

T4 8o Inferior 4o Medial 5o Inferior 5o Medial 

T5 0o 7o Medial 0o 4o Medial 

T6 8o Superior 7o Medial 7o Superior 5o Medial 

T7 4o Superior 0o 9o Superior 0o 

T8 15o Inferior 0o 10o Inferior 0o 

T9 7o Inferior 0o 0o 0o 

T10 4o Superior 0o 6o Superior 0o 

T11 0o 0o 4o Inferior 0o 

The spine was mistakenly scaled to a larger size during the conversion process from image to solid model 

(1.25x the original size). Each spine was also mistakenly printed in different surface finishes, with the T2-

T8 being matte and the T7-T12 being glossy like the previous spines. The previous spines (from Chapter 6: 

and in Figure 7-10) were printed in glossy as it was thought that they would result in better reflections to 

represent bony reflections. Even with these unexpected changes, the experiment was conducted as an 

opportunity to determine if a larger spine would result in poorer registrations due to the increased 

scanning surface area resulting in larger artifacts and more pronounced calibration errors from longer 

scans, and to compare the effect of the surface finish of the spines on scan quality. Figure 7-14 shows the 

two phantoms used in this study. 
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 (a) (b) 

Figure 7-14: Oversized phantoms in (a) coronal view and (b) sagittal view. In each figure, the surface 
finish of the left spine is matte and glossy on the right. Lego blocks for scale are 32x16mm. 

A similar experimental design to Section 7.5.1 was undertaken for this second pilot study on the 1:1.25 

scaled CT spine. A repeatability study on the nine levels (T3 to T11) was completed (9 vertebral levels x 3 

scans = 27 scans), followed by accuracy testing by re-orienting the phantom at the origin to +/-15o in roll, 

pitch and yaw (6 orientations x 2 vertebral levels x 2 scans = 24 scans), and by re-positioning the phantom, 

this time at the corners of a 25.6x12.8cm (32 pegs long by 16 pegs wide) capture area (4 corners x 2 

vertebral levels x 2 scans=8 scans). An additional accuracy test was completed, combining positions at the 

corners with orientations (4 positions x 3 orientations x 2 scans=24 scans), with vertebrae were 

randomized amongst the positions and orientations, using a fractional factorial approach to balance the 

distribution of position, orientation and vertebrae. A total of 83 scans were completed and therefore 166 

pedicle holes were probed. 

The repeatability of the measurements at the origin are displayed in Figure 7-15. The average entry-point 

repeatability was 0.3±0.1mm while the average trajectory repeatability was 0.5±0.2o. These values remain 

in line with those from the pilot study, though trajectory repeatability worsened slightly from 0.3±0.1o. 
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 (a) (b) 

Figure 7-15: Histograms of (a) entry-point and (b) trajectory error from repeatability test: three 
measurements in each hole for each vertebra at the capture volume origin 

For the orientation test (comparing roll, pitch and yaw in each direction), the entry-point error was 

0.5±0.4mm (Range:0.0-1.3mm) while the trajectory error was 1.4±0.9o (Range:0.1-4.5o). For the position 

test (comparing placement at each of the cardinal directions), the entry-point error was 0.3±0.3mm 

(Range:0.0-0.8mm) while the trajectory error was 1.4±0.8o (Range:0.1-2.8o). Figure 7-16 and Figure 7-17 

show histograms of the error distribution observed in the orientation and position tests, respectively.  

 
 (a) (b) 

Figure 7-16: Histograms of (a) entry-point and (b) trajectory error of the probe placement from the 
orientation test (phantom rotated in roll, pitch and yaw varied in both directions) 
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 (a) (b) 

Figure 7-17: Histograms of (a) entry-point and (b) trajectory error of the probe placement from the 
position test (phantom placed at each cardinal direction) 

The entry-point error was lower in the position test than the orientation test (0.3 vs 0.5mm), suggesting 

that changing position may have a smaller effect on entry-point than changing orientation. The trajectory 

accuracies were similar at 1.4o, though the orientation test had two results with angles greater than four 

degrees. The reduced accuracy on both vertebrae is likely due to the holes being pitched towards the 

cameras resulting in marker occlusion in this orientation. The vertebrae on the cranial side of the spine 

tend to follow a kyphotic angle relative to the neutral plane, resulting in the probe pointing towards the 

cameras and markers potentially being partially occluded. Part of the challenge was also the 32 x 16 peg 

rectangle of the capture volume, with measurements taken at the regions closest to the cameras having 

markers occluded by the tank itself for twelve measurements.  

For the mixed orientation and position test (combining different orientations with different cardinal 

positions), the average entry-point error was 0.5±0.5mm (Range:0.0-1.5mm) while the average trajectory 

error was 2.0±0.8o (Range:0.4-3.8o). Figure 7-18 shows a histogram of these results. The angular error was 

larger for the mixed test when compared with position or orientation test alone. The average was within 

the 1mm and 5o error technical standard (83.3% success rate) and all probe placements were well within 

the 2mm clinical standard.  
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 (a) (b) 

Figure 7-18: Histograms of (a) entry-point and (b) trajectory accuracy from mixed orientation and 
position test 

Compared with the first pilot test which used sub-optimal ICP registration parameters, the entry-point 

errors were dramatically improved from 1.3±0.4mm to 0.5±0.5mm using the optimized registration. When 

comparing only the separated results, the trajectory error from the original study was 1.3±0.7o compared 

with 1.4±0.8o for the orientation and 1.4±0.9o for the position test, both being almost identical to the 

previous study. Selecting the best ICP registration had a larger effect on positional error than rotational 

error. 

Importantly, the entry-point errors were smaller than the surgical registration errors which were 

1.2±0.5mm and 2.2±2.0o. While the surgical registrations compared the vertebral position to the ideal 

case, where the cameras are aligned perfectly to the Lego pegboard and mounts are perfectly mated 

together, this experiment used the probe position to determine the accuracy of the 3D ultrasound 

position. This indicated that with proper calibration between the 3D ultrasound and probe, the motion 

capture accuracies could be improved.  

The average processing time for registrations was 18.9±3.1s, longer than the 15.5±2.1s from the previous 

study which had smaller vertebrae. The vertebrae in this study would likely apply to patients with the 

largest spines. Comparing with anthropometric studies, the transverse process left-to-right distance in the 

T12 vertebra was 65mm compared with 53.1±4.7mm, and the spinous process height was 20mm 

compared with 18.0±1.5 in one study, making this in the 75-95th percentile of adult size [244]. 
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Lastly, the scan quality of the matte-printed spine (T3-T7 levels) was superior to the glossy-printed spine 

(T8-T11 levels) (shown in Figure 7-19). However, the effect on navigation accuracy is unclear. While the 

matte spine did have better overall accuracies (0.4±0.4mm and 1.7±0.8o compared with 0.6±0.6mm and 

2.2o±0.8o), it is unknown if it was because of the vertebral shape of the more cranial levels, or actually 

because of surface finish. However, the matte spines had similar reflectivity and clarity in contrast as the 

pig spines when visually comparing them. The matte finish may have increased the surface area with the 

water due to the textured surface, resulting in a larger proportion of surfaces that would be orthogonal 

to the transducer to reflect sound signals back. This texturing would be found in bone as well, making the 

matte finish more realistic. The final experiment would use matte-printed spines rather than glossy spines.  

    
 (a) (b) (c) 

Figure 7-19: Sample ultrasound images from (a) matte spine, (b) glossy spine and (c) pig spine at the 
spinous process 

7.6. Navigation Study 

7.6.1. Experimental Design 

The final experiment in the navigation accuracy evaluation attempted to provide a much larger dataset to 

determine the effects of orientation, position and vertebral level on the accuracy of scans. A total of 684 

probes, or 342 scans were completed. The details of the factors being tested are outlined below. 

The CT-scanned phantoms were scaled to the correct size and printed in matte. Figure 7-20 shows coronal 

and sagittal views of these phantoms which include T2 to T8 levels on the first phantom (scan T3 to T7) 

and includes T7 to T12 on the second phantom (scanned T8 to T11). 
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Figure 7-20: Coronal and sagittal views of the two 3D printed phantoms 

Again, the phantoms included a Lego mount and holes with known trajectory going into the spine. The 

trajectories are shown in Table 7-3 with T3 to T7 on the first phantom and T8 to T11 on the second 

phantom. 

Table 7-3: Pedicle hole trajectories for navigation study 

 Left  Right  

Vertebra Pitch Yaw Pitch Yaw 

T3 18o Inferior 10o Medial 18o Inferior 8o Medial 

T4 13o Inferior 11o Medial 14o Inferior 13o Medial 

T5 10o Inferior 14o Medial 12o Inferior 11o Medial 

T6 0o 8o Medial 2o Inferior 5o Medial 

T7 2o Inferior 7o Medial 5o Inferior 3o Medial 

T8 11o Inferior 10o Medial 10o Inferior 5o Medial 

T9 10o Inferior 5o Medial 14o Inferior 3o Medial 

T10 4o Inferior 4o Medial 5o Inferior 7o Medial 

T11 5o Inferior 0o 3o Inferior 2o Medial  

The experimental setup was similar to the pilot test, with the capture volume origin set using the 

calibration square and then placing one of the phantoms at the origin or at each corner of a 19.2x12.8cm 

rectangle (24 pegs long by 16 pegs). A smaller length was used to prevent occlusion of markers from the 

tank walls, which hampered the ability to take reliable measurements for some of the conditions near the 

boundaries in the previous pilot test. Figure 7-21: Top-down view of pegboard, showing the scale of the 

calibration square (left) and the T7-T12 vertebra mounted in yaw-negative (left) at center, and T2-T8 

vertebra mounted in pitch-negative (up) on the north-east corner shows the experimental setup. 
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Figure 7-21: Top-down view of pegboard, showing the scale of the calibration square (left) and the T7-
T12 vertebra mounted in yaw-negative (left) at center, and T2-T8 vertebra mounted in pitch-negative 
(up) on the north-east corner 

Two experiments were undertaken. In the first, the phantom was placed at the capture volume origin 

then oriented in neutral, and yaw, pitch and roll in both directions. The orientations were altered in this 

experiment, increasing yaw to 30o in both directions to better represent the potential angles being 

captured in surgery. Pitch and roll were kept at 15o because the tank was not deep enough to allow for a 

30o pitch or roll. The orientation test was repeated due to the previous studies finding that orientation 

had a larger effect on errors than position. All vertebrae and orientation combinations were completed, 

with two scans each (9 vertebrae x 7 orientations x 2 scans = 126 scans, 252 probes). 

Second, the phantom was placed at each of the four corners of the capture volume in one of the six tilted 

orientations, and at either the base-plate height or a height of two bricks (19.2mm high). The full set of 

vertebrae, orientations, positions and heights were not scanned as it would result in a huge number of 

scans needing to be undertaken (864 scans). Instead, 108 combinations were randomized (for 216 scans), 

using a balanced approach to ensure that each vertebra, each position, each height and each orientation 

was represented an equal number of times. The randomized but balanced combinations selected in this 

experiment are shown in Table 7-4. 



210 

 

Table 7-4: Vertebra, position, height and orientation combinations 

 

Positions 

Orientation NW-U NW-D SW-U SW-D SE-U SE-D NE-U NE-D Extra 

Y+ T6 T4 T3 T5 T3 T5 T4 T7 T10A 

Y+ T9 T7 T11 T8 T11 T10 T8 T9 T6 

Y- T6 T9 T7 T4 T8 T7 T5 T6 T11 

Y- T3 T5 T8 T10 T9 T11 T10 T3 T4 

R+ T8 T10 T5 T4 T4 T3 T6 T5 T3A 

R+ T11 T9 T6 T7 T7 T9 T11 T8 T10B 

R- T8 T4 T7 T3 T5 T4 T9 T11 T5 

R- T10 T6 T9 T11 T6 T8 T7 T10 T3B 

P+ T3 T11 T4 T6 T11 T3 T10 T5 T7 

P+ T5 T8 T9 T10 T7 T8 T6 T4 T9B 

P- T4 T3 T5 T6 T4 T5 T3 T9 T9A 

P- T7 T11 T10 T8 T10 T6 T7 T11 T8 

Extra T10A T5 

T7 

T11 

T3A 

T9A T9B T6 

T10B 

T4 

T8 

T3B 
 

NW: Northwest, NE: Northeast, SW: Southwest, SE: Southeast 

U: Up (2 bricks/19.2mm), D: Down (Baseplate) 

Y+: Yaw Right, Y-: Yaw Left, R+: Roll Left, R- Roll Right, P+: Pitch Down, P- Pitch Up 

Extra: Additional vertebra in that position or orientation category 

For both origin and corner experiments, ANOVA analysis was completed to determine if there was a 

significant difference in entry-point and trajectory errors between the different categories being analyzed. 

Levene’s test was applied to determine if a conventional ANOVA or a Welch’s ANOVA would be used, with 

the latter used if variances were not homogeneous. Games-Howell testing was applied post-hoc if there 

were significant differences between means. 

7.6.2. Origin Experiment Results  

A histogram of the trajectory and entry-point errors are given in Figure 7-22. When combining the 

trajectory angles and entry-point positional errors together, the average entry-point error was 0.4±0.4mm 

while the average trajectory error was 2.2±1.0o. One rotational error was larger than the 5o (T5 pitch+) 

while 12 entry-points were larger than the 1mm technical goal (95.3% success rate) and none were above 

the 2mm clinical standard[73]. 
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 (a) (b) 

Figure 7-22: Histograms of (a) entry-point and (b) trajectory accuracy from origin experiment. 

To gain a better understanding of how orientation and vertebral level may have affected results, the 

individual pitch and yaw trajectories and X and Z entry-point errors were compared using ANOVA analysis.  

First, comparing the left hole and the right hole, the mean and standard deviation of each error is given 

in Table 7-5. A paired t-test showed significant differences for all errors except Z errors, indicating that 

their mean errors are different. Having holes on the same vertebral body results in their mean errors being 

similar, but not enough to justify simply measuring one hole’s accuracy to represent the other hole’s 

accuracy. 

Table 7-5: Probe insertion errors comparing left and right holes in origin test 

Hole Pitch Error (o) Yaw Error (o) X Error (mm) Z Error (mm) 

Left 0.6±1.5 -1.5±1.3 0.1±0.4 -0.1±0.4 

Right 0.4±1.4 -1.5±1.2 -0.1±0.4 -0.1±0.4 

P-values p<0.01 p<0.01 p<0.01 p=0.76 

The accuracies according to orientation of vertebrae are shown in Figure 7-23. Overall, the average pitch 

error was 0.5±1.6o and the error for yaw was -1.5±1.3o. The average X (medio-lateral) error was 0±0.4mm 

and -0.1±0.4mm for Z (cephal-caudal) error. 
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 Left Hole Right Hole  

       
 (a) (b) 

  
 (c) (d) 

Figure 7-23: Mean error and standard deviation of entry-point (a,b) and trajectory (c,d) errors from 
probing the left hole (a,c) and the right hole (b,d), analyzed according to orientation. 

The graphs show a few important results. First, the neutral orientation tends to have the most repeatable 

results, having the smallest standard deviation (except Z-error in Roll-). This is likely due to the orientation 

being aligned to the calibration square. Second, there is a systematic error in both pitch and yaw rotations, 

with all the yaw errors being negative (average -1.5o, range -1.1 to -2.4o), and most of the pitch errors 

being positive (average 1.5o, range -0.5 to 2.3o). The rotational calibration of the system may need to 

account for these systematic errors. 

Levene’s tests for homogeneity of variances showed significant differences in entry-point and trajectory 

variances and so Welch’s ANOVA was applied. Significant differences were found for entry-point and 

trajectory errors except Z-position errors in the left hole. All p-values from all the ANOVA analyses are 
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shown in Table 7-7: Mean, standard deviation, range of means of entrypoint and trajectory errors in each 

category and ANOVA results from origin and corner tests. 

Post-hoc testing showed no statistically significant differences in entry-point error for either X errors or Z 

errors in either left or right holes, regardless of the orientation. For pitch trajectory error for both holes, 

orientations in neutral, pitch- and roll- were statistically different from yaw+, pitch+ and roll+. The yaw- 

orientation was not different between orientations in the left hole but was different from the second 

group in the right hole. For yaw error, only the neutral and yaw+ orientations were statistically different 

in the left hole. Larger errors are found in the yaw+, pitch+ and roll+ in Figure 7-23. An obvious 

experimental reason for these errors being increased could not be identified. Further investigation into 

the source of these errors, the effect of camera position and marker position on these orientations could 

be warranted. 

There were systematic errors in the positional errors in the left hole, all of which were negative. However, 

their magnitude was small, with average errors within 0.1mm for both right and left holes in both the X 

and Z directions. Although it is good to know that positional errors do not vary significantly depending on 

the orientation of the vertebra, the positional errors approaching the 2mm mark remain a concern for 

position variations. 

Figure 7-24 shows the mean and standard deviation of entry-point and trajectory errors, organizing 

according to which vertebra was scanned.  
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 Left Hole Right Hole  

    
 (a) (b) 

   
 (c) (d) 

Figure 7-24: Mean error and standard deviation of entry-point (a,b) and trajectory (c,d) errors from 
probing the left hole (a,c) and the right hole (b,d), analyzed according to vertebra. 

For this test, the variances were found to be homogeneous. ANOVA analysis only found a difference in 

errors for yaw in the left hole, and Z-errors in the right hole. For Z-errors in the right hole, post-hoc testing 

showed that only T3 error differed from T6 and T7 statistically. The small errors in T6 and T7 could be due 

to the algorithm originally using the T6 vertebra as the template for image registration.  

Post-hoc testing showed that for yaw error in the left hole, T4 was different from T9 and T10. From Figure 

7-24c, the vertebrae on the first phantom (T3 to T7) have a larger error at close to -2.0o compared to the 

second T8 to T11 phantom at -1.0o. While the exact cause is unknown, the first phantom’s mount may 

have had a slight tilt resulting in larger yaw rotations than expected. Overall, the fact that there were only 

two statistically significant differences (differing by 1-1.5o, within clinical significance) showed that 

vertebral level had a minimal impact on entry-point and trajectory errors.  
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7.6.3. Corner Experiment Overall Errors 

A histogram of the entry-point and trajectory errors from the corner experiment is shown in Figure 7-25: 

Histograms of (a) entry-point and (b) trajectory accuracy from corner experiment. None of these errors 

exceeded 2mm or 5o while 19/432 exceeded the 1mm technical target (95.6% success rate). The average 

positional error was 0.5±0.3mm while the average trajectory error was 2.0±0.8o. These results are 

promising in providing adequate accuracy for surgery. The average processing time was 8.9±1.4s which 

would also be adequate for surgery.  

 

 (a) (b) 

Figure 7-25: Histograms of (a) entry-point and (b) trajectory accuracy from corner experiment 

Although these values are within the desired range, it would be useful to determine if there may have 

been a relationship between scan position, vertebral orientation or vertebral level on results. Analysis was 

performed to determine the effect of left vs right holes, position on the X and Z plane, the height of the 

vertebra, the orientation of the vertebra and the vertebral level. The average pitch error was 0.4±1.5o 

while the average yaw error was -0.8±1.3o. The average X-error (transverse) was 0.1±0.3mm while the 

average Z-error (axial) was -0.1±0.5mm. These values corresponded closely with the origin test errors. 

7.6.4. Corner Experiment: Left vs Right Holes 

Table 7-6 shows the average errors in each dimension for the left vs right holes. Comparing the accuracy 

when inserting into the left vs right holes, the paired t-test showed that both trajectory errors were 

statistically significant, as well as the Z (cephal-caudal) entry-point errors. This was opposite to the origin 

experiment. The Z-error standard deviation was larger than the X-error standard deviation though this 
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was still within clinical accuracy. This result aligned with the 3D ultrasound calibration results showing 

poorer repeatability in the Z-direction, due this being the camera depth direction, and due to it being the 

ultrasound transducer elevation direction. 

Table 7-6: Probe insertion errors comparing left and right holes in corner test 

Hole Pitch Error (o) Yaw Error (o) X Error (mm) Z Error (mm) 

Left 0.4±1.5 -0.9±1.4 0.1±0.3 0.0±0.5 

Right 0.3±1.4 -0.7±1.3 0.1±0.3 -0.2±0.5 

P-values p<0.05 p<0.05 p=0.45 p<0.05 

7.6.5. Corner Experiment: Errors vs Position (Cardinal Directions) 

Figure 7-26 displays the pitch, yaw, X (transverse) position and Z (axial) position errors, analyzed according 

to their position on the pegboard.  

 Left Hole Right Hole 

   
 (a) (b) 

  
 (c) (d) 

Figure 7-26: Mean error and standard deviation of entry-point (a,b) and trajectory (c,d) errors from 
probing the left hole (a,c) and the right hole (b,d), analyzed according to position on pegboard 

-1.0

-0.8

-0.6

-0.4

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

NW NE SE SW

En
tr

y-
p

o
in

t 
Er

ro
r 

(m
m

)

X Error Z Error

-1.0

-0.8

-0.6

-0.4

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

NW NE SE SW

En
tr

y-
p

o
in

t 
Er

ro
r 

(m
m

)

X Error Z Error

-4.0

-3.0

-2.0

-1.0

0.0

1.0

2.0

3.0

NW NE SE SW

Tr
aj

e
ct

o
ry

 E
rr

o
r 

(d
e

gr
e

e
s)

Pitch Error Yaw Error

-4.0

-3.0

-2.0

-1.0

0.0

1.0

2.0

3.0

NW NE SE SW

Tr
aj

e
ct

o
ry

 E
rr

o
r 

(d
e

gr
e

e
s)

Pitch Error Yaw Error



217 

 

From Welch’s ANOVA analysis the X position was not statistically significant for either hole (p=0.88 for left 

and p=0.74 for right) while the Z-error and both trajectory errors had statistically significant differences. 

From the post-hoc analysis for Z-positional errors, there were differences in the NW and SW errors in the 

left hole while in the right hole, both NW and NE errors differed from SE and SW errors. There appeared 

to be a position-dependence in errors with the north positions being closer to the cameras and having 

larger errors than the south positions. 

For pitch errors, the NW and SW corners differed from the NE corner for pitch error, while the NW corner 

differed from the SE only in the left hole. For yaw errors, the NW and SW errors only differed from the NE 

positions for both holes. The SE corner had no difference from any other position. Trajectory error seemed 

affected by where the measurements were being recorded. This could be explained by the cameras being 

at a sharper angle to the probe in the closer regions, resulting in more marker overlap. These results 

aligned with the positional accuracy findings in Section 5.6. 
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7.6.6. Corner Experiment: Errors vs Height 

Figure 7-27 compares errors in pitch, yaw, X-position, and Z-position according to testing height.  

 Left Hole Right Hole 

 
 (a) (b) 

   
 (c) (d) 

Figure 7-27: Mean error and standard deviation of entry-point (a,b) and trajectory (c,d) errors from 
probing the left hole (a,c) and the right hole (b,d), analyzed according to height on pegboard (0mm and 
19.2mm heights) 

There was no difference between base and elevated positions for any of the accuracies, indicating that 

the height variations did not influence placement errors.  
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7.6.7. Corner Experiment: Errors vs Orientation 

Figure 7-28 compare the accuracies of pitch, yaw, X-position and Z-position according to the orientation 

of the vertebral placement.  

 Left Hole Right Hole 

 
 (a) (b) 

   
 (c) (d) 

Figure 7-28: Mean error and standard deviation of entry-point (a,b) and trajectory (c,d) errors from 
probing the left hole (a,c) and the right hole (b,d), analyzed according to six vertebral orientations 

From the Welch’s ANOVA analysis of positional errors, the X-position errors in both holes were not 

significantly different (p=0.29 for left and p=0.33 for right) but Z-position errors were different for both 

(p<0.05). From post-hoc testing, the Z-errors from tilting the vertebra in Yaw+, Pitch+, Roll+ and Roll- were 

statistically different from Yaw- and Pitch- in both left and right holes. Comparing with the origin tests in 

Section 7.6.2,a similar pattern was found where the Z-errors in the Yaw+, Pitch+, Roll+ and Roll- 

orientations were more negative than the Yaw- and Pitch- errors. However, the in the origin test were not 

statistically significant.  
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The trajectory error differences were significant for both pitch and yaw orientations in both holes 

(p<0.05). From post-hoc testing, the pitch trajectory error from tilting the vertebra in Pitch- differed from 

Pitch+ and Roll+ for both holes. For the left hole, Pitch- differed from Yaw- and Roll- as well, though all 

these errors were close to zero. The pitch error was worse for the Pitch+ orientation, which corresponds 

with the probe being tilted towards the cameras resulting in potential marker occlusion. For yaw 

trajectory error, there were no statistically significant differences between different orientations from 

post-hoc testing. 

Comparing with the origin test in Section 7.5.2, for pitch trajectory error, the Pitch+ and Roll+ errors 

performed the worst in both origin and corner tests. For yaw trajectory errors, orientations with the worst 

performance Yaw+, Pitch+ and Roll- had the worst performance in both tests as well. In both tests, the 

error was negative, which suggests there is a systematic error present across the orientations. This 

consistent trend indicates that there are systematic errors that could be accounted for with further 

investigation. Further investigation into these errors may allow the navigation errors to be improved. 
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7.6.8. Corner Experiment: Errors vs Vertebral Level 

Figure 7-29 compares the errors in pitch, yaw, X-position and Z-position according to the vertebral level.  

 Left Hole Right Hole 

  
 (a) (b) 

   
 (c) (d) 

Figure 7-29: Mean error and standard deviation of entry-point (a,b) and trajectory (c,d) errors from 
probing the left hole (a,c) and the right hole (b,d), analyzed according to vertebral level 

From the Welch’s ANOVA analysis of entry-point errors, the Z-errors were statistically significant between 

levels (p<0.05) while the X-errors were only different for the left hole, not the right (p=0.28). In post-hoc 

testing, for the Z-direction, the only statistically significant difference was the T6 from T3, T4 and T9 in 

both holes. The Z-errors had larger variations, though errors remained below 0.5mm. The larger negative 

errors in the T3-T5 levels and the positive errors in T6 corresponded with the origin test, though the T6 
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errors in the origin test were closer to zero. The X-direction had no significant difference in entry-point 

errors between vertebrae from post-hoc testing. 

For trajectory, the pitch errors were statistically significantly different between vertebral levels (p<0.05). 

Yaws were not significant for either hole. From post-hoc testing, the T7 vertebra in the left hole was 

significantly different from the T3, T4, T10 and T11 levels for pitch while T8 was different from only T3. 

The peak in pitch errors in the T7 vertebra also corresponded with the origin test. For the right hole, both 

T7 and T8 differed only from T3. There appeared to be some increase in errors from the T7 and T8 

vertebrae from this study, perhaps because these were the end vertebrae on their respective phantoms. 

A summary of the ANOVA findings from both the origin and the corner tests is displayed in Table 7.7. The 

mean and standard deviation of each error is shown. The range of means within each category is also 

shown (eg: the range of means for each orientation). 

Probe placement accuracies are affected the most by position on the build plate and orientation of the 

vertebra. Varying height did not affect accuracy results. The T6 vertebra had different and worse errors 

than the other vertebrae in the Z-direction entry-point, while the T7 and T8 vertebrae had different and 

worse errors than the others the pitch trajectory. Importantly though, all the mean errors were within the 

5o and 2mm accuracy targets, while more than 95% of the positional errors within 1mm. These results 

help direct where further investigation may be required which will be discussed in the next section. 

  



223 

 

Table 7-7: Mean, standard deviation, range of means of entrypoint and trajectory errors in each 
category and ANOVA results from origin and corner tests 

Origin Test 

Hole Error  
Mean±SD 

Position Height Orientation Vertebra Level 

Left Pitch (o) 

0.4±1.4 

  -0.5 to 1.9 

p<0.05 

-0.5 to 0.9 

p=0.96 

Yaw (o) 

-1.2±1.2 

  -2.0 to -0.8 

p<0.05 

-1.7 to -0.5 

p<0.05 

X (mm) 

-0.1±0.4 

  -0.4 to 0.0 

p<0.05 

-0.3 to 0.0 

p=0.89 

Z (mm) 

-0.2±0.4 

  -0.3 to 0.0 

p=0.09 

-0.3 to 0.1 

p=0.06 

Right Pitch (o)  

0.7±1.8 

  -0.5 to 2.1 

p<0.05 

0.2 to 1.1 

p=0.39 

Yaw (o) 

-1.6±1.4 

  -1.1 to 2.3 

p<0.05 

-2.4 to -0.9 

p=0.17 

X (mm) 

0.1±0.3 

  -0.2 to 0.3 

p<0.05 

-0.1 to 0.2 

p=0.12 

Z (mm) 

0.1±0.5 

  -0.2 to 0.0 

p<0.05 

-0.2 to 0.3 

p<0.05 

Corner Test 

Hole Error 
Mean±SD 

Position Height Orientation Vertebra Level 

Left Pitch (o) 

0.4±1.5 

-0.1 to 0.9 

p<0.05 

0.4 to 0.4 

p=0.83 

-0.6 to 0.8 

p<0.05 

0.0 to 1.6 

p<0.05 

Yaw (o) 

-0.9±1.4 

-1.2 to -0.3 

p <0.05 

-0.9 to -0.8 

p =0.56 

-1.3 to -0.5 

p<0.05 

-1.2 to -0.4 

p=0.27 

X (mm) 

0.1±0.3 

0.1 to 0.1 

p=0.88 

0.1 to 0.1 

p=0.72 

0.0 to 0.2 

p=0.39 

0.0 to 0.2 

p<0.05 

Z (mm) 

0.0±0.5 

-0.2 to 0.0 

p<0.05 

-0.1 to 0.0 

p=0.54 

-0.2 to 0.3 

p<0.05 

-0.2 to 0.3 

p<0.05 

Right Pitch (o)  

0.3±1.4 

-0.2 to 0.7 

p<0.05 

0.2 to 0.4 

p=0.50 

-0.6 to 0.7 

p<0.05 

-0.6 to 1.1 

p<0.05 

Yaw (o) 

-1.6±1.4 

-1.2 to -0.1 

p<0.05 

-0.9 to -0.6 

p=0.22 

-1.1 to -0.3 

p<0.05 

-1.2 to -0.4 

p<0.05 

X (mm) 

0.1±0.3 

0.0 to 0.1 

p=0.74 

0.1 to 0.1 

p=0.62 

0.0 to 0.1 

p=0.31 

0.0 to 0.2 

p=0.28 

Z (mm) 

-0.2±0.5 

-0.3 to 0.0 

p<0.05 

-0.2 to -0.1 

p=0.40 

-0.4 to 0.1 

p<0.05 

-0.5 to 0.2 

p<0.05 
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7.6.9. Discussion  

Out of a total of 252 origin probe placements and 432 corner probe placements, there was one probing 

that failed accuracy criteria due to a rotation >5o, no placements that failed accuracy criteria due to >2mm 

placement, and 31 placements that failed technical criteria of 1mm (4.5%). While the results are 

promising, continued work needs to be undertaken to reduce systematic errors in rotation and determine 

the conditions for which accuracy is likely to worsen. 

As mentioned previously, there were systematic errors present in the trajectory results in this experiment, 

noted by the average pitch error being 0.4±1.5o and the average yaw error at -0.8±1.3o. Further work in 

evaluation orientation error repeatability likely need to be completed to determine if these errors can be 

further reduced. The current method of calibrating the ultrasound and probe involves mounting the two 

devices on mounts that are on the calibration square. There may be a correction factor that can be applied 

after mounting the devices to account for this error. 

Additional improvements could include creating a more robust 3D ultrasound calibration system, 

performing orientation repeatability tests, or making more detailed measurements on the experimental 

design itself. In particular, since the trajectory errors are based on comparing the Euler angles displayed 

on-screen and then compared to the ideal orientation of the holes, there may be real-world errors that 

appear, including warping in pegboard when weighed down with water, or the vertebra not sitting 

perfectly flush against the pegboard. In this scenario, the quantified errors from this experiment would 

exceed the real-life errors. 

For entry-point error, there were minimal systematic errors as the average errors were close to zero with 

the X-error (transverse) at 0.1±0.3mm and the Z-error (axial) at -0.1±0.5mm. Importantly, all 

measurements were made with the probe facing the cameras at the same roll angle (roll about the axis 

of the probe), to ensure consistency of results. As mentioned previously, when rotating the probe while 

it was in the hole, the on-screen probe would erroneously translate, indicating that the transform 

between the markers and the probe was not perfect. To alleviate this issue, either a mechanical system 

would need to be a designed that allows screw rotation without moving the probes (common in navigation 

systems), or a more detailed calibration process would need to be developed.  

In the ideal case, none of the variables tested here (position, height, vertebral orientation and vertebral 

level) would affect accuracy results. While this was true of height, this was not true for position and 

orientation which both influenced placement accuracy. For position, the worsened positional accuracy 
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when closer to the cameras was also found in previous 3D ultrasound tests (Section 5.6). Having worsened 

yaw trajectory accuracy on the west side of the capture volume and worse pitch trajectory accuracy on 

the east side was new. It would be best to determine the optimal working range of the cameras to ensure 

they could fit in the confines of the operating room. The camera frame was designed to allow 30cm 

adjustments in any direction which could be enough to reduce marker occlusion issues. A re-designed 

marker arrangement would be another improvement. 

Regarding vertebral level, both the pitch angle and the Z-error had statistically significant differences 

between different levels. From both origin and corner tests, pitch angle for T7 and T8 are more 

problematic in their errors. Z-errors were increased in the T3 and T4 vertebrae which could be from their 

relatively kyphotic angle or because they are closer to the cameras when mounted.  

It is also interesting that it is the vertebral levels that are near the ends of their phantoms that had greater 

errors. There may have been a small amount of warping in the phantoms, or the Lego attachment may 

have loosened slightly, resulting in some tilting of the phantom when inserting the probe. One of the key 

problems is that trajectory errors are measured against ideal values, unlike the entry-point where the 

probe is physically inserted into the vertebral hole and the error is measured against the visualized probe 

position versus the virtual phantom. It would be ideal to include a virtual protractor on the displayed 

probe to directly measure the angle between the probe and the vertebral hole to remove any potentially 

experimental design errors. 

Compared to the current literature, older studies have found CT surgical registration accuracies in the 

spine close to 1.3±0.1mm when using navigation probes to evaluate screw placements[127]. Surgical 

registration studies on the skull have found target registration errors of between 0.7 to 1.2mm [245–247] 

when performing CT surgical registrations and then measuring fiducial markers or key landmarks. 

Accuracies in the submillimeter range remain the best of what navigation systems can offer. Trajectory 

accuracies have not been reported for these systems, likely due to the different application of surgical 

registration in the otolaryngology field.  

One of the key challenges in this field is that while numerical accuracy is useful, the most important and 

widely used clinical marker of navigation accuracy is the presence of a breach. Most clinical studies report 

breaches in 2mm increments on a post-operative CT and do not report how accurate navigation systems 

are. As a result, it is difficult to compare this 3D ultrasound navigation system to the wide array of screw 
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insertion accuracy studies. Further study in using the system to insert screws in porcine or cadaver spines 

would allow comparison of this navigation system with those studies.  

7.7. Surgeon Demonstration 

7.7.1. Demonstration Setup 

The final portion of this thesis project involved showing the ultrasound navigation system to an orthopedic 

surgeon. The navigation equipment was packed and transported to a separate room to test the setup time 

for navigation. The setup process required approximately 30 minutes to connect the cameras and 3D 

ultrasound, as well as create the capture volume space with the wanding process. Calibration of the probe 

and 3D ultrasound required an additional 5 minutes. The surgeon had an opportunity to test out the 

ultrasound scanning process, shown in Figure 7-30. 

   

Figure 7-30: Surgeon performing 3D ultrasound scan on a phantom spine. 

Scans were demonstrated on two phantoms. First, the phantom from the Figure 7-20 experiment 

including pedicle holes was scanned. From these scans, the accuracy of the system was demonstrated, 

with the probe being within 1mm of the required entry-point during insertion. Second, the same phantom 

without pedicle holes was scanned once by the orthopedic surgeon and the probe was placed in the 

position that the orthopedic surgeon expected to place the screw if inserting it free hand. The navigation 

display showed no pedicle breach based on this position.  
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7.7.2. Surgeon Feedback 

The main strengths of this system as described by the surgeon were the ionizing radiation-free nature of 

the navigation system and the high speed of the registration algorithm allowing feedback on screw 

placement to return very quickly. The spine cavity could be easily filled with saline during surgery and an 

ultrasound machine could be made readily available for ultrasound scanning. With a scan requiring only 

10-15s and processing times in the 10s range, this system could quickly give surgeons visual feedback on 

where their screws are being placed.  

The motion capture calibration process and the usage of probing tools is already accepted in orthopedic 

surgery, making the learning curve less daunting for first-time users of this US system. As for the display 

only showing a model rather than orthogonal views on a CT scan, the surgeon saw no disadvantage to 

simply using the model. Having the model instead of slices allowed for the probe to be more intuitively 

localized and placed into the pedicle. This would be particularly useful when probing the pedicle hole to 

ensure that the hole was not medially breaching the pedicle. 

The primary weakness that was revealed was that any movement in the cameras could cause the motion 

capture system to lose their calibration. During the demonstration, one or more of the cameras lost their 

calibration. Whether it was due to the pre-heat time being too short, or due to accidental bumping the 

frame, the probe could no longer be reliably tracked, and the system needed to be re-calibrated. While 

the motion capture frame was designed to minimize movement, it would be better to have cameras 

mounted on an overhead gantry, out of reach of the surgery activities. In addition, a simplified calibration 

process in setting up the capture volume and squaring the ultrasound probe and the pointer probe to the 

capture volume would improve the acceptability of the system in the event of camera disturbance.  

The actual views displayed on the navigation screen were also areas that needed further improvement. 

Figure 7-31 shows the navigation screen on the right monitor, with the screw-axial view as the largest 

window on the display (right) and the orthogonal views as smaller views on the left.  
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Figure 7-31: Navigation display showing pedicle probe (yellow/red cylinders) placed into pedicle holes 

It was difficult for the surgeon to get proper orientation from the main screen alone because the camera 

moved with the screw, rather than remaining stationary while the probe moved within the camera view. 

The orthogonal views were also found to be too small. Fine-tuning of the display for the surgeon’s 

preferences would need to be undertaken prior to further experimentation with the surgeons. Overall, 

the reception to this navigation was positive in offering a flexible, fast, and radiation-free method of 

pedicle screw insertion. 

7.8. Conclusion 

A custom navigation 3D environment was developed to validate measurements from the 3D ultrasound 

image registration guidance system. A segmented spine from a CT scan of a real patient was used to create 

the phantom and perform registrations, and the surgical registration accuracy of the system was found. 

While the results were largely successful (95.5% within 1mm and 5o from 684 probe placements, display 

time at <20s) there remain improvements that could be made to orientation measurements, and 

minimizing systematic sources of error (camera positioning, and orientation measurement changes) 

The next steps to improving this system will be presented in Chapter 8: 
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Chapter 8:  Conclusion 

8.1. Summary  

This chapter reports the status of the navigation system as designed and evaluated in this thesis report. 

Section 8.2 summarizes the final results from this navigation system. Section 8.2.2 outlines potential 

challenges and future work to bring this system to clinical usage. 

8.2. Summary of Thesis Work 

8.2.1. Current Status of the Navigation System 

This thesis has outlined the process of developing a novel 3D ultrasound-based navigation system for 

spine surgery from basic technological components (motion capture cameras, conventional medical 

ultrasound, image registration algorithms, 3D virtual display) to an integrated system that could be used 

in the operating room. The system requires a pre-segmented model of the vertebrae and the model in a 

3D volume image format. At its base level, the system only requires motion capture information (positions 

and rotations) that are calibrated to an ultrasound machine that displays individual frames.  

From a software perspective, the system currently uses Matlab to perform image processing and image 

registration which is then outputted directly to the model file. Unity is then used to import the vertebral 

model file and to display streamed data from the motion capture cameras.  

This project has demonstrated that the navigation software is feasible for surgical use. The accuracy of 

the system is 0.5±0.3mm and 2.0±0.8o and with an average processing time of 8.9±1.4s, based on 216 

ultrasound scans and 432 screw placements, comparable to current CT navigation systems at 1mm 

[127,245]. The system is accurate for rotations at up to 30o yaw and 15o pitch and roll, within a 19.2 x 12.8 

x 1.92cm range centered around the capture volume origin, with accurate results from T3 to T11 vertebrae 

for both adult and child sized phantoms. While the orientation and positional range would cover the 

majority of spinal positions, it would be important to expand the range further to ensure robustness of 

the system. 

In a more general sense, this thesis has taken the approach of using available technology and experimental 

techniques and has combined them to achieve these successful results. Commercial-grade motion capture 

cameras were found to have submillimeter accuracies relative to the real-world from Chapter 4 but had 

even better accuracies when different rigid bodies are calibrated within that space and measured relative 

to each other as shown in Chapter 7. For 3D ultrasound reconstruction, the basic nearest-neighbor pixel-



230 

 

based reconstruction was fast enough and provided enough information about ultrasound surfaces for 

registrations to be successful from Chapter 5. Registrations could be fast and successful by simply scaling 

the images and using the symmetry of the vertebrae to pre-register, and surface registration to fine-tune 

the registrations from Chapter 6. The ability to add different calibration tools virtually to a 3D environment 

connected to the motion capture system was invaluable in evaluating the accuracy of this system in 

Chapter 7. 

Throughout this thesis, Lego was used as a surprisingly useful and powerful tool to conduct positional 

measurements, allowing for high flexibility and highly repeatable measurements to be made. Polyjet 3D 

printing using the Stratasys Objet 30 printer was another important technology, in printing calibration 

blocks, spinal phantoms, and calibration probes. The speed at which new iterations of these highly 

accurate tools could be produced would not have been possible even fifteen years ago. 

The innovations in this project have not been in the development of completely novel techniques or 

algorithms to perform image registration. Instead, the innovation has been the integration of all of these 

technologies in a unique way that was able to provide an accurate, radiation-free and fast navigation tool 

that can help give peace of mind to surgeons and potentially reduce the risk of life-debilitating injuries to 

scoliosis patients. Key to the system is the usage of ultrasound for navigation, which has been used for 

spinal registration but not for spinal navigation thus far. Keeping things simple and empirical has allowed 

the results to speak for themselves, with the probe placement results directly demonstrating the accuracy 

of this system. While there is still significant work to be done before this system is robust enough and 

streamlined enough for clinical testing, the results show great promise in providing radiation-free image 

guidance.  

8.2.2. Original Contributions 

The following are the main original contributions of this thesis project 

1. Systematic review of key clinical evidence in favour of guidance to reduce pedicle breaches. 

2. Evaluation of commercial-grade motion capture system for surgical navigation 

3. Development of a bone-surface 3D ultrasound imaging system for bone localization 

4. Development of a two-step automated registration method for 3D ultrasound and CT images of 

the vertebrae 

5. Validation of guidance system in providing accurate pedicle screw entry-point and trajectory 

information 
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8.3. Challenges and Future Works 

8.3.1. Hardware Improvements 

Further improvements and investigation take the form of hardware updates, software streamlining, 

clinical evaluation and advancing display technology. From a hardware perspective, there are multiple 

areas that should be upgraded or changed to maximize usability in the operating room.  

Regarding the motion capture system, the cameras themselves are likely adequate for surgery, though 

comparison with more conventional medical-grade cameras could be useful to determine if there is 

marked improvement. However, the main area of improvement for the capture system is in the calibration 

process. 

All motion capture systems require a wanding process. Because this can be completed prior to the surgery 

itself and can be done in a relatively short period of time (<5 minutes), it would not be a barrier to usage. 

However, the calibration of the capture volume, the screw-driver probe and the ultrasound itself needs 

to be streamlined. The data presented in this chapter showed that there were systematic errors in the 

orientation of the probe.  

A fully fleshed-out calibration process for the probe and the ultrasound needs to be undertaken to 

minimize these systematic errors. This study used a static system where the ultrasound and the probe 

were rigidly mounted to the calibration square itself to calibrate their orientations and positions. It may 

be that a dynamic system that uses a calibration ultrasound scan alongside dynamic movement and 

probing with the pedicle probe would be more robust in providing accurate calibrations. In this thesis, the 

static calibration method was chosen because of its simplicity and speed, but further improvements in 

accuracy may require a more robust method. Similarly, further evaluation of temporal calibration, 

particularly when moving at different speeds, needs to be completed to ensure reconstructions remain 

accurate when moving faster than the 3-5mm/s speed outlined in the thesis. 

The motion capture markers need to be added to surgical hardware, similar to current navigation systems. 

For the screwdriver itself, it may be necessary to design a device that allows the markers to stay in one 

position while the screwdriver itself is turning to allow for more accurate screw placement. Designing 

more robust and permanent methods to fix the markers on the ultrasound transducer also need to be 

designed, by using tighter friction fits or directly screwing makers onto the transducer. Lastly, sterilization 

of these tools needs to be fully fleshed out. 
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The ultrasound system likely needs to be upgraded to a higher resolution system that has better 

compatibility with current software. Given that the ultrasound images need to be displayed in the 

navigation software itself, a screen-less handheld ultrasound unit would be an ideal candidate for usage 

with this system such as the Clarius system (Clarius Mobile Health, Burnaby, BC, Canada) so that the large 

ultrasound machine and screen would not need to be wheeled into the operating room [248]. This would 

allow the entire scanner to be encased in a sterile bag or be sterilized entirely since it would be 

independent from a separate machine. Evaluation of ultrasound quality and the visibility of motion 

capture markers through the bag would need to be considered.   

8.3.2. Software Improvements 

The current software regimen of using Matlab 2015 (Mathworks, Natick, Massachusetts, USA)  for 

ultrasound streaming due to compatibility requirements from the Ultrasonix system, then Matlab 2019  

(Mathworks, Natick, Massachusetts, USA) for image registration and processing, followed by Unity for 

final display is too cumbersome. The Ultrasonix transducer in this thesis is compatible with the Python 

programming language, one of the most common programming languages currently in use. Porting the 

current software to Python would be largely a matter of ensuring the image processing and image 

registration libraries that were used in Matlab are also available in Python. More importantly though, 

Python does have compatibility with Unity and with Unreal Engine, the two leading 3D virtual 

environment development kits currently in use. This would allow all components including the ultrasound 

stream, image registration and 3D display to be put into a single package and could minimize the need for 

the user to interact with the software.  

Regarding the software itself, further work in image processing would need to be undertaken when the 

system is used on real tissue. As mentioned in Chapter 6, there are various features in soft tissue that 

make them distinct from bony prominences when scanning the spine. One of the key differences is the 

presence of reflections deep to the surface of the soft tissue. Additional filters to differentiate these soft 

tissue regions from bony regions would help minimize the extraneous data in the 3D ultrasound images 

that are used for image registration. Refinement to the current image processing filters also needs to be 

undertaken to be specific for bony anatomy. 

Image registration speed could also be increased. Firstly, the symmetry alignment of the CT scanned 

vertebrae could be pre-processed since this step does not require comparison with the ultrasound, 

reducing the processing time by 1-2s. Additional evaluation on the range of angles for the ultrasound 

symmetry alignment could be completed, as well as evaluating the range of inlier ratio and downsampling 
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for the iterative closest point algorithm could be completed to further reduce registration time. Lastly, 

the image registration software displays the pre-registered and registered images, which could be 

downsampled to further reduce registration times.   

8.3.3. Clinical Considerations 

This thesis has demonstrated the technical feasibility of using 3D ultrasound for registrations of pre-

operatively segmented CT images on phantoms. The next step is to demonstrate that the system is 

accurate in more realistic cases. These phantoms did not have a scoliotic curvature, did not have deformed 

vertebrae due to the deformity, and did not include the presence of soft tissue. While a porcine model 

was qualitatively evaluated in this thesis, the entry-point and trajectory accuracies were not tested. A first 

intermediate step could be to add soft tissue mimicking surfaces to scoliotic phantom spines, whether it 

is blue phantom ultrasound gel, silicone sheets, or even blocks of pork placed underneath the plastic 

spine. The pre-printed holes could still be used to confirm the entry-point and trajectory accuracy with 

the same on-screen multi-ringed probe, with the addition of an on-screen protractor. This would provide 

the most intuitive and useful accuracy information about the navigation system.  

The next step would be to use the system to insert pedicle screws into either a porcine or cadaver spine 

and then perform post-operative CT-scans to determine if there were pedicle breaches present. In 

addition to simply determining if there was a breach, the on-screen position and trajectory could be 

compared to the CT position and trajectory relative to key landmarks. Extensive cadaver tests where the 

spine is exposed in the same way as a spine surgery would be needed to ensure safety and reliability of 

this system.  

One of the important questions that arose in this project was how to source the pre-operative model. As 

previously mentioned, MRI would be more ideal due to its lack of ionization radiation. However, bony 

anatomy is difficult to segment from MRI images. Whether the solution was training a machine learning 

algorithm to segment MRI images after manual segmentation, using a template-vertebra approach to 

mask of the MRI images, or creating a new MRI sequence to isolate the bone, there would need to be 

significant work to adequately segment the bony MRI spine. However, it would be difficult to justify using 

CT scans due to their ionizing radiation. An alternative option would be to use an EOS X-ray scan, a low 

dose X-ray that acquires both posterior-anterior and lateral views at the same time to allow for a manual 

reconstruction of the spine to be created [249]. The model based on this reconstruction could potentially 

be used as a 3D model for the registration process. Extensive evaluation of the accuracy of EOS 
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reconstructions of the pedicles would need to be done to ensure reconstructed pedicles are representing 

true anatomy.  

It cannot be understated how important it will be to receive regular feedback from orthopedic surgeons 

for continued development of the system. Whether it is in providing guidance on how screws are typically 

inserted, how best to display the motion capture information or how best to fit navigation into the usual 

surgical workflow, the experience and knowledge of the surgeons would be invaluable in guiding the 

technical design of the system.  

8.3.4. Technological Advancement  

Current navigation systems typically use a monitor to display navigation information. The need to look at 

the monitor and back down at the surgical space remains a barrier to navigation usage. There is a learning 

curve that needs to be overcome to translate data on a navigation screen to the real world.  

One of the potential solutions to this problem is the usage of augmented reality. Augmented reality in the 

surgical suite involves using either a high intensity projector, a glass surface or a vizor to overlay a virtual 

image on top of the a physical object to add or ‘augment’ the visualized information in the real world 

[250]. Augmented reality has already been used in navigation surgery with promising results, 

outperforming free-hand methods in one comparative trial when evaluating breaches (<2mm breaches in 

93.9% vs 89.6% in free-hand with p<0.05) [251,252]. Adding a 3D ultrasound system would be a natural 

fit with an augmented reality system, as the model or even simply the optimal screw trajectory could be 

overlaid on top of anatomy to give visual information on how to place pedicle screws. Furthermore, this 

could be readily compatible with a robotic surgical system that scans the spine, decides on the optimal 

trajectory and inserts the screw. The combination of non-ionizing imaging and augmented reality can truly 

bring navigation surgery into the future. 

8.4. Final Remarks 

In summary, there is great potential for radiation-free navigation to dramatically change how spinal 

surgery is conducted. Motion capture and ultrasound are readily available for the operating room.  This 

thesis has outlined the feasibility of this technology on phantom spines.   However, further study in 

stream-lining the image processing and registration, settling on an appropriate pre-operative imaging 

modality to obtain the full 3D model, and testing on real tissues on a cadaver spine need to be conducted. 

It is only after these three key factors have been settled that further clinical study and medical device  

approvals should be pursued.
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Appendix 1: Search Strategy 

EMBASE, MEDLINE, CENTRAL 

1. exp idiopathic scoliosis/ 

2. (idiopathic scoliosis or ais).mp. 

3. 1 or 2 

4. (((adult or infant* or early onset) adj2 (deformity or degenerative or scoliosis)) or (degenerative adj2 

scoliosis) or trauma*).ti. 

5. 3 not 4 

6. (screw or screws or uniaxial or multiaxial or polyaxial or uni-axial or multi-axial or poly-axial).mp. 

7. (((arthrodesis and (lumbar or spinal or spine or thoracic or sacral or sacrum or vertebra*)) or spinal 

fusion) and (hook or hooks or rod or rods or wire or wires or instrumentation)).mp. 

8. (spinal instrumentation or thoracic fusion or limited fusion or (posterior adj3 (fusion* or correction* 

or stabilisation or stabilization))).mp. 

9. 6 or 7 or 8 

10. 5 and 9 

11. limit 10 to (conference abstract or conference proceeding or editorial or letter) 

12. 10 not 11 

13. case report/ 

14. ((case not (case control or case-control or case series or case-series or case-cohort or case cohort or 

case crossover)) adj4 (study or report*)).tw. 

15. ((year* old or month* old or day* old or yr* old or y old) adj3 (female or male or child or woman or 

man or girl or boy or baby)).tw. 

16. 12 not (13 or 14 or 15) 

17. limit 16 to (english language and yr="1970 -Current") 

18. limit 17 to animals 

19. 17 not 18 

20. Scoliosis/ 

21. (idiopathic scoliosis or ais).mp. 

22. 20 or 21 
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23. (((adult or infant* or early onset) adj2 (deformity or degenerative or scoliosis)) or (degenerative adj2 

scoliosis) or trauma*).ti. 

24. 22 not 23 

25. (screw or screws or uniaxial or multiaxial or polyaxial or uni-axial or multi-axial or poly-axial).mp. 

26. (((arthrodesis and (lumbar or spinal or spine or thoracic or sacral or sacrum or vertebra*)) or spinal 

fusion) and (hook or hooks or rod or rods or wire or wires or instrumentation)).mp. 

27. (spinal instrumentation or thoracic fusion or limited fusion or (posterior adj3 (fusion* or correction* 

or stabilisation or stabilization))).mp. 

28. 25 or 26 or 27 

29. 24 and 28 

30. limit 29 to (comment or editorial or guideline or in vitro or letter or practice guideline) 

31. 29 not 30 

32. case reports/ 

33. ((case not (case control or case-control or case series or case-series or case-cohort or case cohort or 

case crossover)) adj4 (study or report*)).tw. 

34. ((year* old or month* old or day* old or yr* old or y old) adj3 (female or male or child or woman or 

man or girl or boy or baby)).tw. 

35. case report*.jw. 

36. (or/32-35) and 31 

37. 31 not 36 

38. limit 37 to yr="1970 -Current" 

39. limit 38 to english language 

40. limit 39 to animals 

41. 39 not 40 

42. 19 use oemezd 

43. 41 use prmz 

44. 29 use cctr 

45. 42 or 43 or 44 

46. remove duplicates from 45 
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CINAHL 

S1: idiopathic scoliosis  

S2: ais  

S3: S1 OR S2  

S4: TI (((adult or infant* or early onset) n2 (deformity or degenerative or scoliosis)) or (degenerative n2 

scoliosis) or trauma*)  

S5: S3 not S4  

S6: (screw or screws or uniaxial or multiaxial or polyaxial or uni-axial or multi-axial or poly-axial)  

S7: (((arthrodesis and (lumbar or spinal or spine or thoracic or sacral or sacrum or vertebra*)) or spinal 

fusion) and (hook or hooks or rod or rods or wire or wires or instrumentation))  

S8: (spinal instrumentation or thoracic fusion or limited fusion or (posterior n3 (fusion* or correction* or 

stabilisation or stabilization)))  

S9: S6 or S7 or S8  

S10: S5 and S9  

S11: ((case not (case control or case-control or case series or case-series or case-cohort or case cohort or 

case crossover)) n4 (study or report*))  

S12: ((year* old or month* old or day* old or yr* old or y old) n3 (female or male or child or woman or 

man or girl or boy or baby))  

S13: S10 not (s11 or s12)  

S14: TI ( mouse or murine or rat or rats or sheep or chicken or pig or porcine or pigs or rabbit* or zebra 

fish or zebra fish ) OR MW ( mouse or murine or rat or rats or sheep or chicken or pig or porcine or pigs 

or rabbit* or zebra fish or zebra fish )  

S15: S13 NOT S14  
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Web of Science 

#1 TOPIC: (screw or screws or uniaxial or multiaxial or polyaxial or uni-axial or multi-axial or poly-

axial) OR TOPIC: ("spinal instrumentation" or "thoracic fusion" or "limited fusion" or "posterior spinal 

fusion*" or (posterior SAME correction*) or (posterior SAME stabilisation) or (posterior SAME 

stabilization))  

DocType=All document types; Language=All languages; 

 

#2 TOPIC: ("adolescent idiopathic scoliosis") NOT TITLE: ("adult scoliosis" or "infant* scoliosis" or "early 

onset scoliosis" or "degenerative scoliosis" or trauma)  

DocType=All document types; Language=All languages; 

 

#3 TOPIC: ("adolescent idiopathic scoliosis") NOT TITLE: ("adult scoliosis" or "infant* scoliosis" or "early 

onset scoliosis" or "degenerative scoliosis" or trauma) 

Refined by: [excluding]: DOCUMENT TYPES: (EDITORIAL OR CASE REPORT OR LETTER)  

DocType=All document types; Language=All languages; 

 

#4 #3 AND #1 

Refinedm by: [excluding]: DOCUMENT TYPES: (PATENT)  

DocType=All document types; Language=All languages; 
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Appendix 2: Quality Appraisals 

QUIPS 1 
Provide comments or text exerpts to facilitate the consensus process that 

will follow.  

Key Characteristics: Age, Gender, Curve Severity, Curve Type, Surgery Type 

1. Study Participation Goal: To judge the risk of selection bias: likelihood that relationship 

between PF and outcome is different for participants and eligible non-

participants 

Source of target 

population key 

characteristics:  

The source population or population 

of interest is adequately described 

for key characteristics (LIST). 

Must describe key characteristics in 

population. 

Method used to identify 

population 

The sampling frame and recruitment 

are adequately described, including 

methods to identify the sample 

sufficient to limit potential bias 

(number and type used, e.g., referral 

patterns in health care) 

Must be randomized or consecutive 

and describe source of population (ex: 

database search, referral patterns). 

Partial if only one. 

Recruitment period Period of recruitment is adequately 

described 

Must describe surgical dates in body 

of the article. No partial. 

Place of recruitment Place of recruitment (setting and 

geographic location)  are adequately 

described 

Must either mention hospital in body 

of text, or for single center, have 

single address in contacts. No partial. 

Inclusion and exclusion 

criteria 

Inclusion and exclusion criteria are 

adequately described (e.g., including 

explicit diagnostic criteria or 

 “zero time” description). 

Must include both inclusion and 

exclusion. Partial if only one. 

Adequate study 

participation 

There is adequate participation in 

the study by eligible individuals 

(>100 patients, multicenter) 

Must have >100 patients in 

multicenter trial. Partial if only one. 

Baseline characteristics:  

Age, Gender, Curve 

Severity, Curve Type, 

Surgery Type 

The baseline study sample (i.e., 

individuals entering the study) is 

adequately described for key 

characteristics (LIST). 

Must described 4/5 key 

characteristics. Partial if 2/5 

Summary Study 

participation 

The study sample represents the population of interest on key 

characteristics, sufficient to limit potential bias of the observed 

relationship between PF and outcome: 
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QUIPS 2 
Provide comments or text exerpts to facilitate the consensus process that 

will follow.  

Key Characteristics: Age, Gender, Curve Severity, Curve Type, Surgery Type 

2. Study Attrition     Goal: To judge the risk of attrition bias: likelihood that relationship 

between PF and outcome are different for completing and non-

completing participants 

Proportion of baseline 

sample available for 

analysis 

Response rate (i.e., proportion of 

study sample completing the study 

and providing outcome data) is 

adequate. 

Must describe if patients are lost to 

follow-up after inclusion and exclusion 

criteria. If no attrition, all other boxes 

are N/A. 

Attempts to collect 

information on 

participants who 

dropped out 

Attempts to collect information on 

participants who dropped out of the 

study are described. 

If lost to follow-up, must describe how 

follow-up was attempted. 

Reasons and potential 

impact of subjects lost to 

follow-up 

Reasons for loss to follow-up are 

provided. 

If lost to follow-up, must give one 

reason for loss. 

Outcome and prognostic 

factor information on 

those lost to follow-up 

Participants lost to follow-up are 

adequately described for key 

characteristics (LIST). 

If lost to follow-up, must describe 3/7 

key characteristics for lost patients. 

There are no important differences 

between key characteristics (LIST) 

and outcomes in participants who 

completed the study and those who 

did not. 

If lost to follow-up, must account for 

3/7 key characteristics for lost 

patients. 

Study Attrition 

Summary  

Loss to follow-up (baseline sample to study population analyzed) is not 

associated with key characteristics sufficient to limit potential bias to the 

observed relationship between PF and outcome: 
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QUIPS 3 
Provide comments or text exerpts to facilitate the consensus process that 

will follow.  

Methods and Setting: Surgeon, Hospital 

3. Prognostic Factor: 

Image Guidance/Free-

Hand 

Goal: To judge the risk of measurement bias related to how Image 

Guidance was measured 

Definition of Image 

Guidance/Free-Hand 

A clear definition or description of 

'Image Guidance' is provided (e.g., 

including dose, level, duration of 

exposure, and clear specification of 

the method of measurement). 

Must either cite article with full 

description (Kim et al/Watanabe et al) 

or give detailed description. No if only 

mentioned as free-hand or image-

guidance with no description.  

Valid and Reliable 

Measurement of Image 

Guidance 

Method of Image Guidance 

measurement is adequately valid and 

reliable to limit misclassification bias 

(e.g., may include relevant outside 

sources of information on 

measurement properties, also 

characteristics, such as blind 

measurement and limited reliance 

on recall). 

Not applicable for our variable. 

Continuous variables are reported or 

appropriate cut-points (i.e., not data-

dependent) are used. 

Not applicable for our variable. 

Method and Setting of 

Image Guidance Usage 

The method and setting of 

measurement of Image Guidance is 

the same for all study participants. 

Must include description of both 

surgeon and hospital. Partial if only 

one. 

Proportion of data on 

Image Guidance 

available for analysis 

Adequate proportion of the study 

sample has complete data for Image 

Guidance variable. 

Marked down only if unknown if 

certain patients had different method 

(free-hand or image guidance).  

Method used for missing 

data 

Appropriate methods of imputation 

are used for missing 'Image 

Guidance' data. 

If unknown method patients, must 

describe how those patients were 

categorized. If no unknown method 

patients, N/A 

PF Measurement 

Summary  

PF is adequately measured in study participants to sufficiently limit 

potential bias: 
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QUIPS 4 
Provide comments or text exerpts to facilitate the consensus process that 

will follow.  

Methods and Setting: Surgeon, Hospital 

4. Outcome 

Measurement: 

Complications and 

Breaches 

Goal: To judge the risk of bias related to the measurement of outcome 

Definition of the 

Complications and 

Breaches 

A clear definition of outcome is 

provided, including duration of 

follow-up and level and extent of the 

outcome construct. 

If complications or breaches 

mentioned, must pre-define both 

prior to results. For breach, must fully 

define what breach is. For 

complications, must list which 

complications were checked. Partial if 

complications were noted to be 

checked. 

Valid and Reliable 

Measurement of 

Complications and 

Breaches 

The method of outcome 

measurement used is adequately 

valid and reliable to limit 

misclassification bias (e.g., may 

include relevant outside sources of 

information on measurement 

properties, also characteristics, such 

as blind measurement and 

confirmation of outcome with valid 

and reliable test). 

If breaches, must include reliability 

measures (multiple readers, blinded). 

Partial if only 1/2 reliability measures. 

If complications only, not applicable. 

Method and Setting of 

Measurement of 

Complications and 

Breaches 

The method and setting of outcome 

measurement is the same for all 

study participants. 

Must include description of both 

surgeon and hospital. Partial if only 

one. 

Outcome 

Measurement 

Summary 

Outcome of interest is adequately measured in study participants to 

sufficiently limit potential bias: 
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QUIPS 5 
Provide comments or text excerpts to facilitate the consensus process that 

will follow.  

Methods and Setting: Surgeon, OR, Hospital 

Key Confounders: Type of Screws, Type of Instrumentation, Levels of 

Fusion 

5. Study Confounding Goal: To judge the risk of bias due to confounding by another factor 

Important Confounders 

Measured 

All important confounders, including 

treatments (key variables in conceptual 

model: LIST), are measured. 

Must list 2/3 of: size of screws, 

uni/multiaxial screws, type of 

instrumentation. Must specify if 

thoracic/lumbar fusion measured. 

Partial if levels of fusion not 

measured, only mentioned. 

Definition of the 

confounding factor 

Clear definitions of the important 

confounders measured are provided 

(e.g., including dose, level, and duration 

of exposures). 

Must define all key confounders 

that were listed previously. Partial 

if not all defined. 

Valid and Reliable 

Measurement of 

Confounders 

Measurement of all important 

confounders is adequately valid and 

reliable (e.g., relevant outside sources of 

information on measurement 

properties, blind measurement and 

limited reliance on recall). 

Type of screws/instrumentation: 

Not applicable. Thoracic/lumbar 

fusion: blinded/multiple readers of 

X-ray information. 

Method and Setting of 

Confounding 

Measurement 

The method and setting of confounding 

measurement are the same for 

participants. 

Must include description of both 

surgeon and hospital. Partial if only 

one. 

Method used for missing 

data 

Appropriate methods are used if 

imputation is used for missing 

confounder data. 

If patients missing confounder 

data, must include methods of 

imputation. If no missing data, N/A. 

Appropriate Accounting 

for Confounding 

Important potential confounders are 

accounted for in study design (matching 

for key variables, stratification, or initial 

assembly of comparable groups). 

For listed confounders, must either 

only include patients of those 

confounders, or separate patients 

in methods. 

Important potential confounders are 

accounted for in the analysis (i.e., 

appropriate adjustment). 

For listed confounders, if not 

accounted in study design, must 

analyze patients of each 

confounder separately. 

Study Confounding 

Summary  

Important potential confounders are appropriately accounted for, 

limiting potential bias with respect to the relationship between PF and 

outcome: 
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QUIPS 6 
Provide comments or text excerpts to facilitate the consensus process that 

will follow.  

Methods and Setting: Surgeon, OR, Hospital 

Key Confounders: Type of Screws, Type of Instrumentation, Levels of 

Fusion 

6. Statistical Analysis 

and Reporting 

Goal: To judge the risk of bias related to the statistical analysis and 

presentation of results 

Presentation of 

analytical strategy of 

complications/breaches 

related to image 

guidance 

There is sufficient presentation of 

data to assess the adequacy of the 

analysis. 

Must have appropriate stats: 

complication/breach rates for single 

variables, Kappa for reliability 

measures, comparative statistics for 

comparisons. 

Model development 

strategy 

The strategy for model building (i.e., 

inclusion of variables in the statistical 

model) is appropriate and is based 

on a conceptual framework or 

model. 

If model is built (regression, 

correlation), must provide appropriate 

conceptual framework. Otherwise, 

N/A. 

The selected statistical model is 

adequate for the design of the study. 

If model is built, must have 

appropriate statistics, otherwise N/A. 

Reporting of results There is no selective reporting of 

results. 

If methods describe reporting of data 

related to complications, must report 

results. 

Statistical 

Analysis/Presentation 

Summary 

The statistical analysis is appropriate for the design of the study, limiting 

potential for presentation of invalid or spurious results: 
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Appendix 3: Systematic Review List of Extracted Articles 
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Appendix 4: Ultrasound Reconstruction Code 

function [US,Center,Y_Ang_Init]=A_Image_Processing(filename,pathname) 
% A_Image_Processing 
% Last Modified by A.Chan - Utter Matlab Noob, July 2019 
% 
% Purpose: Auto_Process takes images from US-Image Stack and CSV motion  
% capture file and converts it to an image stack that is placed within the  
% capture volume and aligned appropriately. 
% 
% Inputs to be updated: 
% 1: Filters: More details are in the Filters.m file 
% 
% Inputs: User-selected CSV or MAT file 
% Outputs:  Volume: Image stack aligned to capture volume 
%           Workspace: Location of capture volume 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
display('A.1 Data Import') 
[US_Raw, Mocap]=Import_Data(filename,pathname); 
%% Phase 1: Surface Augmentation and Verticut 
display('A.2 Surface Augmentation and Verticut') 
Filt_Tog=struct('M',0,'C',1,... 
                'H',0,'Q',0,... 
                'V',1,'G',1); 
Filt_Val=struct('M',[1,1],...           %Median Blur 
                'C',[0.6,0.8,0,1],...   %Contrast Filter 
                'H',[1],...             %Tophat Filter 
                'Q',[5,0.6],...         %Quantization 
                'G',[3]);               %Averaging 

  
parfor k=1:size(Mocap,1) 
    US_Raw(:,:,k)=Filters(US_Raw(:,:,k),Filt_Tog,Filt_Val); 
end 

  
[US, Center]=Realignment(US_Raw, Mocap); 

  
Y_Ang_Init=round(mean(Mocap(:,7)),0); 
%C=Center 
US=permute(US,[1 3 2]); %Rotate to process in other direction (tried 2,3,1) 

  
%% Phase 2: Surface Smoothing 
[~, ~, N_Frames_A]=size(US); 

  
display('A.3 Surface Smoothing') 
Filt_Tog=struct('M',0,'C',0,... 
                'H',0,'Q',1,... 
                'V',0,'G',1); 
Filt_Val=struct('M',[2,2],...           %Median Blur 
                'C',[0.6,0.8,0,1],...   %Contrast Filter 
                'H',[1],...             %Tophat Filter 
                'Q',[5,0.8],...         %Quantization 
                'G',[2]);               %Averaging 
parfor k=1:N_Frames_A 
    US(:,:,k)=Filters(US(:,:,k),Filt_Tog,Filt_Val); 
end 
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display('A.4 Pixel Filter') 
US=permute(US,[1 3 2]); 
US=Vol_Pixel_Filter(US,20); 
%US(:,230:end,:)=0; %Temp Cropper 
display('(A) Image Processing Complete') 
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function [US_Stack, Mocap]=Import_Data(filename,pathname) 
% Import_Data 
% Last Modified by A.Chan - Utter Matlab Noob, October 2018 
% 
% Import Data from US-Image Stack and CSV motion capture file. Program 
% allows you to select the Raw file, then automatically processes the rest 
% 
% Inputs to be updated: 
% 1: MCshift: frameshift of motion capture frames at 240fps, based on 
% temporal calibration 
% 2: USshift: frameshift of ultrasound at 30fps, based on temporal 
% calibration 
% 3: Resolution: default is 0.2mm 
% 
% Other notes: 
% 1: Code formerly rounded to nearest 0.05mm, deemed not necessary, but to 
% do it, double the values, round to 0.1, then halve the values. 
% 2: Previously did not process frames that had the same position, but this 
% had a virtually non-existant effect on processing time and complicated 
% the framing process. Just ignore it. Needs a while-loop to work. 
% 
% Inputs: User-selected CSV file 
% Outputs: 
% US_Final: Ultrasound Stack, cropped and resized at 0.2mm resolution 
% Mocap: Eight columns: US Frames, MC Frames, correctly matched 
%                       MC Translation XYZ (x3) 
%                       MC Rotation XYZ (x3) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
file=strcat(pathname,filename); 
displayfile=strcat('File: ',file); 
disp(displayfile) 
suffix=filename(end-3:end); 
if suffix=='.csv' 
    Mocap=csvread(file); 
elseif suffix=='.mat' 
    load(file); 
    if exist('Vertebra','var')==1 
        Mocap=Vertebra.MC; 
    elseif exist('AAA','var')==1 
        Mocap=AAA.MC;    
    end 
else 
    display('Invalid file format') 
    return 
end 
%User-defined inputs: 
MCshift=1;  %Frameshift Mocap Up 1 from calibration 
USshift=2;  %Frameshift U/S  Up 2 from calibration 
Res=0.2;      %Resolution, default at 0.2mm 

  
%% Remove Missing Images and Coordinates 
%Mo-Cap 5-averaging and frameshift mocap 
Frames=size(Mocap,1); 
for k=3:Frames-3 
    Mocap_ave(k,3:8)=mean(Mocap(k+MCshift-2:k+MCshift+2,3:8)); 
end 
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Mocap(3:Frames-3,3:8)=Mocap_ave(3:Frames-3,3:8); %Replace values 

  
%Remove 0 frames from US 
USzeros=find(Mocap(:,1)==0); 
Mocap(USzeros,:)=[]; 
Frames=size(Mocap,1); 

  
%Round to 0.1mm 
Mocap(:,3:9)=round(Mocap(:,3:9),1); %Round decimal places to within 0.1 
Mocap(:,3:5)=Mocap(:,3:5)*10;       %Change from mm to 0.1mm 

  
Mocap(:,3:5)=Mocap(:,3:5)/Res;       %Round to 0.2mm but keep at real size 
Mocap(:,3:5)=round(Mocap(:,3:5),0);  
Mocap(:,3:5)=Mocap(:,3:5)*Res;        
%% Extract Images Based on CSV Frame Numbers 
US_Stack=zeros(150,195,Frames-USshift,'uint8'); %Test this out! 
for k=(1+USshift):Frames %Frameshfit according to USshift 
    if suffix=='.csv' 
        imgname=strcat(pathname,'Raw',num2str(Mocap(k,1)),'.png'); 
        US=imread(imgname); 
        US_Stack(:,:,k-USshift)=imresize(US,[150,195]);     
    elseif suffix=='.mat' 
        if exist('Vertebra','var')==1 
            US=uint8(Vertebra.US(:,:,k)); 
        elseif exist('AAA','var')==1 
            US=uint8(AAA.US(:,:,k)); 
        end 
        US(:,553:640)=[]; 
        US(:,1:90)=[]; 
        US(418:480,:)=[]; 
        US(1:60,:)=[]; 

  
    US_Stack(:,:,k-USshift)=imresize(US,[150,195]); 
    end 

     
end 
Mocap(end-USshift:end,:)=[]; 
end 
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function [US] = Filters(US,Filt_Tog,Filt_Val) 
% Filters.m 
% Last Modified by A.Chan - Utter Matlab Noob, October 2018 
% 
% Filters takes US-Image Stacks and then processes them according to the 
% image processing filters: 
% 
% Inputs: 
% 1: US is the aligned or non-aligned ultrasound stack to be filtered 
% 2: Filt_Tog: toggles whether or not the filter will be activated 
%              H: Top-Hat Filter 
%              G: Averaging filter or Gaussian filter if preferred 
%              M: Median filter 
%              C: Contrast filter 
%              Q: Quantization filter 
%              V: Verticut filter, cuts everything below first non-zero 
% 3: Filt_Val: values of the filters being activated 
% 
% Inputs: US image stack, Processed motion capture data 
% Outputs: 
%   US: Ultrasound stack, filtered according to those chosen. 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
warning off; 
if Filt_Tog.H==1 
    US=imtophat(US,strel('disk',Filt_Val.H)); 
end 
if Filt_Tog.G==1 
    h=ones(Filt_Val.G,Filt_Val.G)/(Filt_Val.G*Filt_Val.G); 
    US=imfilter(US,h); 
    %US=imgaussfilt(US,Filters(10)); 
end 
if Filt_Tog.M==1 
    US=medfilt2(US,Filt_Val.M); 
end 

  
if Filt_Tog.C==1 
    US=imadjust(US,[Filt_Val.C(1); 

Filt_Val.C(2)],[Filt_Val.C(3);Filt_Val.C(4)]); 
end 

  
US_max=max(max(US).'); 

  
if US_max<15 
    [USX,USY]=size(US); 
    US=zeros(USX,USY); 
    IM_Q=0; IM_V=0; 
end 

  
if Filt_Tog.Q==1 

     
    thresh=multithresh(US,Filt_Val.Q(1)); 
    Rng=Filt_Val.Q(1)+1; 
    Ratios=zeros(1,Rng); 
    N_zero=round(Filt_Val.Q(2)*(Rng),0); 
    Ratios(1,(Rng-N_zero+1):Rng)=1; 
    US=imquantize(US,thresh,Ratios); 
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    US=logical(US); 
    US=US*256;     
end 

  

  
if Filt_Tog.V==1 
    US_New=zeros(size(US),'uint16'); 
    Y_size=size(US,2); 
    for j=1:Y_size 
        %Find non-zero values 
        if sum(US(:,j))>0 %Check if column has any non-zero values 
            %Find location of all non-zero values 
            Non_zeros=find(US(:,j)); 
            if size(Non_zeros,1)>6 
                Surface=Non_zeros(6); 
                US(Non_zeros(6):end,j)=0;  
            end 
        end 
    end 

     
end 
end 
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function [US_Out, Dim_min]=Realignment(US_In,Mocap) 
% Realignment.m 
% Last Modified by A.Chan - Utter Matlab Noob, October 2018 
% 
% Realignment takes US-Image Stack and CSV motion capture file that have 
% been processed by Import_Data and then realigns each frame to match the 
% motion capture coordinate system 
% 
% Inputs to be updated: 
% 1: R_vector: thickens the image, can make this variable but requires a 
% bit of work to do so. 
% 
% Other notes: 
% 1: Only runs efficiently if the images have already been processed, if 
% running as a standalone without Import_Data and Filters, it will either 
% not function or run very slowly. 
% 
% Inputs:  
% US image stack - frames temporally calibrated 
% Mocap: Eight columns: US Frames, MC Frames, correctly matched 
%                       MC Translation XYZ (x3) at 0.1mm resolution 
%                       MC Rotation XYZ (x3) 
% Outputs: 
%   US_Out: Ultrasound Stack, aligned to the motion capture grid 
%   Dim_min: Motion capture alignment of the volume at 0.2mm resolution 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%Obtain coordinates of each point 
Frames=size(Mocap,1); 
Mocap(:,3:5)=Mocap(:,3:5)/2; %Reduces the resolution to 0.2mm 
Frame=1; 
%display('Finding Coordinates') 
for j=1:Frames 
    if sum(sum(US_In(:,:,j)))==0 
    else 
        %Obtain coordinates of non-zero values 
        Ax_Pos=0; Lat_Pos=0; Val=0; 
        [Ax_Pos, Lat_Pos]=find(US_In(:,:,j)); %Original position in frame is 

YX 

         
        %Obtain values at each of these coordinates 
        for k=1:size(Lat_Pos,1) 
            Val(k,:)=US_In(Ax_Pos(k),Lat_Pos(k),j); 
        end 
        Lat_Pos=Lat_Pos-1; Ax_Pos=Ax_Pos-1; %Shift Coordinates 

         
        %All ultrasound frame values converted into vector form 
        F_size=size(Lat_Pos,1); 
        Frame_Pos=zeros(F_size,1); 
        Quat_Pos=ones(F_size,1); 
        R_vector=[Lat_Pos, Ax_Pos, Frame_Pos, Quat_Pos]; %This center is XYZ 

         
        %Load motion capture data into transformer 
        Lat_r = -Mocap(j,6); Ax_r = Mocap(j,7); Fr_r = -Mocap(j,8);        
        Lat = -Mocap(j,3); Ax = -Mocap(j,4);Fr = Mocap(j,5); 
        Transform=Transformer(Lat_r,Ax_r,Fr_r,Lat,Ax,Fr); 
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        %Obtain transformed vectors for each frame 
        R_new=R_vector*Transform; 
        R_new(:,5)=Val; 
        %Stack into all coordinates array 
        Pixel_Value(Frame:Frame+F_size-1,:)=R_new; 
        Frame=Frame+F_size; 
    end 
end 
Pixel=round(Pixel_Value,0); 
Pixel=unique(Pixel,'rows'); 

  
%Initialize blank volume based on range of values. 
[MM,Dim_min,~,Pixel]=Vol_Sizing(Pixel); 
[N_Pixels,~]=size(Pixel); 
US_Out=zeros(MM(2,3)+1,MM(1,3)+1,MM(3,3)+1,'uint16'); 

  
%Populate volume 
for k=1:N_Pixels 
    US_Out(Pixel(k,2),Pixel(k,1),Pixel(k,3))=Pixel(k,5); 
end 

  
end 
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function Full_Rot=Transformer(rx,ry,rz,tx,ty,tz) 
% Transformer.m 
% Last Modified by A.Chan - Utter Matlab Noob, February 2019 
% 
% Transformer take the translations and rotations and converts it into a 
% rotation matrix. 
% 
% Other notes: 
% 1: Order matters, with translation performed last! 
% 
% Inputs: Translation and rotations 
% Outputs: 
%   Full_Rot: rotation matrix, (4x4) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

  
%Initial Coordinate 
%Translation Matrix XYZ 

  
Translation=... 
[1, 0, 0, 0;... 
0, 1, 0, 0;... 
0, 0, 1, 0;... 
tx, ty, tz, 1]; 

  
%Rotation Matrix XYZ 
Xrot=... 
[1, 0, 0, 0;... 
0, cosd(rx), sind(rx), 0;... 
0, -sind(rx), cosd(rx), 0;... 
0, 0, 0, 1]; 

  
Yrot=... 
[cosd(ry), 0, -sind(ry), 0;... 
0, 1, 0, 0;... 
sind(ry), 0, cosd(ry), 0;... 
0, 0, 0, 1]; 

  
Zrot=... 
[cosd(rz), sind(rz), 0, 0;... 
-sind(rz), cosd(rz), 0, 0;... 
0, 0, 1, 0;... 
0, 0, 0, 1]; 

  

Full_Rot=Zrot*Yrot*Xrot*Translation; 
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Appendix 5: Image Pre-Registration Code 

function 

[CT,US,List_Center,Transform,QC]=B_Preregistration(CT_A,US_A,Center,Y_Ang_Ini

t) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% B_Preregistration.m     
% Last Modified by A.Chan - Utter Matlab Noob, July 2019 
% 
% Purpose: Registration of single CT vertebrae onto 3D ultrasound surface 
% image of the same scale. Grouped with A_Image_Processing and 
% C_Registration 
% 
% Inputs: CT volume and US volume from A_Image_Processed 
% Outputs: CT aligned volume and US final volume 
% 
% 1: The volumes are imported and then scaled to speed up registration, 
% with scaling at 0.2mm resolution rather than 0.1mm. 
% 
% 2: CT volume needs to be pre-rotated into symmetrical orientation. 
% Ultrasound is also pre-rotated into symmetrical orientation so that the 
% inverse rotation can be applied to the CT volume to align the two images. 
% Symmetric rotations uses scaling factor 1 (currently at 8) to perform 
% rotations. Ranges and increments are within the A_CT_Symmetry file. 
% 
% 3: Slope of the vertebrae is used to determine the optimal pitch rotation. 
% Volume is re-surfaced and scaled by factor 2 (currently at 4),  
% slope calculations are iterated, based on only the spinous process  
% windowed with Vol_CropSpinous. The spinous process is displayed as a  
% separate figure for quality control. 
% 
% 4: The full volume is rotated to align the two volumes at the 0.2mm 
% resolution. Volume is surfaced, transformed, and then resized to be equa 
% 
% 5: The centroids of the volumes are aligned to speed up the translation 
% registration process and reduce the range of translations required 
% 
% Volume Syntax: 
% Vol_A - Original overlapped volumes 
% Vol_B - Rotated volumes 
% Vol_C - Rotated + centroid translated volumes - surface-only 
% Vol_D - Rotated + centroid translated volumes - full body 
% 
% QC Syntax: A=Useful for all. B=Useful for me. C=Specific application 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%% Step B.1: Initialize Variables and Load Data 
display('B.1 Initializing Variables and Loading Data') 
Init_Ang=[0,0,0];   %Initial angle 
Init_Pos=[0,0,0];   %Initial position 
Scale=[8,4];       %Select scaling values for gross and fine symmetry 
figure(3) 
QC=1;  

  
%Pre-process the Pixel Filter 
US_A=Vol_Pixel_Filter(US_A,20); 
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%QC Check - Look at the CT and US images (A) 
    QC=QC_Check(CT_A, US_A,1,QC); 

  
%QC Check - Check the ultrasound grid (C) 
   %Temp_Center=[size(US_A,2),size(US_A,1),size(US_A,3)]; 
   %Temp_Center(2,:)=Center(1,:); 
   %QC=QC_Check(US_A, US_A,Temp_Center,QC); 

  
%% Step B.2: Find Symmetric Transform for CT and US 
disp('B.2 Re-orienting CT and US by Symmetry') 
[CT_List_Sym,CT_Sym_Ang]=CT_Symmetry(CT_A,Scale); 
[US_List_Sym,US_Sym_Ang]=US_Symmetry(US_A,Scale,Y_Ang_Init); 
%QC Check - Determine if symmetry has been found (B) 
   %QC=QC_Check(CT_List_Sym, US_List_Sym,1,QC); 

  

%% Step B.3: Find the Spinous Process Slope 
% Load new volumes for slope comparison. 
disp('B.3 Re-orienting CT and US by Slope') 

  
CT_Sym_Scaled=List2Vol(CT_List_Sym); 
US_Sym_Scaled=List2Vol(US_List_Sym); 

  
CT_Surf_Scaled=Vol_Surface(CT_Sym_Scaled,Scale(2)); 
%QC Check - See original slope  (C) 
%    CT_List_QC=Vol2List(CT_Surf_Scaled); 
%    CT_List_QC(:,[1 2])=CT_List_QC(:,[2 1]); 
%    US_List_Sym(:,[1 2])=US_List_Sym(:,[2 1]); 
%    QC=QC_Check(CT_List_QC, US_List_Sym,1,QC); 
%QC Check - Look at the cropping window for slopes (C) 
%   Crop_Size=[10,0,0,3,6,2,6]; 
%   QC=QC_Check(Vol_Crop(CT_Surf_Scaled,Crop_Size),... 
%        Vol_Crop(US_Sym_Scaled,Crop_Size),QC); 

  
[CT_List_Slp, 

US_List_Slp,CTUS_Slope_Ang]=CTUS_Slope(CT_Surf_Scaled,US_Sym_Scaled); 
%QC Check - See if slope has made changes (C) 
   %CT_List_Slp(:,[1 2])=CT_List_Slp(:,[2 1]); 
   %US_List_Slp(:,[1 2])=US_List_Slp(:,[2 1]); 
   %QC=QC_Check(CT_List_Slp, US_List_Slp,1,QC); 

  
%% Step B.4: Rotate Full Symmetric Volumes, Reinitialize Variables 
disp('B.4 Aligning Volumes and Performing Pre-Transforms') 
% Initialize transforms 
Transform(1,:)=CT_Sym_Ang(3,1:3)+CTUS_Slope_Ang(2,1:3); 
Transform(2,:)=-US_Sym_Ang(2,1:3); 

  
% Shift the CT X and Y origin 
CT_A_List=Vol2List(CT_A); 
[~,~,Dim_max_Ori]=Vol_Sizing(CT_A_List); 
CT_A_List(:,1:2)=CT_A_List(:,1:2)-Dim_max_Ori(:,1:2); 

  
%Obtain the ultrasound origin 
US.List=Vol2List(US_A); 
US.List=US.List+Center; %This is the real world position of coordinates 
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%QC Check - Display original CT and US positions (B) 
%    [CT.Vol_A,US.Vol_A,~,~,Temp_Center]=Vol_Rewindow(CT_A_List,US.List); 
%    QC=QC_Check(CT.Vol_A,US.Vol_A,Temp_Center,QC); 

  
% Transform the CT list 
CT_Sym_List=Vol_AngPos_Origin(CT_A_List,Transform(1,:),Init_Pos); 
[~,Dim_min_Sym,~]=Vol_Sizing(CT_Sym_List); 

  
% Surface the volume 
CT_Surf=List2Vol(CT_Sym_List); 
CT_Surf=Vol_Surface(CT_Surf,1); 
CT_Surf_List=Vol2List(CT_Surf); 
CT.SurfList=CT_Surf_List+Dim_min_Sym; 

    
% Transform ultrasound counter angle, these are the real-world coordinates 
CT.FullList=Vol_AngPos_Origin(CT_Sym_List,Transform(2,:),Init_Pos); 
CT.SurfList=Vol_AngPos_Origin(CT.SurfList,Transform(2,:),Init_Pos); 

  
%QC Check - Display rotated CT and US positions (C) 
%[CT.Vol_B,US.Vol_B,~,~,Temp_Center]=Vol_Rewindow(CT.SurfList,US.List); 
%QC=QC_Check(CT.Vol_B,US.Vol_B,Temp_Center,QC); 

  
%% Phase B.5: Translate Centroid of CT to Center of US 
disp('B.5 Translating CT and US Centroids') 
%Find the centroid of the CT volume and center of the US space to align. 
%CT volume should be continuous. US center is unaffected by continuity 
CT_Centroid=sum(CT.SurfList)/size(CT.SurfList,1); 
US_Centroid=sum(US.List)/size(US.List,1); 

  
%Translate centroids 
Delta_Centroid=US_Centroid-CT_Centroid; 
List_Center.Delta_Centroid=round(Delta_Centroid,0); 
Transform(3,:)=Delta_Centroid*0.2; 

  
[CT.SurfList,~]=Vol_AngPos(CT.SurfList,Init_Ang,Delta_Centroid); 
[CT.FullList,~]=Vol_AngPos(CT.FullList,Init_Ang,Delta_Centroid); 

  
%QC Check - Display centroid translated CT and US for surface  (B) 
   

[CT.Vol_C,US.Vol_C,~,~,List_Center.CSurf,MM]=Vol_Rewindow(CT.SurfList,US.List

); 
   QC=QC_Check(CT.Vol_C,US.Vol_C,List_Center.CSurf,QC); 

    
%QC Check - Display centroid translated CT and US for full, slower... (C) 
%[CT.Vol_D,US.Vol_D,~,~,List_Center.DFull]=Vol_Rewindow(CT.FullList,US.List); 
%QC=QC_Check(CT.Vol_D,US.Vol_D,List_Center.DFull,QC); 

  
disp('(B) Pre-Registration Complete') 
end 
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% CT_Symmetry.m                                                            
% 
% Paired with A_CT_Sym_Iterate. This function imports the volumes, scales 
% them according to pre-determined rotations, and then initializes the 
% range and increment of rotations for symmetry processing.  
% 
% Stage 1: The full volume is rotated grossly in large increments. 
% Stage 2: The volume is trimmed to remove much of the vertebral body and 
% the volume is rotated in smaller increments 
% Stage 3: The volume is transformed according to the gross rotations then 
% the fine rotations 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [Sym_List,Ang]= CT_Symmetry(Ori_Vol,Scale) 
%% Step 1: Initialize Volume and Variables 
Init_Ang=[0,0,0];   %Initial angle 
Init_Pos=[0,0,0];   %Initial position 

  
Gross_Vol=Vol_Scale(Ori_Vol,Scale(1)); 
Gross_Vol=Vol_Fill(Gross_Vol); 
Fine_Vol=Vol_Scale(Ori_Vol,Scale(2)); 

  
%% Step 2: Iterate Gross Volume Rotations 
%Create Volume List 
Gross_List=Vol2List(Gross_Vol); 
Fine_List=Vol2List(Fine_Vol); 

  
%Select range and increment for gross rotations 
RngIncXZ1=[0,50,50;0,10,10]; %Range of 60 may be adequate 
RngIncXZ2=[0,20,20;0,4,4]; %Range of 12 may be adequate 

  
Ang(1,:)=CT_Sym_Iterate(Gross_List,RngIncXZ1,Init_Ang); 

  
%Trim vertebral body to remove bias 

  
[Trim_List,~]=Vol_AngPos(Gross_List,Ang(1,1:3),Init_Pos); 
Trim=2/3; %Set proportion to keep 
Trim_Vol=List2Vol(Trim_List); 
Trim_Vol(ceil(size(Trim_Vol,1)*(Trim)):end,:,:)=[]; 
Trim_List=Vol2List(Trim_Vol); 

  
Ang(2,:)=CT_Sym_Iterate(Trim_List,RngIncXZ2,Init_Ang); 
Ang(3,1:3)=Ang(1,1:3)+Ang(2,1:3); 

  
%% Step 4: Obtain Transformation Matrix 
[Sym_List,~]=Vol_AngPos(Fine_List,Ang(3,1:3),Init_Pos); 

  
end 
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% CT_Sym_Iterate.m             
% 
% Paired with A_CT_Symmetry. This function imports the volume coordinate  
% list, range, increment and starting rotation angle and iterates rotations 
% according to these angles. If both X and Z rotations are specified, it  
% will rotate both at the same time. 
% For error evaluation, this samples every other XY slice to calculate the 
% mean-squared error for the volume. 
% 
% Input has three cases: 
% 1 - Only Y rotation 
% 2 - Only Z rotation 
% 3 - Y-Z rotation combined 
% The type is specified by the range-increment combined input 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function[AngFin]=CT_Sym_Iterate(List,RngInc,Angle) 
%Initialize starting conditions 
Angle_Ori=Angle; 
Pos_Ori=[0,0,0]; 
Sample=2; 
if RngInc(1,2)==0 %Y rotation only 
    %Use values RngInc(1,1) and RngInc(2,1); 
    for i=1:2*RngInc(1,2)/RngInc(2,2)+1 
        Angle(2)=Angle_Ori(2)-RngInc(1,2)+((i-1)*RngInc(2,2)); 
        Err_Stack(i,1:3)=Angle; 
        Ang_List=Vol_AngPos(List,Angle,Pos_Ori); 
        Volume=List2Vol(Ang_List); 
        Volume_Flip=fliplr(Volume); 
        V_size=size(Volume); 
        %Err=zeros(V_size(3),1); 
        Err_Stack(i,4)=Error_Sampler(Volume,Volume_Flip,Sample); 

         

  

         
    end 
elseif RngInc(1,2)==0 %Z Rotation only 
     %Use values RngInc(1,3) and RngInc(2,3); 
    for i=1:2*RngInc(1,3)/RngInc(2,3)+1 
        Angle(3)=Angle_Ori(3)-RngInc(1,3)+((i-1)*RngInc(2,3)); 
        Err_Stack(i,1:3)=Angle; 
        Ang_List=Vol_AngPos(List,Angle,Pos_Ori); 
        Volume=List2Vol(Ang_List); 
        Volume_Flip=fliplr(Volume); 
        V_size=size(Volume); 
        %Err=zeros(V_size(3),1); 
        Err_Stack(i,4)=Error_Sampler(Volume,Volume_Flip,Sample); 

  
    end  
else 
    for i=1:2*RngInc(1,2)/RngInc(2,2)+1 
        Angle(2)=Angle_Ori(2)-RngInc(1,2)+((i-1)*RngInc(2,2)); 
        i_ten=(i-1)*((RngInc(1,2)/RngInc(2,2))*2+1); 
        for j=1:2*RngInc(1,3)/RngInc(2,3)+1 
            Angle(3)=Angle_Ori(3)-RngInc(1,3)+((j-1)*RngInc(2,3)); 
            Err_Stack(i_ten+j,1:3)=Angle; 
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            Ang_List=Vol_AngPos(List,Angle,Pos_Ori); 
            Volume=List2Vol(Ang_List); 
            Volume_Flip=fliplr(Volume); 
            V_size=size(Volume); 
            %Err=zeros(V_size(3),1); 
            Err_Stack(i_ten+j,4)=Error_Sampler(Volume,Volume_Flip,Sample); 
        %{ 
        figure(4) 
        Heat=Vol2Heat(Volume); 
        Err_Stack 
        imagesc(Heat) 
        pause 
          %} 
        end 
    end  
end 

  
[Min_Val,Min_Row]=min(Err_Stack); 
AngFin=Err_Stack(Min_Row(4),1:4); 
Err_Stack; 

  

  
end 
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% US_Symmetry.m                                                         % 
% Paired with US_Sym_Iterate. This function imports the volumes, scales 
% them according to pre-determined rotations, and then initializes the 
% range and increment of rotations for symmetry processing.  
% Stage 1: The full volume is rotated grossly in large increments. 
% Stage 2: The volume is transformed according to the gross rotations then 
% the fine rotations 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [Sym_List,Ang,Err_S]= US_Symmetry(Ori_Vol,Scale,Y_Ang_Init) 
%% Step 1: Initialize Volume and Variables 

  
Init_Ang=[0,-Y_Ang_Init,0];   %Initial angle 
Init_Pos=[0,0,0];   %Initial position 

  

Gross_Vol=Vol_Scale(Ori_Vol,Scale(1)); 
Gross_Vol=Vol_Fill(Gross_Vol); 
Fine_Vol=Vol_Scale(Ori_Vol,Scale(2)); 

  
%% Step 2: Iterate Gross Volume Rotations 
%Create Volume List 
Gross_List=Vol2List(Gross_Vol); 
Fine_List=Vol2List(Fine_Vol); 

  
%Select range and increment for gross rotations 
RngIncXZ1=[0,0,70;0,0,5]; %Pixel count metric 
RngIncXZ2=[0,20,30;0,5,5]; %Pixel-frame ratio 
[Ang(1,:),Err_S.A]=US_Sym_Iterate(Gross_List,RngIncXZ1,Init_Ang); 
[Ang(2,:),Err_S.B]=US_Sym_Iterate(Gross_List,RngIncXZ2,Ang(1,1:3)); 

  
%% Step 4: Obtain Transformation Matrix 
%Transform=Transform_Matrix_XYZT(Ang(2,1:3),Init_Pos); %pick this one 
%Transform=Transform_Matrix_ZYXT(Ang(2,1:3),Init_Pos); %order matters..  
[Sym_List,~]=Vol_AngPos(Fine_List,Ang(2,1:3),Init_Pos); 
%Sym_List=Vol_AngPos(Fine_List,Ang(2,1:3),Init_Pos); 

  
end 
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% US_Sym_Iterate.m                                                      % 
% Paired with US_Symmetry. This function imports the volume coordinate  % 
% list, range, increment and initial rotation angle and iterates rotations% 
% according to these angles. If both X and Z rotations are specified, it  % 
% will rotate both at the same time. 
% For error evaluation, the binarized heatmap is used to determine if 
% the images are symmetrical. 
% Input has three cases: 
% 1 - Only X rotation 
% 2 - Only Z rotation 
% 3 - X-Z rotation combined 
% The type is specified by the range-increment combined input 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function[AngFin,Err_Stack]=US_Sym_Iterate(List,RngInc,Angle) 
%Initialize starting conditions 

  
Angle_Ori=Angle; 
Pos_Ori=[0,0,0]; 
Sample=2; 
if RngInc(1,3)==0 %X rotation only 
    %Use values RngInc(1,1) and RngInc(2,1). This set of code is not 
    %currently active. 
    for i=1:2*RngInc(1,2)/RngInc(2,2)+1 
        Angle(2)=Angle_Ori(2)-RngInc(1,2)+((i-1)*RngInc(2,2)); 
        Err_Stack(i,1:3)=Angle; 
        Ang_List=Vol_AngPos(List,Angle,Pos_Ori); 
        New_Heat=List2Heat(Ang_List); 
        Crop_Size=[4,1,3,1,3,0,0,0]; 
        Crop_Heat=Vol_Crop(New_Heat,Crop_Size); 
        Err_Stack(i,4)=US_Sym_Error_Calcs(Crop_Heat); 

  
    end 
    [Min_Val,Min_Row]=min(Err_Stack); 

     
elseif RngInc(1,2)==0 %Z Rotation only 
    %Use values RngInc(1,3) and RngInc(2,3).  
    for i=1:2*RngInc(1,3)/RngInc(2,3)+1 
        Angle(3)=Angle_Ori(3)-RngInc(1,3)+((i-1)*RngInc(2,3)); 
        Err_Stack(i,1:3)=Angle; 
        Ang_List=Vol_AngPos(List,Angle,Pos_Ori); 
        New_Heat=List2Heat(Ang_List); 
        Err_Stack(i,4)=size(find(New_Heat),1); 
    end  
    [Min_Val,Min_Row]=max(Err_Stack); 

     
else 
    for i=1:2*RngInc(1,2)/RngInc(2,2)+1 
        Angle(2)=Angle_Ori(2)-RngInc(1,2)+((i-1)*RngInc(2,2)); 
        i_ten=(i-1)*((RngInc(1,3)/RngInc(2,3))*2+1); 
        for j=1:2*RngInc(1,3)/RngInc(2,3)+1 

             
            Angle(3)=Angle_Ori(3)-RngInc(1,3)+((j-1)*RngInc(2,3)); 
            Err_Stack(i_ten+j,1:3)=Angle; 
            Ang_List=Vol_AngPos(List,Angle,Pos_Ori); 
            New_Heat=List2Heat(Ang_List); 
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            Crop_Size=[4,1,3,1,3,0,0]; 
            Crop_Heat=Vol_Crop(New_Heat,Crop_Size); 
            Err_Stack(i_ten+j,4)=US_Sym_Error_Calcs(Crop_Heat); 

             
        end 
    end 
    [Min_Val,Min_Row]=min(Err_Stack); 

     
end 
AngFin=Err_Stack(Min_Row(4),1:4); 
end 

  
for j=1:2*RngInc(1,3)/RngInc(2,3)+1 

             

            Angle(3)=Angle_Ori(3)-RngInc(1,3)+((j-1)*RngInc(2,3)); 

            Err_Stack(i_ten+j,1:3)=Angle; 

            Ang_List=Vol_AngPos(List,Angle,Pos_Ori); 

            New_Heat=List2Heat(Ang_List); 

 

            Crop_Size=[4,1,3,1,3,0,0]; 

            Crop_Heat=Vol_Crop(New_Heat,Crop_Size); 

            Err_Stack(i_ten+j,4)=US_Sym_Error_Calcs(Crop_Heat); 

             

            %QC Check 

        %{ 

        figure(9) 

        subplot(2,1,1) 

        imagesc(New_Heat) 

        subplot(2,1,2) 

        imagesc(Crop_Heat) 

        Err_Stack 

        pause 

        %} 

        end 

    end 

    [Min_Val,Min_Row]=min(Err_Stack); 

     

end 

AngFin=Err_Stack(Min_Row(4),1:4); 

 

End 
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% CTUS_Slope.m    
% 
% Paired with A_CT_Slope_Iterate. This function imports both CT and US 
% symmetric volumes and aligns the slope of the spinous process to 
% initialize the pitch rotations 
% 
% Stage 1: The volume is cropped according to anatomic ratios, both for the 
% CT and the US volumes 
% Stage 2: Slopes are iterated on the cropped volumes at large range of  
% angles, andthen smaller angles, with the optimal pitch angle outputted. 
% after the two sets of iterations 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [CT_List,US_List,CTUS_Slope_Ang]=CTUS_Slope(CT_Vol,US_Vol) 

  
%Initialize angles, ranges and increments 
Init_Ang=[0,0,0];   %Initial angle 
Init_Pos=[0,0,0];   %Initial position 
RngIncY1=[40,0,0;5,0,0]; %Range of 40 vs 60? 
RngIncY2=[10,0,0;2,0,0]; %Added to speed future steps 

  
% Define CT Center and Width of Spinous Process 
Crop_Size=[10,0,0,3,6,3,6]; 
CT_Vol_Crop=Vol_Crop(CT_Vol,Crop_Size); 
US_Vol_Crop=Vol_Crop(US_Vol,Crop_Size); 

  
CT_List=Vol2List(CT_Vol); 
US_List=Vol2List(US_Vol); %This is unnecessary, but useful for evaluation 

  
%Iterate rotations 
Ang(1,:)=CTUS_Slope_Iterate(CT_Vol_Crop,US_Vol_Crop,RngIncY1,Init_Ang); 
Ang(2,:)=CTUS_Slope_Iterate(CT_Vol_Crop,US_Vol_Crop,RngIncY2,Ang(1,1:3)); 

  
CTUS_Slope_Ang=Ang; %Output if you want to see CTUS Slope Angles 
CT_List=Vol_AngPos(CT_List,Ang(2,1:3),Init_Pos); 
%Transform=Transform_Matrix_XYZT(Ang(2,:),Init_Pos); %THE SIGN MATTERS 
end 
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function[AngFin]=CTUS_Slope_Iterate(CT_Vol,US_Vol,RngInc,Angle) 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

% CTUS_Slope_Iterate.m    

% 

% Paired with A_CT_Slope. This function iterates the slope comparisons 

 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% CTUS_Slope_Iterate.m    
% 
% Paired with A_CT_Slope. This function iterates the slope comparisons 
% between the CT and US volumes 
% 
% Stage 1: The positions are aligned, first by aligning centroids, and then 
% iterating position along the Y-direction to maximize overlap. 
% Stage 2: Iteration of the slope angle and the amount of overlap is 
% calculated with the optimal angle outputted. 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function[AngFin]=CTUS_Slope_Iterate(CT_Vol,US_Vol,RngInc,Angle) 
%Initialize starting conditions 
Angle_Ori=Angle; 
Pos_Ori=[0,0,0]; 
Sample=2; 
CT_List=Vol2List(CT_Vol); 
US_List=Vol2List(US_Vol); 

  
%Adjust centroid to maximize overlap 
US_Centroid=sum(US_List)/size(US_List,1);%[size(US_Vol,2)/2,size(US_Vol,1)/2,

size(US_Vol,3)/2] 
CT_Centroid=sum(CT_List)/size(CT_List,1); 
CT_List(:,2)=CT_List(:,2)-round(CT_Centroid(2)-US_Centroid(2),0); 

  
Pos=Pos_Ori; 
Pos(1)=round((size(US_Vol,2)-size(CT_Vol,2))/2,0); 
RngIncP=[0,10,0;0,1,0]; 

  
Position_Range=2*RngIncP(1,2)/RngIncP(2,2)+1; 
Angle_Range=2*RngInc(1,1)/RngInc(2,1)+1; 

  
for i=1:Position_Range 
    Pos(2)=Pos_Ori(2)-RngIncP(1,2)+((i-1)*RngIncP(2,2)); 
    for j=1:Angle_Range 
        Angle(1)=Angle_Ori(1)-RngInc(1,1)+((j-1)*RngInc(2,1)); 
        Err_Stack(j+(i-1)*(Angle_Range),1:3)=Angle; 
        Ang_List=Vol_AngPos(CT_List,Angle,Pos); 
        CT_NewVol=uint8(List2Vol_Presized(Ang_List,size(US_Vol))); 
        Err_Stack(j+(i-

1)*(Angle_Range),4)=Error_Sampler(CT_NewVol,US_Vol,Sample)/... 
            (sum(sum(sum(CT_NewVol)))+(sum(sum(sum(US_Vol)))))*1000; 
        %QC CHECK, put into for looop if needed. 
    end 

  
end 
[Min_Val,Min_Row]=min(Err_Stack); 
AngFin=Err_Stack(Min_Row(4),1:4); 
Err_Stack; 
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end 
function [Heat_Error]=US_Sym_Error_Calcs(Heat) 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

% US_Sym_Error_Calcs.m 

% 

% Used by US_Sym_Iterate. Calculates the symmetry of the ultrasound while 

% ignoring pixels without data to compare the surfaces themselves, rather 

% than just comparing the top half with the bottom half. 

% 

% Note: The optimization metric can be changed depending on which 

% "Heat_Error" is commented out. The immse works in some cases but it less 

% reliable than the custom system. 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

 

HeatFlip=flipud(Heat); 

Heat_Size=size(Heat,1)*size(Heat,2); 

Heat_Err=0; 

n=1; 

for k=1:Heat_Size 

    if or(Heat(k)==0,HeatFlip(k)==0) 

    else 

        Heat_Del=abs(Heat(k)-HeatFlip(k)); 

        Heat_Err=Heat_Err+Heat_Del; 

        n=n+1; 

    end 

end 

Heat_Error(1)=double(Heat_Err)/n; 

 

%Heat_Error(2)=immse(Heat,HeatFlip); %This one second! 

%Heat_Error(1)=double(Heat_Err); 

%Heat_Error(1)=double(Heat_Err)/size(find(Heat),1); 

%Heat_Error(1)=double(Heat_Err)/Heat_Size; 

%Heat_Error(1)=size(find(Heat),1); 

%Heat_Error(1)=n; 

%Heat_Error(2)=Heat_Size; 

 

%Heat_Error(1)=Heat_Size/size(find(Heat),1); 

end 
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Appendix 6: Image Registration Code 

function [CT,US,EC,ET,Transform]=C_Registration(CT,US,Center,QC) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% C_registration.m 
% Last Modified by A.Chan - Utter Matlab Noob, December 2018 
% 
% Purpose: Registration of single CT vertebrae onto 3D ultrasound surface 
% image of the same scale. Grouped with A_Image_Processing and 
% B_Preregistration 
% 
% Inputs: CT volume and US volume from A_Image_Processing 
% Outputs: CT aligned volume and US final volume 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
Init_Ang=[0,0,0];   %Initial angle 
Init_Pos=[0,0,0];   %Initial position 
Scale=[16,8,4,2]; 
%QC Check - Display centroid translated CT and US for surface and full (B) 
%   QC=QC_Check(CT.Vol_D,US.Vol_D,Center.DFull,QC); 

  
%% Phase C.1: Six Degree of Freedom Translations and Rotations 
disp('C.1 Six Degree of Freedom Translations and Rotations') 

  
[SixDOF_AngPos,ET.D,EC.D,~,~]=Transformation_6D(CT.Vol_C,US.Vol_C,Scale); 

     
    Ang_PosD=SixDOF_AngPos; %Display error chart 
    

[CT_D_List]=Vol_AngPos(CT.SurfList,SixDOF_AngPos(1,1:3),Scale(1)*SixDOF_AngPo

s(1,4:6)); 

  
%QC Check - Check 6DOF transformation     
    [CT.Vol_D,US.Vol_D,~,~,Temp_Center]=Vol_Rewindow(CT_D_List,US.List); 
    %QC=QC_Check(CT.Vol_C, US.Vol_C,Temp_Center,QC); 

  
%% Phase C.2: Sequential Gross Translations-Rotations 
disp('C.2 Translate and Rotate Gross Scaled Volumes') 

  
[Gross_AngPos,ET.E,EC.E]=Gross_3D(CT.Vol_C,US.Vol_C,SixDOF_AngPos,Scale); 

  
    Ang_PosE=Gross_AngPos; %Display error chart 
    

CT_E_List=Vol_AngPos(CT.SurfList,Gross_AngPos(1,1:3),Scale(2)*Gross_AngPos(1,

4:6)); 

  
%QC Check - Check Gross 3DOF 
    %[CT.Vol_E,US.Vol_E,~,~,Temp_Center]=Vol_Rewindow(CT_E_List,US.List); 
    %QC=QC_Check(CT.Vol_E, US.Vol_E,Temp_Center,QC); 

    
%% Phase C.3: Sequential Fine Translations-Rotations 
disp('C.3 Translate and Rotate Fine Scaled Volumes') 

  
[Fine_AngPos,SFine_AngPos,Final_AngPos,ET.F,EC.F]=Fine_3D(CT.Vol_C,US.Vol_C,G

ross_AngPos,Scale); 
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    Ang_PosF=Fine_AngPos; %Display error chart 
    

CT_F_List=Vol_AngPos(CT.SurfList,SFine_AngPos(1,1:3),Scale(3)*Fine_AngPos(1,4

:6)); 

  
%QC Check - Check Fine 3DOF 
    %[CT.Vol_F,US.Vol_F,~,~,Temp_Center]=Vol_Rewindow(CT_F_List,US.List); 
    %QC=QC_Check(CT.Vol_F, US.Vol_F,Temp_Center,QC); 

     
    Ang_PosG=SFine_AngPos; %Display error chart 
    

[CT_G_List]=Vol_AngPos(CT.SurfList,SFine_AngPos(1,1:3),Scale(4)*SFine_AngPos(

1,4:6)); 

  
%QC Check - Check Superfine 3DOF 
    %[CT.Vol_G,US.Vol_G,~,~,Temp_Center]=Vol_Rewindow(CT_G_List,US.List); 
    %QC=QC_Check(CT.Vol_G, US.Vol_G,Temp_Center,QC); 

  
    Ang_PosH=Final_AngPos; %Display error chart 
    

[CT_H_List]=Vol_AngPos(CT.SurfList,Final_AngPos(1,1:3),Final_AngPos(1,4:6)); 

  
Fin_AngPos=[Final_AngPos(1,1:3);Final_AngPos(1,4:6)]%Displays final combined 

recommended transformation 

  
%% Phase C.4: Final Transformation of Full Volume 
disp('C.4 Transform full CT Volume') 

  
CT_Final_Centroid=round(sum(CT.SurfList)/size(CT.SurfList,1),0); 
Origin_Rotate=Vol_AngPos_Origin(CT_Final_Centroid,Fin_AngPos(1,1:3),Init_Pos)

; 
Origin_Translate=CT_Final_Centroid-Origin_Rotate; 

  
CT.SurfList=Vol_AngPos_Origin(CT.SurfList,Fin_AngPos(1,1:3),Fin_AngPos(2,1:3)

+Origin_Translate); 

  
Transform(1,:)=Fin_AngPos(1,1:3); 
Transform(2,:)=(Fin_AngPos(2,1:3)+Origin_Translate)*0.2; 
[CT.Vol_I,US.Vol_I,~,~,CT.Center]=Vol_Rewindow(CT.SurfList,US.List); 
Error_Fin=Error_Sampler(CT.Vol_I,US.Vol_I,1); %Display error chart 
QC=QC_Check(CT.Vol_I, US.Vol_I,CT.Center,QC); 

  
disp('(C) Registration Complete') 
end 
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function 

[AngPos_Out,Error_Table,Error_Chart,ES1,ES2A]=Transformation_6D(CT,US,Scale) 

  
Init_Ang=[0,0,0];   %Initial angle 
Init_Pos=[0,0,0];   %Initial position 
Scale=[16,8]; 

  
CT_6DOF=Vol_Scale(CT,Scale(1)); 
US_6DOF=Vol_Scale(US,Scale(1)); 

  
CT_List=Vol2List(CT_6DOF); 

  
AngRngInc=[15,20,15;5,5,5]; 

  
AngN.X=(1+2*(AngRngInc(1,1)/AngRngInc(2,1))); 
AngN.Y=(1+2*(AngRngInc(1,2)/AngRngInc(2,2))); 
AngN.Z=(1+2*(AngRngInc(1,3)/AngRngInc(2,3))); 

  
PosRngInc=[3,2,3;1,1,1]; 
PosN.X=(1+2*(PosRngInc(1,1)/PosRngInc(2,1))); 
PosN.Y=(1+2*(PosRngInc(1,2)/PosRngInc(2,2))); 
PosN.Z=(1+2*(PosRngInc(1,3)/PosRngInc(2,3))); 

  
[Error_Table,Error_Chart,AngPos_6DOF]=Transformation_6D_Iterate(CT_List,US_6D

OF,AngRngInc,PosRngInc,AngN,PosN,Init_Ang,Init_Pos); 
Error_Only=Error_Chart(4:end,4:end); 

  
%Optimize according to largest-to-smallest difference 
%Start with X position and Y angle 
Grid=[PosN.Y*PosN.Z,AngN.Z*AngN.X]; 
[PosXAngY,ES1]=Mean_Min(Grid,[PosN.X,AngN.Y],Error_Only); 

  
%Empirically, second is Y position and Z angle 
Mini_ErrorA=Error_Only(1+(PosXAngY(1,1)-

1)*Grid(1):PosXAngY(1,1)*Grid(1),1+(PosXAngY(1,2)-

1)*Grid(2):PosXAngY(1,2)*Grid(2)); 
Mini_ErrorB=Error_Only(1+(PosXAngY(2,1)-

1)*Grid(1):PosXAngY(2,1)*Grid(1),1+(PosXAngY(2,2)-

1)*Grid(2):PosXAngY(2,2)*Grid(2)); 
Mini_ErrorC=Error_Only(1+(PosXAngY(3,1)-

1)*Grid(1):PosXAngY(3,1)*Grid(1),1+(PosXAngY(3,2)-

1)*Grid(2):PosXAngY(3,2)*Grid(2)); 

  
Mini_Grid=[PosN.Z,AngN.X]; 
[PosYAngZ(1:3,:),ES2A]=Mean_Min(Mini_Grid,[PosN.Y,AngN.Z],Mini_ErrorA); 
[PosYAngZ(4:6,:),ES2B]=Mean_Min(Mini_Grid,[PosN.Y,AngN.Z],Mini_ErrorB); 
[PosYAngZ(7:9,:),ES2C]=Mean_Min(Mini_Grid,[PosN.Y,AngN.Z],Mini_ErrorC); 

  
%Lastly, Z position and X angle are calculated... these aren't that 
%accurate necessarily 

  
[PosZAngX(1,:)]=Min_Error(Mini_Grid,PosYAngZ(1,:),Mini_ErrorA); 
[PosZAngX(2,:)]=Min_Error(Mini_Grid,PosYAngZ(2,:),Mini_ErrorA); 
[PosZAngX(3,:)]=Min_Error(Mini_Grid,PosYAngZ(3,:),Mini_ErrorA); 
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[PosZAngX(4,:)]=Min_Error(Mini_Grid,PosYAngZ(4,:),Mini_ErrorB); 
[PosZAngX(5,:)]=Min_Error(Mini_Grid,PosYAngZ(5,:),Mini_ErrorB); 
[PosZAngX(6,:)]=Min_Error(Mini_Grid,PosYAngZ(6,:),Mini_ErrorB); 
[PosZAngX(7,:)]=Min_Error(Mini_Grid,PosYAngZ(7,:),Mini_ErrorC); 
[PosZAngX(8,:)]=Min_Error(Mini_Grid,PosYAngZ(8,:),Mini_ErrorC); 
[PosZAngX(9,:)]=Min_Error(Mini_Grid,PosYAngZ(9,:),Mini_ErrorC); 

  
for k=1:3 
    for j=1:3 
        Angle=[-AngRngInc(1,1)+AngRngInc(2,1)*(PosZAngX(j+(k-1)*3,2)-1),... 
            -AngRngInc(1,2)+AngRngInc(2,2)*(PosXAngY(k,2)-1),... 
            -AngRngInc(1,3)+AngRngInc(2,3)*(PosYAngZ(j+(k-1)*3,2)-1)]; 

         
        Position=[-PosRngInc(1,1)+PosRngInc(2,1)*(PosXAngY(k,1)-1),... 
            -PosRngInc(1,2)+PosRngInc(2,2)*(PosYAngZ(j+(k-1)*3,1)-1),... 
            -PosRngInc(1,3)+PosRngInc(2,3)*(PosZAngX(j+(k-1)*3,1)-1)]; 
        AngPos(j+(k-1)*3,1:6)=[Angle,Position]; 
        AngPos(j+(k-1)*3,7)=PosZAngX(j+(k-1)*3,3); 
    end 
end 
%QC Check 
ErrList=Heat2List(Error_Only); 
for k=1:size(ErrList,1) 
    ErrList(k,3)=Error_Only(ErrList(k,1),ErrList(k,2)); 
end 

  
ErrList=sortrows(ErrList,3); 
Final_EList=ErrList(1:9,:); 
for k=1:9 
        Angle=[Error_Chart(1,3+Final_EList(k,2)),... 
            Error_Chart(2,3+Final_EList(k,2)),... 
            Error_Chart(3,3+Final_EList(k,2))]; 

         
        Position=[Error_Chart(3+Final_EList(k,1),1),... 
            Error_Chart(3+Final_EList(k,1),2),... 
            Error_Chart(3+Final_EList(k,1),3)]; 
        AngPos2(k,:)=[Angle,Position,1]; 
end 
AngPos_Out(1,:)=AngPos(1,:); 
AngPos_Out(2,:)=AngPos2(1,:); 
end 
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function 

[Error_Table,Error_Chart,AngPos]=Transformation_6D_Iterate(CT_List,US_6DOF,An

gRngInc,PosRngInc,AngN,PosN,Init_Ang,Init_Pos) 
Error_Chart_Columns=AngN.Y*AngN.Z*AngN.X; 
Error_Chart_Rows=PosN.X*PosN.Y*PosN.Z; 

  
Error_Chart=zeros(3+Error_Chart_Rows,3+Error_Chart_Columns); 

  
Error_Chart(1,1)='1'; 
Error_Chart(2,2)='2'; 
Error_Chart(3,3)='3'; 

  
%Original ordered 6DOF method 
for XR=1:AngN.X 
    for YR=1:AngN.Y 
        for ZR=1:AngN.Z 
            for XP=1:PosN.X 
                for YP=1:PosN.Y 
                    for ZP=1:PosN.Z 
                        Angle(1)=Init_Ang(1)-AngRngInc(1,1)+((XR-

1)*AngRngInc(2,1)); 
                        Angle(2)=Init_Ang(2)-AngRngInc(1,2)+((YR-

1)*AngRngInc(2,2)); 
                        Angle(3)=Init_Ang(3)-AngRngInc(1,3)+((ZR-

1)*AngRngInc(2,3)); 
                        Position(1)=Init_Pos(1)-PosRngInc(1,1)+((XP-

1)*PosRngInc(2,1)); 
                        Position(2)=Init_Pos(2)-PosRngInc(1,2)+((YP-

1)*PosRngInc(2,2)); 
                        Position(3)=Init_Pos(3)-PosRngInc(1,3)+((ZP-

1)*PosRngInc(2,3)); 
                        E_Col=3+1+((YR-1)*AngN.X*AngN.Z)+((ZR-1)*AngN.X)+(XR-

1); 
                        E_Row=3+1+((XP-1)*PosN.Y*PosN.Z)+((YP-1)*PosN.Z)+(ZP-

1); 

  
                        Error_Chart(1:3,E_Col)=Angle; 
                        Error_Chart(E_Row,1:3)=Position'; 

  
                    end 
                end 
            end 
        end 
    end 
end 

  
parfor k=1:(size(Error_Chart,2)-3) 
    Err_Col=Error_Chart(:,k+3); 
    for j=1:(size(Error_Chart,1)-3) 
        Angle=Error_Chart(1:3,k+3)'; 
        Position=Error_Chart(j+3,1:3); 
        CT_New_List=Vol_AngPos(CT_List,Angle,Position); 
        CT_New_Vol=List2Vol_Presized(CT_New_List,size(US_6DOF)); 
        Err_Col(j+3)=Error_Sampler(CT_New_Vol,US_6DOF,2);  
    end 
    Err_Chart(:,k+3)=Err_Col; 
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end 
Error_Chart(4:end,4:end)=Err_Chart(4:end,4:end); 
%} 
%Construct Error Table for Top Min Errors 
Top=5; 
Error_Only=Error_Chart(4:end,4:end); 
[Error_Val,Error_Row]=mink(Error_Only,Top); 
Error_Locus=zeros(Top*size(Error_Only,2),3); 
for j=1:size(Error_Only,2) 
    for k=1:Top 
        Error_Locus(k+5*(j-1),1)=Error_Val(k,j); 
        Error_Locus(k+5*(j-1),2)=j; 
        Error_Locus(k+5*(j-1),3)=Error_Row(k,j); 
    end 
end 
Sort_Err_Min=sortrows(Error_Locus); 

  
Error_Table=zeros(Top,7); 
for k=1:Top 
    Error_Table(k,1)=Sort_Err_Min(k,1); 
    Error_Table(k,2:4)=Error_Chart(1:3,Sort_Err_Min(k,2)+3)'; 
    Error_Table(k,5:7)=Error_Chart(Sort_Err_Min(k,3)+3,1:3); 
end 
Error_Table(Top+1,:)=std(Error_Table); 
Error_Table(Top+2,:)=[Error_Only(ceil(size(Error_Only,1)/2),ceil(size(Error_O

nly,2)/2)),Init_Ang,Init_Pos]; 
AngPos=Error_Table(1,:); 
end 
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function [Gross_AngPos,Table,Chart]=Gross_3D(CT,US,AngPos,Scale) 
%% Step 1: Initialize Volume and Variables 
AngPos=sortrows(AngPos,7); 
for m=1:2 
    Init_Ang=AngPos(m,1:3);     %Initial angle 
    Init_Pos=AngPos(m,4:6)*(Scale(1)/Scale(2));   %Initial position 

     
    CT_Gross=Vol_Scale(CT,Scale(2)); 
    US_Gross=Vol_Scale(US,Scale(2)); 

     
    CT_List=Vol2List(CT_Gross); 
    %% Step 2: Iterate Gross Volume Translations 
    %OldRng[3,5,3,1,1,1]; 
    DynRng=[max(AngPos(:,4:6));min(AngPos(:,4:6))]*2; 

     

    for k=1:3 
        if  abs(DynRng(1,k)-DynRng(2,k))<1 
            DynRng(1,k)=DynRng(1,k)+4; 
            DynRng(2,k)=DynRng(2,k)-4; 
        elseif  abs(DynRng(1,k)-DynRng(2,k))<3 
            DynRng(1,k)=DynRng(1,k)+2; 
            DynRng(2,k)=DynRng(2,k)-2; 
        elseif abs(DynRng(1,k)-DynRng(2,k))<5 
            DynRng(1,k)=DynRng(1,k)+1; 
            DynRng(2,k)=DynRng(2,k)-1; 
        end 
    end 

     
    Inc=[1,1,1]; 
    %OldRng[10,6,6,2,2,2]; 
    [Table.PosG,Chart.PosG]=Translation_3D_Iterate(CT_List,US_Gross,... 
        DynRng,Inc,Init_Ang,Init_Pos); 

     
    %% Step 3: Iterate Gross Volume Rotations 
    DynRng=[max(AngPos(:,1:3));min(AngPos(:,1:3))]; 

     
    for k=1:3 
        if  abs(DynRng(1,k)-DynRng(2,k))<6 
            DynRng(1,k)=DynRng(1,k)+5; 
            DynRng(2,k)=DynRng(2,k)-5; 
        end 
    end 

     
    Inc=[1,1,1]; 
    

[Table.AngG1,Chart.AngG1]=Rotation_3D_Iterate(CT_List,US_Gross,DynRng,Inc,Ini

t_Ang,Table.PosG(1,1:3)); 
    

[Table.AngG2,Chart.AngG2]=Rotation_3D_Iterate(CT_List,US_Gross,DynRng,Inc,Ini

t_Ang,Table.PosG(2,1:3)); 
    

[Table.AngG3,Chart.AngG3]=Rotation_3D_Iterate(CT_List,US_Gross,DynRng,Inc,Ini

t_Ang,Table.PosG(3,1:3)); 
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[Table.AngG4,Chart.AngG4]=Rotation_3D_Iterate(CT_List,US_Gross,DynRng,Inc,Ini

t_Ang,Table.PosG(4,1:4)); 
    

[Table.AngG5,Chart.AngG5]=Rotation_3D_Iterate(CT_List,US_Gross,DynRng,Inc,Ini

t_Ang,Table.PosG(5,1:3)); 

     
    

Table.TransG=[Table.AngG1;Table.AngG2;Table.AngG3;Table.AngG4;Table.AngG5]; 

     
    for i=1:size(Table.AngG1,1) 
        for k=1:5 
            Table.TransG(i+(k-1)*size(Table.AngG1,1),5:7)=Table.PosG(k,1:3); 
        end 
    end 

     
    TransG=[Table.TransG(:,1:3),Table.TransG(:,5:7),Table.TransG(:,4)]; 
    TransG=sortrows(TransG,7); 
    if m==1 
        Gross_AngPos=TransG(1:5,:); 
    else 
        Gross_AngPos=[Gross_AngPos;TransG(1:5,:)]; 
    end 
    Gross_AngPos=sortrows(Gross_AngPos,7); 
end 
end 
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function 

[Fine_AngPos,SFine_AngPos,Fin_AngPos,Table,Chart]=Fine_3D(CT,US,AngPos,Scale) 
%% Step 1: Initialize Fine Volume and Variables 
Init_Ang=AngPos(1,1:3);   %Initial angle 
Init_Pos=AngPos(1,4:6)*(Scale(2)/Scale(3));  %Initial position 

  
CT_Fine=Vol_Scale(CT,Scale(3)); 
US_Fine=Vol_Scale(US,Scale(3)); 
CT_List=Vol2List(CT_Fine); 
%% Step 2: Iterate Fine Volume Transformations 
%RngInc=[2,2,2;1,1,1]; 

  
DynRng=[max(AngPos(:,4:6));min(AngPos(:,4:6))]*2; 
for k=1:3 
    if  abs(DynRng(1,k)-DynRng(2,k))<1 
        DynRng(1,k)=DynRng(1,k)+2; 
        DynRng(2,k)=DynRng(2,k)-2; 
    elseif  abs(DynRng(1,k)-DynRng(2,k))<3 
        DynRng(1,k)=DynRng(1,k)+1; 
        DynRng(2,k)=DynRng(2,k)-1; 
    end 
end 

  
Inc=[1,1,1]; 
[Table.PosF,Chart.PosF]=Translation_3D_Iterate(CT_List,US_Fine,... 
    DynRng,Inc,Init_Ang,Init_Pos); 

  
%RngInc=[3,3,3;1,1,1]; 
DynRng=[max(AngPos(:,1:3));min(AngPos(:,1:3))]; 
for k=1:3 
    if  abs(DynRng(1,k)-DynRng(2,k))<3 
        DynRng(1,k)=DynRng(1,k)+2; 
        DynRng(2,k)=DynRng(2,k)-2; 
    end 
end 

  
Inc=[1,1,1]; 

  
[Table.AngF,Chart.AngF]=Rotation_3D_Iterate(CT_List,US_Fine,... 
    DynRng,Inc,Init_Ang,Table.PosF(1,1:3)); 

  
Fine_AngPos=[Table.AngF(:,1:3),Table.PosF(:,1:3),Table.AngF(:,4)]; 

  
%% Step 3: Initialize Super Fine Volume and Variables 
Init_Ang=Fine_AngPos(1,1:3);   %Initial angle 
Init_Pos=Fine_AngPos(1,4:6)*(Scale(3)/Scale(4));  %Initial position 

  
CT_SFine=Vol_Scale(CT,Scale(4)); 
US_SFine=Vol_Scale(US,Scale(4)); 
CT_List=Vol2List(CT_SFine); 
%% Step 3: Iterate Super Fine Volume Rotations 
%RngInc=[2,2,2;1,1,1]; 

  
DynRng=[max(Fine_AngPos(:,4:6));min(Fine_AngPos(:,4:6))]*2; 
for k=1:3 
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    if (DynRng(1,k)-DynRng(2,k))<2 
        DynRng(1,k)=DynRng(1,k)+1; 
        DynRng(2,k)=DynRng(2,k)-1; 
    end 
end 
Inc=[1,1,1]; 
[Table.PosSF,Chart.PosSF]=Translation_3D_Iterate(CT_List,US_SFine,... 
    DynRng,Inc,Init_Ang,Init_Pos); 

  
%RngInc=[1,1,1;1,1,1]; 
DynRng=[max(AngPos(:,1:3));min(AngPos(:,1:3))]; 
for k=1:3 
    if (DynRng(1,k)-DynRng(2,k))<2 
        DynRng(1,k)=DynRng(1,k)+1; 
        DynRng(2,k)=DynRng(2,k)-1; 
    end 
end 
Inc=[1,1,1]; 
[Table.AngSF,Chart.AngSF]=Rotation_3D_Iterate(CT_List,US_SFine,... 
    DynRng,Inc,Init_Ang,Table.PosSF(1,1:3)); 

  
SFine_AngPos=[Table.AngSF(:,1:3),Table.PosSF(:,1:3),Table.AngSF(:,4)]; 

  
CT_List=Vol2List(CT); 
%% Step 3: Iterate Full Volume Rotations 
%RngInc=[2,2,2;1,1,1]; 
Init_Ang=Fine_AngPos(1,1:3);   %Initial angle 
Init_Pos=Fine_AngPos(1,4:6)*(Scale(4));  %Initial position 

  
DynRng=[max(SFine_AngPos(:,4:6));min(SFine_AngPos(:,4:6))]*2; 
for k=1:3 
    if (DynRng(1,k)-DynRng(2,k))<2 
        DynRng(1,k)=DynRng(1,k)+1; 
        DynRng(2,k)=DynRng(2,k)-1; 
    end 
end 
Inc=[1,1,1]; 
[Table.PosFin,Chart.PosFin]=Translation_3D_Iterate(CT_List,US,... 
    DynRng,Inc,Init_Ang,Init_Pos); 

  
%RngInc=[1,1,1;1,1,1]; 
DynRng=[max(AngPos(:,1:3));min(AngPos(:,1:3))]; 
for k=1:3 
    if (DynRng(1,k)-DynRng(2,k))<2 
        DynRng(1,k)=DynRng(1,k)+1; 
        DynRng(2,k)=DynRng(2,k)-1; 
    end 
end 
Inc=[1,1,1]; 
[Table.AngFin,Chart.AngFin]=Rotation_3D_Iterate(CT_List,US,... 
    DynRng,Inc,Init_Ang,Table.PosFin(1,1:3)); 

  
Fin_AngPos=[Table.AngFin(:,1:3),Table.PosFin(:,1:3),Table.AngFin(:,4)]; 
end 
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function 

[Error_Table,Error_Chart]=Translate_3D_Iterate(CT_List,US,DynRng,Inc,Init_Ang

,Init_Pos) 

  
PosX_N=1+(DynRng(1,1)-DynRng(2,1)); 
PosY_N=1+(DynRng(1,2)-DynRng(2,2)); 
PosZ_N=1+(DynRng(1,3)-DynRng(2,3)); 

  
Error_Chart_Columns=PosX_N; 
Error_Chart_Rows=PosY_N*PosZ_N; 
Error_Chart=zeros(1+Error_Chart_Rows,2+Error_Chart_Columns); 

  
%Translate in 3 DOF 
for XP=1:PosX_N 
    for YP=1:PosY_N 
        for ZP=1:PosZ_N 
            Position1=(DynRng(2,1)+Inc(1)-1)+(XP*(Inc(1))-1)-Inc(1); 
            Position23(1)=(DynRng(2,2)+Inc(2)-1)+(YP*(Inc(2))-1)-Inc(2); 
            Position23(2)=(DynRng(2,3)+Inc(3)-1)+(ZP*(Inc(3))-1)-Inc(3); 
            E_Col=2+1+(XP-1); 
            E_Row=1+1+((YP-1)*PosZ_N)+(ZP-1); 

             
            %CT_New_List=Vol_AngPos(CT_List,Init_Ang,[Position1,Position23]); 
            %CT_New_Vol=List2Vol_Presized(CT_New_List,size(US)); 

             
            %Error_Chart(E_Row,E_Col)=Error_Sampler(CT_New_Vol,US,2); 
            Error_Chart(1,E_Col)=Position1; 
            Error_Chart(E_Row,1:2)=Position23'; 
        end 
    end 
end 

  
parfor k=1:(size(Error_Chart,2)-2) 
    Err_Col=Error_Chart(:,k+2); 
    for j=1:(size(Error_Chart,1)-1) 
    Position1=Error_Chart(1,k+2); 
    Position23=Error_Chart(j+1,1:2); 
        CT_New_List=Vol_AngPos(CT_List,Init_Ang,[Position1,Position23]); 
        CT_New_Vol=List2Vol_Presized(CT_New_List,size(US)); 
        Err_Col(j+1)=Error_Sampler(CT_New_Vol,US,2); 
    end 
    Err_Chart(:,k+2)=Err_Col; 
end 
Error_Chart(2:end,3:end)=Err_Chart(2:end,3:end); 
%Select the top 5 translations 
Top=5; 
Error_Only=Error_Chart(2:end,3:end); 
[Error_Val,Error_Row]=mink(Error_Only,Top); 
Error_Locus=zeros(Top*size(Error_Only,2),3); 
for j=1:size(Error_Only,2) 
    for k=1:Top 
        Error_Locus(k+Top*(j-1),1)=Error_Val(k,j); 
        Error_Locus(k+Top*(j-1),2)=j; 
        Error_Locus(k+Top*(j-1),3)=Error_Row(k,j); 
    end 
end 
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Sort_Err_Min=sortrows(Error_Locus); 
Error_Table=zeros(Top,4); 
for k=1:Top     
    Error_Table(k,1)=Error_Chart(1,Sort_Err_Min(k,2)+2); 
    Error_Table(k,2:3)=Error_Chart(Sort_Err_Min(k,3)+1,1:2)'; 
    Error_Table(k,4)=Sort_Err_Min(k,1); 
end 
%Error_Table(Top+2,:)=std(Error_Table); 
Error_Table(Top+1,:)=[Init_Pos,Error_Only(ceil(size(Error_Only,1)/2),ceil(siz

e(Error_Only,2)/2))]; 
end 
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function 

[Error_Table,Error_Chart]=Rotation_3D_Iterate(CT_List,US,DynRng,Inc,Init_Ang,

Init_Pos) 

  
AngX_N=1+(DynRng(1,1)-DynRng(2,1)); 
AngY_N=1+(DynRng(1,2)-DynRng(2,2)); 
AngZ_N=1+(DynRng(1,3)-DynRng(2,3)); 

  
Error_Chart_Columns=AngX_N; 
Error_Chart_Rows=AngY_N*AngZ_N; 
Error_Chart=zeros(1+Error_Chart_Rows,2+Error_Chart_Columns); 

  
%Translate in 3 DOF 
for XR=1:AngX_N 
    for YR=1:AngY_N 
        for ZR=1:AngZ_N 
            Angle1=(DynRng(2,1)+Inc(1)-1)+(XR*(Inc(1))-1)-Inc(1); 
            Angle23(1)=(DynRng(2,2)+Inc(2)-1)+(YR*(Inc(2))-1)-Inc(2); 
            Angle23(2)=(DynRng(2,3)+Inc(3)-1)+(ZR*(Inc(3))-1)-Inc(3); 
            E_Col=2+1+(XR-1); 
            E_Row=1+1+((YR-1)*AngZ_N)+(ZR-1); 

             
            %CT_New_List=Vol_AngPos(CT_List,[Angle1,Angle23],Init_Pos); 
            %CT_New_Vol=List2Vol_Presized(CT_New_List,size(US)); 

             
            %Error_Chart(E_Row,E_Col)=Error_Sampler(CT_New_Vol,US,2); 
            Error_Chart(1,E_Col)=Angle1; 
            Error_Chart(E_Row,1:2)=Angle23'; 
        end 
    end 
end 

  
parfor k=1:(size(Error_Chart,2)-2) 
    Err_Col=Error_Chart(:,k+2); 
    for j=1:(size(Error_Chart,1)-1) 
    Angle1=Error_Chart(1,k+2); 
    Angle23=Error_Chart(j+1,1:2); 
        CT_New_List=Vol_AngPos(CT_List,[Angle1,Angle23],Init_Pos); 
        CT_New_Vol=List2Vol_Presized(CT_New_List,size(US)); 
        Err_Col(j+1)=Error_Sampler(CT_New_Vol,US,2); 
    end 
    Err_Chart(:,k+2)=Err_Col; 
end 
Error_Chart(2:end,3:end)=Err_Chart(2:end,3:end); 
%} 
%Select the top 5 translations 
Top=5; 
Error_Only=Error_Chart(2:end,3:end); 
[Error_Val,Error_Row]=mink(Error_Only,Top); 
Error_Locus=zeros(Top*size(Error_Only,2),3); 
for j=1:size(Error_Only,2) 
    for k=1:Top 
        Error_Locus(k+Top*(j-1),1)=Error_Val(k,j); 
        Error_Locus(k+Top*(j-1),2)=j; 
        Error_Locus(k+Top*(j-1),3)=Error_Row(k,j); 
    end 
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end 
Sort_Err_Min=sortrows(Error_Locus); 
Error_Table=zeros(Top,4); 
for k=1:Top 
    Error_Table(k,1)=Error_Chart(1,Sort_Err_Min(k,2)+2); 
    Error_Table(k,2:3)=Error_Chart(Sort_Err_Min(k,3)+1,1:2)'; 
    Error_Table(k,4)=Sort_Err_Min(k,1); 
end 
%Error_Table(Top+2,:)=std(Error_Table); 
Error_Table(Top+1,:)=[Init_Ang,Error_Only(ceil(size(Error_Only,1)/2),ceil(siz

e(Error_Only,2)/2))]; 
end 
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function [CT,US,Transform_C,Min_Error,QC]=C_ICP_Registration(CT,US,QC) 

  
CT_PointCloud=pointCloud(CT.SurfList); 
US_PointCloud=pointCloud(US.List); 
Inlier_List = [0.6, 0.7, 0.8]; 
Grid_List = [5, 7]; 

  
Min_Error = 10000; 

  
for i = 1:size(Inlier_List, 2) 
    for j = 1:size(Grid_List, 2) 

         
        inlier = Inlier_List(i); 
        grid = Grid_List(j); 

         
        CT_PointCloud_D = pcdownsample(CT_PointCloud, 'gridAverage', grid); 
        US_PointCloud_D = pcdownsample(US_PointCloud, 'gridAverage', grid); 

         
        % Performs the ICP registration: 
        [tform, ~, ~] = pcregistericp(CT_PointCloud_D, US_PointCloud_D,... 
            'Metric','pointToPlane',...  
            'InlierRatio', inlier,... 
            'MaxIterations', 100); 

         
        CT_PointCloud_T = pctransform(CT_PointCloud, tform); 

         
        [CT_Vol_Temp, US_Vol_Temp,~,~,~,~] = 

Vol_Rewindow(round(CT_PointCloud_T.Location),US.List); 

         
        Error = Error_Sampler(CT_Vol_Temp, US_Vol_Temp, 1); 

         
        if Error < Min_Error 
            Min_Error = Error; 
            CT.Vol_H = CT_Vol_Temp; 
            CT.IR_List = round(CT_PointCloud_T.Location); 
            Transform_C = tform.T; 
        end 
    end 
end 

  
%% Save Output Data to File for QC 
[CT.Vol_H,US.Vol_H,~,~,Temp_Center]=Vol_Rewindow(CT.IR_List,US.List); 
QC=QC_Check(CT.Vol_H, US.Vol_H,Temp_Center,QC); 
end 
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function [Error]=Error_Sampler(CT_Vol,US_Vol,Sample) 

Err=zeros(size(US_Vol,3),1); 

for k=1:Sample:size(US_Vol,3) 

    %Err(k)=immse(CT_Vol(:,:,k),US_Vol(:,:,k)); %Use if unsure about 

    %datatypes. Need to make sure they're the same! 

    x = double(CT_Vol(:, :, k)); 

    y = double(US_Vol(:, :, k)); 

    Err(k) = (norm(x(:) - y(:), 2).^2) / numel(x); 

    %CT_Vol=uint8(CT_Vol); 

    %Err(k)=ssim(x,y); 

    %Err(k)=mi(x,y); 

    %Err(k)=corrcoef(x,y); 

end 

Error=sum(Err); 

     

function[List]=Vol2List(Volume) 
Frames=size(Volume,3); 
list_size=0; 
for j=1:Frames 
    [X,~]=find(Volume(:,:,j)); 
    list_size=list_size+size(X,1);  
end 
List=zeros(list_size,3); 
list_start=1; 

  
for j=1:Frames 
    [X,Y]=find(Volume(:,:,j)); 
    list_end=list_start+size(X,1)-1; 
    List(list_start:list_end,1)=Y-1;%Swap Y and X from Vol to List 
    List(list_start:list_end,2)=X-1; 
    List(list_start:list_end,3)=j-1; 
    list_start=list_end+1; 
end 

  
end 
 

function [Volume]=List2Vol(List) 
%% Repopulate Volume Stack 
%List=sortrows(List,3); 
%Initialize blank volume based on range (max/min) of values. 

  
Delta=max(List)-min(List); 
List=List-min(List)+1; 
Volume=zeros(Delta(2),Delta(1),Delta(3),'logical'); 

  
%Check each row for coordinates and repopulate volume 
List_Size=size(List,1); 
k=1; Frm=1; 
for k=1:List_Size 
    Volume(List(k,2)+1,List(k,1)+1,List(k,3)+1)=1; 
end 
end 

 

 

 

 



305 

 

function [New_List,Center] = Vol_AngPos(List,Ang,Pos) 
%% Transform PNG Stack 
V_size=size(List,1); 
Center=round(sum(List)/size(List,1),0); 
List=List-Center; 
%Add 4th column for translation and rotation compatibility 
List(:,4)=1; 
T_Mat=Transform_Matrix_ZXYT(Ang,Pos); 
New_List=zeros(V_size,4); 
New_List=List*T_Mat; 
New_List=round(New_List,0); 
New_List=New_List(:,1:3)+Center; 
end 
 

function [New_List] = Vol_AngPos_Origin(List,Ang,Pos) 
%% Transform PNG Stack 
V_size=size(List,1); 

  
%Add 4th column for translation and rotation compatibility 
List(:,4)=1; 
T_Mat=Transform_Matrix_ZXYT(Ang,Pos); 
New_List=zeros(V_size,4); 
New_List=List*T_Mat; 
New_List(:,4)=[]; 
New_List=round(New_List,0); 
%New_List=unique(New_List,'rows'); 

  
end 
 

function[Full_Rot]= Transform_Matrix_ZXYT(Ang,Pos) 
Translation=... 
[1, 0, 0, 0;... 
0, 1, 0, 0;... 
0, 0, 1, 0;... 
Pos(1), Pos(2), Pos(3), 1]; 

  
%Rotation Matrix XYZ 
Xrot=... 
[1, 0, 0, 0;... 
0, cosd(Ang(1)), sind(Ang(1)), 0;... 
0, -sind(Ang(1)), cosd(Ang(1)), 0;... 
0, 0, 0, 1]; 

  
Yrot=... 
[cosd(Ang(2)), 0, -sind(Ang(2)), 0;... 
0, 1, 0, 0;... 
sind(Ang(2)), 0, cosd(Ang(2)), 0;... 
0, 0, 0, 1]; 

  
Zrot=... 
[cosd(Ang(3)), sind(Ang(3)), 0, 0;... 
-sind(Ang(3)), cosd(Ang(3)), 0, 0;... 
0, 0, 1, 0;... 
0, 0, 0, 1]; 

  
Full_Rot=Zrot*Xrot*Yrot*Translation; 
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function [Heat]=Vol2Heat(Volume) 
Heat=uint16(zeros(size(Volume,2),size(Volume,3))); 
for n=1:size(Volume,3) 
    for j=1:size(Volume,2) 
        %Find non-zero values 
        if sum(any(Volume(:,j,n)))>0 %Check if column has any non-zero values 
            %Find location of all non-zero values             
            Location=find(Volume(:,j,n)); 
            Heat(j,n)=Location(1); 
        else 
            Heat(j,n)=0; 
        end 
    end 
end 
 

function 

[Vol1,Vol2,List1,List2,List_Center,MM_Compare]=Vol_Rewindow(List1,List2) 

  
[MM1,~,~]=Vol_Sizing(List1); 
[MM2,~,~]=Vol_Sizing(List2); 
for k=1:3 
    MM_Compare(1,k)=MM1(k,1); 
    MM_Compare(2,k)=MM2(k,1); 
    MM_Compare(1,k+3)=MM1(k,2); 
    MM_Compare(2,k+3)=MM2(k,2); 
end 

  
List_Center=[max(MM_Compare(:,4))-min(MM_Compare(:,1)),... 
    max(MM_Compare(:,5))-min(MM_Compare(:,2)),... 
    max(MM_Compare(:,6))-min(MM_Compare(:,3))]; 

  
List_Center(2,:)=min(MM_Compare(:,1:3)); 

  
List1=List1-List_Center(2,:); 
List2=List2-List_Center(2,:); 

  
List_Size=[List_Center(1,2),List_Center(1,1),List_Center(1,3)]; 
Vol1=List2Vol_Presized(List1,List_Size); 
Vol2=List2Vol_Presized(List2,List_Size); 
end 
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Appendix 7: Navigation Code 

function [CT2,US2,Transform]=ICP_Registration(CT_Spine) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% ICP_Registration 
% Last Modified by Andrew Chan - Utter Matlab Noob, October 2019 
% 
% Purpose: Used to perform a complete registration using the ICP Algorithm 
% 
% Inputs to be updated: 
% 1: The Inlier_List and Grid_List vectors can be altered if one wants to  
%    narrow or widen the bredth of registration settings that are performed 
% 
% Inputs: CT_A, the logical volume of the vertebrae to be registered 
% Outputs: tform: The transformation matrix of ICP registration 
%  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

  
clear tform Transform_B Vol3D_B Vol3D_R Vol3D_T Vol3D_F 

  
[filename, pathname]=uigetfile('..\5 Current Data\*.mat','Select .mat file'); 

  
fprintf('\nPart A: Image Processing\n'); 

  
tic 
[US_A,Center,Y_Ang_Init]=A_Image_Processing(filename, pathname); 
elapsedTime(1)=toc 

  
fprintf('\nPart B: Preregistration\n'); 

  
%File Select: 
levelname=filename(1:2); 
switch levelname 
    case 'T3' 
        CT=CT_Spine.CT_T3; 
    case 'T4' 
        CT=CT_Spine.CT_T4; 
    case 'T5' 
        CT=CT_Spine.CT_T5; 
    case 'T6' 
        CT=CT_Spine.CT_T6; 
    case 'T7' 
        CT=CT_Spine.CT_T7; 
    case 'T8' 
        CT=CT_Spine.CT_T8; 
    case 'T9' 
        CT=CT_Spine.CT_T9; 
    case 'T1' 
        level_name_3char=filename(1:3); 
        switch level_name_3char 
            case 'T10' 
                CT=CT_Spine.CT_T10; 
            case 'T11' 
                CT=CT_Spine.CT_T11; 
            case 'T12' 
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                CT=CT_Spine.CT_T12; 
            case 'T13' 
                CT=CT_Spine.CT_T13; 
            case 'T14' 
                CT=CT_Spine.CT_T14; 
            otherwise     
                CT=CT_Spine.CT_T1; 
        end 
    case 'L1' 
        CT=CT_Spine.CT_L1; 
    case 'L2' 
        CT=CT_Spine.CT_L2; 
    case 'L3' 
        CT=CT_Spine.CT_L3; 
    case 'L4' 
        CT=CT_Spine.CT_L4; 
    case 'L5' 
        CT=CT_Spine.CT_L5; 
end 

  
tic 
[CT2, US2, Rot_Center, Transform_B,QC] = B_Preregistration(CT, US_A, Center, 

Y_Ang_Init); 
elapsedTime(2)=toc 

  
fprintf('\nPart C: ICP Registration\n'); 

  
tic 
[CT2,US2,Transform_C,Min_Error,QC]=C_ICP_Registration(CT2,US2,QC); 
elapsedTime(3)=toc 

  
%% Output Registration Data 
Name = strcat(filename(1:end-4),'-Reg'); 
Full_Name=strcat(pathname,Name, '.mat'); 
%save(Full_Name, 'CT2', 'US2'); Only for archival purposes 

  
fprintf('\nICP RMSE: %f. \n', Min_Error); 
fprintf('\nPart B Transform for Unity:\n') 

  
Transform_B(:,1)=-Transform_B(:,1); 
Transform_B(:,3)=-Transform_B(:,3); 
Transform_B(3,:)=-Transform_B(3,:); 

  
disp(Transform_B); 

  
% Obtain the quaternion representation of the transformation matrix 
[x, y, z, w] = Extraction(Transform_C); 
y = -y; 

  
fprintf('Part C Rotation Quaternion:\n') 
fprintf('(X,Y,Z,W) = (%f, %f, %f, %f)\n', x, y, z, w); 

  
fprintf('\nPart C Translation:\n') 
Translation = Transform_C(4, 1:3)*0.2; 
Translation(2) = -Translation(2); 
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fprintf('(X,Y,Z) = (%f, %f, %f)\n', Translation(1), Translation(2),... 
    Translation(3)); 

  
Transform = zeros(5, 4); 
Transform(1:3, 1:3) = Transform_B; 
Transform(4, :) = [x y z w]; 
Transform(5, 1:3) = Translation; 

  
Transform_Write_to_OBJ(Transform,filename(1:end-4)); 
elapsedTime(4)=toc 

  

  
end 
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function [S]=Transform_Write_to_OBJ(Transform,filename) 

  
%formatSpec='What %1.1f, %1.1f, %1.1f'; 
%A=fprintf(formatSpec,Transform(1,:)) 
file_level=filename(1:2); 
file_id=filename(3:end); 
if file_level(2)=='1' 
    file_level=filename(1:3); 
    file_id=filename(4:end); 
end 
file_id=filename(3:end); 
S = ['usemtl clear', newline, S]; 
S = ['mtllib bone_clear.mtl', newline, S]; 
S = ['###Material Header', newline, S]; 

  

OBJName=strcat('..\5 Current Data\OBJ Files\',file_level,'.obj'); 
S = fileread(OBJName); 

  
C_Trans=mat2str(Transform(5,1:3),4); 
C_Trans=strcat('#',C_Trans); 
S = [C_Trans, newline, S]; 

  
C_Rot=mat2str(Transform(4,:),4); 
C_Rot=strcat('#',C_Rot); 
S = [C_Rot, newline, S]; 

  
B_Trans=mat2str(Transform(3,1:3),4); 
B_Trans=strcat('#',B_Trans); 
S = [B_Trans, newline, S]; 

  
B_US_Rot=mat2str(Transform(2,1:3),4); 
B_US_Rot=strcat('#',B_US_Rot); 
S = [B_US_Rot, newline, S]; 

  
B_CT_Rot=mat2str(Transform(1,1:3),4); 
B_CT_Rot=strcat('#',B_CT_Rot); 
S = [B_CT_Rot, newline, S]; 

  
S = ['###Rotation Header', newline, S]; 

  
%FID='T5_New.obj'; 
FID = fopen(strcat('..\5 Current Data\',file_level,file_id,'.obj'), 'w'); 
if FID == -1, error('Cannot open file %s', OBJName); end 
fwrite(FID, S, 'char'); 
fclose('all'); 
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using Dummiesman; 

using System.IO; 

using UnityEngine; 

using System.Collections; 

using System.Collections.Generic; 

using SimpleFileBrowser; 

 

public class Vertebrae_Import : MonoBehaviour 

{ 

    string objPath = string.Empty; 

    string error = string.Empty; 

    GameObject loadedObject; 

 

    void Start() 

    { 

        // Set filters (optional) 

        FileBrowser.SetFilters(true, new FileBrowser.Filter("OBJ Files", 

".obj"), new FileBrowser.Filter("Text Files", ".txt", ".pdf")); 

        FileBrowser.SetDefaultFilter(".obj"); 

        FileBrowser.SetExcludedExtensions(".lnk", ".tmp", ".zip", ".rar", 

".exe"); 

        FileBrowser.AddQuickLink("Users", "C:\\Users", null); 

        StartCoroutine(ShowLoadDialogCoroutine()); 

    } 

 

    IEnumerator ShowLoadDialogCoroutine() 

    { 

        // Show a load file dialog and wait for a response from user 

        // Load file/folder: file, Initial path: default (Documents), Title: 

"Load File", submit button text: "Load" 

        yield return FileBrowser.WaitForLoadDialog(false, @"C:\Users\Andrew 

Chan\Documents\V1 3DUS NAVIGATION", "Load File", "Load"); 

 

        // and the path to the selected file (FileBrowser.Result) (null, if 

FileBrowser.Success is false) 

        Debug.Log(FileBrowser.Success + " " + FileBrowser.Result); 

        string objPath = FileBrowser.Result; 

        string mtlPath = @"C:\Users\Andrew Chan\Documents\V2 3DUS 

NAVIGATION\5 Current Data\bone_clear.mtl"; 

        if (!File.Exists(objPath)) 

        { 

            error = "File doesn't exist."; 

        } 

        else 

        { 

            if (loadedObject != null) 

                Destroy(loadedObject); 

            loadedObject = new OBJLoader().Load(objPath,mtlPath); 

            error = string.Empty; 

        } 

    } 

} 
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/* 

 * Copyright (c) 2019 Dummiesman 

 * 

 * Permission is hereby granted, free of charge, to any person obtaining a 

copy 

 * of this software and associated documentation files (the "Software"), to 

deal 

 * in the Software without restriction, including without limitation the 

rights 

 * to use, copy, modify, merge, publish, distribute, sublicense, and/or sell 

 * copies of the Software, and to permit persons to whom the Software is 

 * furnished to do so, subject to the following conditions: 

 * 

 * The above copyright notice and this permission notice shall be included in 

 * all copies or substantial portions of the Software. 

*/ 

 

using System.Collections.Generic; 

using System.IO; 

using UnityEngine; 

using System; 

using Dummiesman; 

#if UNITY_EDITOR 

using UnityEditor; 

#endif 

 

namespace Dummiesman 

{ 

    public enum SplitMode { 

        None, 

        Object, 

        Material 

    } 

     

    public class OBJLoader 

    { 

        //options 

        /// <summary> 

        /// Determines how objects will be created 

        /// </summary> 

        public SplitMode SplitMode = SplitMode.Object; 

 

        //global lists, accessed by objobjectbuilder 

        internal float[] Rot_array_f = new float[16]; 

        internal List<Vector3> Vertices = new List<Vector3>(); 

        internal List<Vector3> Normals = new List<Vector3>(); 

        internal List<Vector2> UVs = new List<Vector2>(); 

 

        //materials, accessed by objobjectbuilder 

        internal Dictionary<string, Material> Materials; 

 

        //file info for files loaded from file path, used for GameObject 

naming and MTL finding 

        private FileInfo _objInfo; 

 

#if UNITY_EDITOR 

        [MenuItem("GameObject/Import From OBJ")] 
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        static void ObjLoadMenu() 

        { 

            string pth =  EditorUtility.OpenFilePanel("Import OBJ", "", 

"obj"); 

            if (!string.IsNullOrEmpty(pth)) 

            { 

                System.Diagnostics.Stopwatch s = new 

System.Diagnostics.Stopwatch(); 

                s.Start(); 

 

                var loader = new OBJLoader 

                { 

                    SplitMode = SplitMode.Object, 

                }; 

                loader.Load(pth); 

 

                Debug.Log($"OBJ import time: {s.ElapsedMilliseconds}ms"); 

                s.Stop(); 

            } 

        } 

#endif 

 

        /// <summary> 

        /// Helper function to load mtllib statements 

        /// </summary> 

        /// <param name="mtlLibPath"></param> 

        private void LoadMaterialLibrary(string mtlLibPath) 

        { 

            if (_objInfo != null) 

            { 

                if (File.Exists(Path.Combine(_objInfo.Directory.FullName, 

mtlLibPath))) 

                { 

                    Materials = new 

MTLLoader().Load(Path.Combine(_objInfo.Directory.FullName, mtlLibPath)); 

                    return; 

                } 

            } 

 

            if (File.Exists(mtlLibPath)) 

            { 

                Materials = new MTLLoader().Load(mtlLibPath); 

                return; 

            } 

        } 

 

        /// <summary> 

        /// Load an OBJ file from a stream. No materials will be loaded, and 

will instead be supplemented by a blank white material. 

        /// </summary> 

        /// <param name="input">Input OBJ stream</param> 

        /// <returns>Returns a GameObject represeting the OBJ file, with each 

imported object as a child.</returns> 

        public GameObject Load(Stream input) 

        { 

 

            var reader = new StreamReader(input); 
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            //var reader = new StringReader(inputReader.ReadToEnd()); 

 

            Dictionary<string, OBJObjectBuilder> builderDict = new 

Dictionary<string, OBJObjectBuilder>(); 

            OBJObjectBuilder currentBuilder = null; 

            string currentMaterial = "default"; 

 

            //lists for face data 

            //prevents excess GC 

            List<int> vertexIndices = new List<int>(); 

            List<int> normalIndices = new List<int>(); 

            List<int> uvIndices = new List<int>(); 

 

            //helper func 

            Action<string> setCurrentObjectFunc = (string objectName) => 

            { 

                if (!builderDict.TryGetValue(objectName, out currentBuilder)) 

                { 

                    currentBuilder = new OBJObjectBuilder(objectName, this); 

                    builderDict[objectName] = currentBuilder; 

                } 

            }; 

 

            //create default object 

            setCurrentObjectFunc.Invoke("default"); 

 

            string[] Rot_set_strings = new string[16]; 

            string txt; 

            int counter = 0; 

            float angle; 

            Vector3 axis; 

 

            // Read each line from the file 

            while (((txt = reader.ReadLine()) != null) && (counter <= 5)) 

            { 

                txt = txt.Substring(2, txt.Length - 3); 

                Debug.Log(txt); 

                string[] set_strings = txt.Split(' '); 

 

                switch (counter) 

                { 

                    case 1: 

                        Rot_set_strings[0] = set_strings[0]; 

                        Rot_set_strings[1] = set_strings[1]; 

                        Rot_set_strings[2] = set_strings[2]; 

                        break; 

                    case 2: 

                        Rot_set_strings[3] = set_strings[0]; 

                        Rot_set_strings[4] = set_strings[1]; 

                        Rot_set_strings[5] = set_strings[2]; 

                        break; 

                    case 3: 

                        Rot_set_strings[6] = set_strings[0]; 

                        Rot_set_strings[7] = set_strings[1]; 

                        Rot_set_strings[8] = set_strings[2]; 

                        break; 

                    case 4: 
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                        Rot_set_strings[9] = set_strings[0]; 

                        Rot_set_strings[10] = set_strings[1]; 

                        Rot_set_strings[11] = set_strings[2]; 

                        Rot_set_strings[12] = set_strings[3]; 

                        break; 

                    case 5: 

                        Rot_set_strings[13] = set_strings[0]; 

                        Rot_set_strings[14] = set_strings[1]; 

                        Rot_set_strings[15] = set_strings[2]; 

                        break; 

                } 

                counter = counter + 1; 

            } 

 

            for (int i = 0; i < 16; i++) 

            { 

                Rot_array_f[i] = float.Parse(Rot_set_strings[i]); 

            } 

 

 

            //var buffer = new DoubleBuffer(reader, 256 * 1024); 

            var buffer = new CharWordReader(reader, 4 * 1024); 

 

            //do the reading 

            while (true) 

            { 

                buffer.SkipWhitespaces(); 

 

                if (buffer.endReached == true) { 

                    break; 

                } 

 

                buffer.ReadUntilWhiteSpace(); 

 

                //comment or blank 

                if (buffer.Is("#")) 

                { 

                    buffer.SkipUntilNewLine(); 

                    continue; 

                } 

 

                if (Materials == null && buffer.Is("mtllib")) { 

                    buffer.SkipWhitespaces(); 

                    buffer.ReadUntilNewLine(); 

                    string mtlLibPath = buffer.GetString(); 

                    LoadMaterialLibrary(mtlLibPath); 

                    continue; 

                } 

 

                if (buffer.Is("v")) { 

                    Vertices.Add(buffer.ReadVector()); 

                    continue; 

                } 

 

                //normal 

                if (buffer.Is("vn")) { 

                    Normals.Add(buffer.ReadVector()); 
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                    continue; 

                } 

 

                //uv 

                if (buffer.Is("vt")) { 

                    UVs.Add(buffer.ReadVector()); 

                    continue; 

                } 

 

                //new material 

                if (buffer.Is("usemtl")) { 

                    buffer.SkipWhitespaces(); 

                    buffer.ReadUntilNewLine(); 

                    string materialName = buffer.GetString(); 

                    currentMaterial = materialName; 

 

                    if (SplitMode == SplitMode.Material) 

                    { 

                        setCurrentObjectFunc.Invoke(materialName); 

                    } 

                    continue; 

                } 

 

                //new object 

                if ((buffer.Is("o") || buffer.Is("g")) && SplitMode == 

SplitMode.Object) { 

                    buffer.ReadUntilNewLine(); 

                    string objectName = buffer.GetString(1); 

                    setCurrentObjectFunc.Invoke(objectName); 

                    continue; 

                } 

 

                //face data (the fun part) 

                if (buffer.Is("f")) 

                { 

                    //loop through indices 

                    while (true) 

                    { 

                        bool newLinePassed; 

                        buffer.SkipWhitespaces(out newLinePassed); 

                        if (newLinePassed == true) { 

                            break; 

                        } 

 

                        int vertexIndex = int.MinValue; 

                        int normalIndex = int.MinValue; 

                        int uvIndex = int.MinValue; 

 

                        vertexIndex = buffer.ReadInt(); 

                        if (buffer.currentChar == '/') { 

                            buffer.MoveNext(); 

                            if (buffer.currentChar != '/') { 

                                uvIndex = buffer.ReadInt(); 

                            } 

                            if (buffer.currentChar == '/') { 

                                buffer.MoveNext(); 

                                normalIndex = buffer.ReadInt(); 
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                            } 

                        } 

 

                        //"postprocess" indices 

                        if (vertexIndex > int.MinValue) 

                        { 

                            if (vertexIndex < 0) 

                                vertexIndex = Vertices.Count - vertexIndex; 

                            vertexIndex--; 

                        } 

                        if (normalIndex > int.MinValue) 

                        { 

                            if (normalIndex < 0) 

                                normalIndex = Normals.Count - normalIndex; 

                            normalIndex--; 

                        } 

                        if (uvIndex > int.MinValue) 

                        { 

                            if (uvIndex < 0) 

                                uvIndex = UVs.Count - uvIndex; 

                            uvIndex--; 

                        } 

 

                        //set array values 

                        vertexIndices.Add(vertexIndex); 

                        normalIndices.Add(normalIndex); 

                        uvIndices.Add(uvIndex); 

                    } 

 

                    //push to builder 

                    currentBuilder.PushFace(currentMaterial, vertexIndices, 

normalIndices, uvIndices); 

 

                    //clear lists 

                    vertexIndices.Clear(); 

                    normalIndices.Clear(); 

                    uvIndices.Clear(); 

 

                    continue; 

                } 

 

                buffer.SkipUntilNewLine(); 

            } 

 

            //finally, put it all together 

            GameObject obj = new GameObject(_objInfo != null ? 

Path.GetFileNameWithoutExtension(_objInfo.Name) : "WavefrontObject"); 

 

            obj.transform.localScale = new Vector3(-1f, 1f, 1f); 

 

            obj.transform.Rotate(Rot_array_f[0], Rot_array_f[1], 

Rot_array_f[2], Space.World); 

            obj.transform.Rotate(Rot_array_f[3], Rot_array_f[4], 

Rot_array_f[5], Space.World); 

            obj.transform.Translate(Rot_array_f[6], Rot_array_f[7], 

Rot_array_f[8], Space.World); 

            //Quaternion Rot_Fin = new Quaternion(); 
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            //Rot_Fin.Set(Rot_array_f[9], Rot_array_f[10], Rot_array_f[11], 

Rot_array_f[12]); 

            //Quaternion Rot_Fin = Quaternion.Euler(Rot_array_f[9], 

Rot_array_f[10], Rot_array_f[11]); 

            Quaternion Rot_Fin = new Quaternion(Rot_array_f[9], 

Rot_array_f[10], Rot_array_f[11], Rot_array_f[12]); 

            Rot_Fin.ToAngleAxis(out angle, out axis); 

            obj.transform.RotateAround(Vector3.zero, axis, angle); 

            //obj.transform.Translate(Rot_array_f[12], Rot_array_f[13], 

Rot_array_f[14], Space.World); 

            obj.transform.Translate(Rot_array_f[13], Rot_array_f[14], 

Rot_array_f[15], Space.World); 

 

            foreach (var builder in builderDict) 

            { 

                //empty object 

                if (builder.Value.PushedFaceCount == 0) 

                    continue; 

 

                var builtObj = builder.Value.Build(); 

                builtObj.transform.SetParent(obj.transform, false); 

            } 

 

            return obj; 

        } 

 

        /// <summary> 

        /// Load an OBJ and MTL file from a stream. 

        /// </summary> 

        /// <param name="input">Input OBJ stream</param> 

        /// /// <param name="mtlInput">Input MTL stream</param> 

        /// <returns>Returns a GameObject represeting the OBJ file, with each 

imported object as a child.</returns> 

        public GameObject Load(Stream input, Stream mtlInput) 

        { 

            var mtlLoader = new MTLLoader(); 

            Materials = mtlLoader.Load(mtlInput); 

 

            return Load(input); 

        } 

 

        /// <summary> 

        /// Load an OBJ and MTL file from a file path. 

        /// </summary> 

        /// <param name="path">Input OBJ path</param> 

        /// /// <param name="mtlPath">Input MTL path</param> 

        /// <returns>Returns a GameObject represeting the OBJ file, with each 

imported object as a child.</returns> 

        public GameObject Load(string path, string mtlPath) 

        { 

            Debug.Log("what's not again going on"); 

            _objInfo = new FileInfo(path); 

            if (!string.IsNullOrEmpty(mtlPath) && File.Exists(mtlPath)) 

            { 

                var mtlLoader = new MTLLoader(); 

                Materials = mtlLoader.Load(mtlPath); 
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                using (var fs = new FileStream(path, FileMode.Open)) 

                { 

                     

                    return Load(fs); 

                } 

            } 

            else 

            { 

                using (var fs = new FileStream(path, FileMode.Open)) 

                { 

                    return Load(fs); 

                } 

            } 

        } 

 

        /// <summary> 

        /// Load an OBJ file from a file path. This function will also 

attempt to load the MTL defined in the OBJ file. 

        /// </summary> 

        /// <param name="path">Input OBJ path</param> 

        /// <returns>Returns a GameObject represeting the OBJ file, with each 

imported object as a child.</returns> 

        public GameObject Load(string path) 

        { 

            return Load(path, null); 

        } 

    } 

} 


