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Abstract

Bacteria represent a type of ubiquitous pathogen that respond to environmental changes such

as osmotic pressure due to their cellular structure. Both Gram-negative and Gram-positive

bacteria have distinct structure, including a plasma membrane and cell wall. The primary

difference between them can be characterized by the absence of an outer membrane and the

presence of thicker peptidoglycan in Gram-positive bacteria. While both bacterial types may

exhibit different osmotic responses, the osmotic pressure-dependent mechanical responses

of Gram-positive bacteria have not been thoroughly investigated, compared with those of

Gram-negative bacteria. Studying the osmotic pressure-dependent morphological change

and its mathematical model exert some promising utilities in biomedical applications such

as designing and optimizing therapeutic strategies for drug delivery. For example, changes in

cell morphology due to osmotic pressure can affect the uptake and release of drugs. Besides,

mathematical models can predict how different osmotic conditions influence drug transport

across cell membranes. As most of the antibiotics avoid peptidoglycan synthesis in bacteria

which leads to osmotic lysis, studying structural change of bacteria under osmotic condition

assist antibiotics development.

In this work, we employed a combination of experimental and theoretical approaches to

study how Peptidoglycan and inner membrane deform under hypoosmotic pressure. Dy-

namic light scattering (DLS) analysis was used to monitor time-dependent changes in the
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size of the bacteria, Escherichia coli (E. coli, Gram-negative) and Lactobacillus acidophilus

(L. acidophilus, Gram-positive), over the course of incubation at different osmotic pressure

conditions. Upon exposure to 300 mOsm of hypoosmotic gradient, the hydrodynamic ra-

dius of L. acidophilus cells was observed to increase from 0.81±0.05 µm to 1.79±0.06 µm.

On the other hand, the radius of E. coli was found to increase from 0.45±0.008 µm to

0.67±0.01 µm at 0 mOsm. Besides, Transmission Electron Microscopy (TEM) is employed

to capture morphological changes of bacteria through applying hypoosmotic pressure. The

experimental results were used to develop a mathematical model. Through this model, the

mechanical behavior of bacteria cell envelope is predicted by formulating equilibrium equa-

tions which describe deformations of the membrane attached to the meshed structure of

peptidoglycan. This results in nonlinear partial differential equations which are solved using

the custom-built Finite Element (FE) scheme. Finite Element Method, a prominent con-

tinuum approach, intricately dissects complex problems into a finite set of interconnected

elements. These elements are considered continuous and deformable entities, facilitating a

comprehensive analysis of the material’s behavior through the examination of these discrete

components.

We used Finite Element Method to elucidate the correlation between applied pressure

and bacteria deformation. The numerical solver used for solving the governing equations was

the Newton-Raphson method, seamlessly integrated into the FENICS platform—a Python-

based open-source software dedicated to solving partial differential equations. Based on our

model, it is predicted that Gram-positive bacteria experience significant out of plane de-

formation on z direction by increasing lateral pressure from 5 MPa to 125.30 MPa. This

deformation is depicted by the red regions on the deformation contours of the model, and

vividly shows that the bacteria is stretched under various pressure conditions. Furthermore,

the heightened tension experienced by the bacteria in different pressure conditions is pre-

sented on Material displacement contour. It provides valuable insights into the susceptibility
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of specific regions within Gram-positive bacteria to rupture under increased pressure condi-

tions. Particularly, areas with concentrated stress and heightened strain exhibit vulnerability

to rupture when exposed to elevated pressures. Notably, the maximum displacement is ob-

served in regions of the cell where mobility along the vertical z-axis is prominent. Despite

the need for further research, it was shown that theoretical predictions were well aligned

with experimental findings, emphasizing the observed shape change of bacteria matching

the predicted deformation.
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Chapter 1

Introduction

1.1 Microorganism Definition

Understanding higher-order evolutionary relationships among microorganisms faced chal-

lenges due to limited morphological features and a sparse microbial fossil record. Until the

mid-1960s, microorganisms were primarily classified as prokaryotes or eukaryotes [1], revo-

lutionized the field by proposing molecular sequences as documents for evolutionary history,

allowing deductions based on homologous macromolecules [1], [2]. In the 1970s, Carl Woese

[3], utilized molecular phylogenetics to infer evolutionary relationships among prokaryotic

kingdoms, enabling universal comparisons of macromolecular features and enhancing our

understanding of higher-order evolutionary relationships in microorganisms [2], [3].

Assessing microbial diversity faced hurdles, with pure culture techniques inadequately

representing natural microbial communities. Standard procedures, relying on isolating strains,

often overlooked predominant microbes. The challenge persisted due to the lack of suitable

methods and the absence of well-developed growth conditions for many microbial species [2].

Advancements in the early 1980s, particularly in molecular phylogenetics, transformed
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microbial diversity analysis. The cultivation-independent approach introduced by Stahl [4],

and Pace [5], involved recovering gene sequences from microbial biomass. Small subunit

rRNA genes became common phylogenetic markers due to their ubiquity. This method

enabled the identification of individual population constituents, offering a more accurate

and comprehensive understanding of natural microbial diversity [2]. Therefore, microorgan-

ism classification faces challenges rooted in both historical limitations and contemporary

methodological constraints.

Microorganism typing involves the categorization of individual organisms based on spe-

cific criteria or analytical methods, with the choice of methods depending on the distribution

and latent variation of cellular components such as sugars, lipids, nucleic acids, and proteins.

While there is now a consensus in microbiology accepting phylogeny as the basis of micro-

bial taxonomy and recognizing genome sequences as the ultimate reference for determining

phylogeny, microbial systematics has traditionally been derived from comparative analyses

of selected biomarkers [6]. Microorganisms such as bacteria encounter a variety of environ-

ments in their life span. Changes in pH, temperature, and concentration of external and

internal solutes create conditions that might threaten the viability of bacteria [7], [8]. Es-

pecially, osmotic pressure arises as a result of the changes in internal and external solute

concentration in bacteria. Increase or decrease in external osmolyte concentration provide

hyperosmotic and hypoosmotic pressure across bacterial cell wall, respectively [9].

The comprehension of osmotic gradients holds paramount significance in diverse physio-

logical processes, contributing indispensably to cellular regulation and adaptation to environ-

mental dynamics. Within living organisms, exemplified by plants, exposure to a hypoosmotic

milieu induces the absorption of water, provoking the distension of the central vacuole and in-

stigating turgor pressure. This mechanical pressure is pivotal in averting wilting phenomena

in plant tissues [10].
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Marine organisms grapple with frequent hypoosmotic challenges in their habitats, a con-

sequence of the elevated salinity inherent to seawater. These organisms regulate internal os-

molarity as a strategic measure to forestall undue water loss [9]. Furthermore, hypoosmotic

conditions orchestrate a facilitated uptake of nutrients within bacterial cells by fostering

the flux of water and solutes. This phenomenon assumes particular relevance in nutrient-

rich mediums where bacteria necessitate efficient nutrient assimilation. Additionally, hy-

poosmotic environments contributes to the induction of osmoregulatory protein synthesis, a

pivotal cellular response to the challenges posed by altered osmotic conditions [9], [10].

Depending on the direction of osmotic gradient, water influx or outflux can be induced,

resulting in change of bacterial morphology. For example, upon the generation of hypoos-

motic pressure, water molecules can rapidly permeate into the bacterial cytoplasm to reduce

intracellular osmolarity, creating tension in the bacteria cell wall, leading to the swelling

of the cell [9]. This means that osmotic pressure-induced morphological change of bacteria

strongly depends on the type of bacteria (see Figure 1.1a for Gram-negative and Figure 1.1b

for Gram-positive); therefore, mechanical behavior of bacteria would depend on the wall

structure [7].

1.2 Bacterial types and their structural features

Bacteria are mostly categorized into two broad groups of Gram-negative and Gram-positive,

and primarily comprise the inner membrane, outer membrane, and cell wall, which are

combined with various proteins [11], [12]. This classification mainly considers existing a

component called an outer membrane and the difference in thickness of cell wall in both

groups [7]. Gram-negative group possesses a plasma membrane and a thin peptidoglycan

layer which is covered by an outer membrane, while Gram-positive group has a plasma
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membrane and a significantly thick peptidoglycan layer [11], [12].

In both bacteria groups, membranes are lipid bilayers that usually contain common

groups of phospholipids including Phosphatidylethanolamine as the main contributor which

forms about 70 – 80% of total lipids, and phosphatidylglycerol and cardiolipin [7]. The inner

membrane is placed between the cytoplasm and aqueous periplasm area and mainly consists

of lipid bilayers and inner membrane proteins. The notable structural difference in bacteria

types arises from an asymmetrical outer membrane as an additional layer in Gram-negative

type. This membrane is made of phospholipids in the inner leaflet and lipopolysaccharide

(LPS) in the outer leaflet [13]. LPS possess three different parts including hydrophobic lipid,

oligosaccharide core, and a kind of polysaccharide (named O antigen) that magnify the role

of the outer membrane because they form a significant portion of the outer membrane and

greatly contribute to the integrity of cell structure [12], [13].

In addition to these components, different classes of protein including outer membrane

proteins (OMPs) and lipoproteins (LPPs) are embedded in the outermost layer of Gram-

negative bacteria [13]. The main group of OMPs is defined as Porins which are accumulated

Figure 1.1: The structure of (a) Gram-negative and (b) Gram-positive bacteria.
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instead of single groups and also act as channels to permeate solute molecules [13]. According

to some scientific work, OMPs contribute up to 70 of the cell surface which is reported almost

500,000 in each E. coli cell as the most common Gram-negative bacteria type [12], [13].

Another important difference lies in the peptidoglycan cell wall, which is single-layered in

Gram-negative and multi-layered in Gram-positive pathogens (Figure 1.1). The existence of

glycan strands (long disaccharide chains) and peptides, which are cross-linked to each other,

creates a net-like structure of peptidoglycan outside the inner membrane. These glycan

strands are connected through glycosidic bonds between the carboxyl end of one glycan

strand and the amino acid group in the other glycan strand [14].

From the structural viewpoint, glycan strands consist of N-acetylmuramic acid (MurNAc)

and N-acetylglucosamine (GlcNAc), connecting by β−1, 4 glycosidic bonds [14], [15]. Length

and chain arrangement of the glycan strands play a critical role in the mechanical properties

of bacteria cells [7].

In Gram-negative group, a peptidoglycan network is placed in the aqueous area of

periplasm between inner and outer membranes [9]. The thickness of the peptidoglycan

layer in this bacteria type is reported to be about 2.5 nm which is located in a 15 nm

thick periplasm [16]. Based on some other papers, peptidoglycan thickness for single-layered

Gram-negative bacteria can be increased to a maximum of three layers of 6.5 nm, while the

quantity of the thickness for a Gram-positive type is extended to 19–33 nm. These numbers

are obtained for the fully hydrated bacteria type [11], [17]–[20]. The cell wall is considered

as the main stress-bearing element when the bacteria cell is under osmotic pressure [16].

Cell wall architecture in Gram-positive type follows either a layered or scaffold structure.

In the layered arrangement, both glycan strands and peptides are connected parallelly with

respect to the inner membrane, however in the scaffold model structure, glycan strands and

peptides pose vertically and horizontally to the inner membrane, respectively. An example
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of a layered structure in a Gram-positive group is defined in L. acidophilus [21], [22]. A

combination of a thick peptidoglycan and inner membrane constructs the structure of L.

acidophilus same as other Gram-positive types [20], [23], [24]. Residues of β − 1, 4 which

are attached to N-acetylglucosamine and N-acetylmuramic acids form sugar components of

L. acidophilus peptidoglycan [20], [23]. Amino acids which are cross-linked between glycan

chains are the other important components of L. acidophilus peptidoglycan. Gram-positive

peptidoglycan consists of a multi-layered network of which the thickness can reach about 50

nm and carry teichoic acids (TAs) [12].

TAs are a type of linear polymers containing phosphate groups in their chemical com-

pounds and are classified into two types lipoteichoic acids and wall teichoic acids [20], [23].

Lipoteichoic acids are one type of TAs which embedded within the peptidoglycan and linked

to the inner membrane, while wall teichoic acids are only attached to the sugar backbone of

peptidoglycan through covalent bond [12].

1.3 Osmotic response of bacterial cells

To gain a fundamental insight into how microbes respond to osmotic stress at a mechanistic

level, it is essential to break down the intricate scenario into various components. This

includes exploring the characteristics of relevant external stimuli, understanding how these

stimuli are perceived, the transformation of stimuli into cellular signals, and ultimately, the

creation of beneficial functional responses within microbial cells [25], [26].

The change in osmolality involves both external and internal factors. External osmolality,

the primary event, takes place in the environment. On the other hand, internal osmolality

is an unavoidable outcome due to the high water permeability of membranes, leading to

rapid water influx in hypoosmotic conditions and efflux in hyperosmotic conditions within
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milliseconds [9], [26]. Creating a functionally relevant stimulus is crucial for cellular response.

Merely altering external osmolality, represented by changes in solute concentration, is not

inherently considered a relevant stimulus by the cell. The cell’s effective reaction relies on

the presence of a stimulus, detectable by a sensor, closely mirroring the shift in external

osmolality [9], [25], [26].

The cell deems a stimulus relevant through the existence of a suitable sensor system

situated in either the membrane or cytoplasm. The outcome of stimulus perception is a

modification in the structure or function of the sensor protein [27], [28].

For the cell to utilize a perceived physical stimulus, it must first be transformed into

a mechanistically relevant signal by the sensor. Examples of such signals include confor-

mational or structural changes in signal-transducing components, such as protein phospho-

rylation. Following this, the cellular signal is transduced to an appropriate target system

through signal transduction [26], [28].

Upon signal transduction, the target system undergoes a change in its functional state.

This can involve alterations in enzymatic activity or affinity for binding to other cellular

components, such as DNA motifs or target proteins [26]–[28]. The functional changes in the

target system ultimately lead to appropriate cellular responses to the primary osmotic event.

These responses may include gene expression, metabolite synthesis, protein synthesis, and

the activation of an enzyme or a transport protein, or structural changes in cell wall [9], [21],

[26]–[28].

The structural change in the cell wall of microorganisms such as bacteria, specifically the

extension of the cell wall and membrane, is considered as the cellular response to hypoos-

motic pressure [21]. In contrast to the neat arrangement in the presence of hypoosmotic

pressure, it has been reported that the configuration of glycan strands and peptides within

the peptidoglycan is disorderly when the cell is not subjected to hypoosmotic pressure. In
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contrast, when exposed to hypoosmotic pressure and experiencing stretching, these compo-

nents organize themselves in an orderly manner. The covalent bonds between glycan strands,

facilitated by short peptide chains in the structure, are known to sense the tension from the

hypoosmotic pressure. In response, these bonds stretch, ultimately resulting in cleavage at

points where the peptidoglycan is maximally extended [21].

When bacteria experience hypoosmotic pressure, they undergo swelling, causing an in-

crease in size that eventually leads to bacterial fission or division. In response to this ex-

pansion, the peptidoglycan layer, a crucial component of the bacterial cell wall, undergoes a

dynamic process. The existing peptidoglycan layer is synthesized anew, involving the break-

ing of existing linkages within the layer. Simultaneously, new peptidoglycan monomers are

incorporated into the growing layer. Additionally, the peptide cross-links within the pepti-

doglycan structure need to be resealed, contributing to the restructuring of the bacterial cell

wall. This process occurs in some consecutive steps [28]–[30].

At the first step, autolysins, specialized bacterial enzymes, play a pivotal role in the initial

step by breaking glycosidic bonds between peptidoglycan monomers which occurs precisely

at the points where the bacterial cell wall is undergoing growth [31], [32]. Concurrently,

autolysins are involved in breaking the peptide cross-bridges that link rows of sugars together

within the peptidoglycan structure. This controlled enzymatic activity is crucial for the

subsequent steps in peptidoglycan synthesis.

In the second step, peptidoglycan monomers are transported. Peptidoglycan monomers

are synthesized within the bacterial cytosol and subsequently bind to bactoprenol. Bacto-

prenols function as carriers, facilitating the transportation of peptidoglycan monomers across

the cytoplasmic membrane. Once transported, they interact with transglycosidases [29]–[32].

In the third step, Transglycosidase enzymes, in collaboration with bactoprenols, play a

crucial role in inserting and linking new peptidoglycan monomers into the breaks within the
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existing peptidoglycan structure. This step is vital for the elongation and reinforcement of

the bacterial cell wall [31], [32].

In the final step, transpeptidase enzymes come into play. They are responsible for reform-

ing the peptide cross-links between the rows and layers of peptidoglycan. This enzymatic

action is instrumental in fortifying the peptidoglycan structure, providing strength to the

bacterial cell wall. This intricate process allows the bacterial cell to adapt and respond to

changes in osmotic pressure by modifying its structural components [28]–[32]. Peptidogly-

can’s role in hypoosmotic pressure response is acknowledged, but the primary detectors and

responders to such pressure are the inner membrane components, particularly embedded pro-

teins. These proteins are instrumental in relieving sensed lateral pressure, acting in parallel

to the cell membrane, rather than perpendicular [33], [34].

Since the discovery of mechanosensitive channel (MS) activities in bacterial cell mem-

branes in 1987 [35], researchers have made significant strides in understanding the physio-

logical functions, structural models, and sensing mechanisms of these channels [36].

In the historical context of electrophysiology advancements, Ching Kung’s group in Madi-

son, Wisconsin, conducted patch-clamp experiments on native bacterial membranes [36], [37].

By generating patchable-sized cells from E. coli through a technique involving giant cells or

spheroplasts, they observed mechanosensitive channel activity as a response to suction, a

tension-inducing stimulus applied through hollow electrodes and tubing [35], [38]. Surpris-

ingly, these channels opened in response to suction, and subsequent studies indicated their

activation by amphipaths, suggesting sensitivity to changes in the lipid environment [39].

Further investigations across bacterial species revealed the common presence of mechanosen-

sitive (MS) channels in both Gram-negative and Gram-positive organisms [36], [40], [41].

Mechanosensitive channels with nano-sized pores are triggered by tension detected within

the lipid bilayer. Upon the application of hypoosmotic pressure to the cellular structure,
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these MS channels undergo gating, permitting the release of osmotically active solutes and

ions from inside the cell while allowing water influx. This process ensures equilibrium between

internal and external solute concentrations by expelling excess solutes, preventing osmotic

cell rupture. The opening and closing of MS channel proteins occur rapidly, closing promptly

upon the alleviation of tension [33].

Bacteria typically feature four prevalent mechanosensitive channels governing hypoos-

motic pressure: Large Mechanosensitive Channels (MscL), Small Mechanosensitive Channels

(MscS), Miniconductance Mechanosensitive Channels (MscM), and Potassium-Dependent

Mechanosensitive Channels (MscK) [33], [42]. Within the mechanosensitive (MS) classifi-

cation, additional channels such as YbdG, YnaI, YbiO, YjeP, or KefA are subcategorized

within the main groups. Nevertheless, MscL and MscS appear to hold a more prominent

role compared to the other groups [42]–[44]. That is, bacterial strains possessing either MscS

or MscL mechanosensitive channels can withstand hypoosmotic gradients. MscS and MscL,

functioning as tension-sensing gates, exhibit distinct opening ranges at tensions between 5-8

mN/m and 9-15 mN/m, respectively [34], [42].

In other words, the bacterial mechanosensitive channels, notably MscL and MscS, are

the only bacterial channels with a well-defined physiological function. Initially speculated to

be involved in osmotic regulation, these channels were thought to play a role in responding

to changes in osmolarity. In high-osmolarity environments, bacteria accumulate compatible

solutes like proline, betaine, trehalose, and potassium to maintain high cell turgor [36], [45],

[46].

A sudden decrease in osmolarity, referred to as downshock, can lead to a rapid release of

these solutes, causing an increase in cytoplasmic pressure [47]. The bacterial MS channels are

believed to act as emergency release valves, preventing cell lysis by facilitating the expulsion

of solutes in response to extreme decreases in the osmotic environment [36]. It is interesting
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to note that in earlier literature, the efflux was believed to be facilitated by multiple channels

specific to different solutes [36].

Following mechanosensitive channel discovery, the MscS and MscL channels were con-

sidered potential candidates for osmotic regulation due to their activity and selectivity. Al-

though the MscL null strain showed no obvious phenotype, suggesting redundancy with

MscS, some mutagenesis studies demonstrated that changes to MscL could lead to osmotic

phenotypes [48]. Marine organisms typically lack MscL, presumably due to the absence of

osmotic shifts [49]. Expressing E. coli MscL in the marine bacterium Vibrio alginolyticus

alleviated osmotic downshock cell lysis, indicating a role in osmoregulation [50].

The identification of the MscS gene and the observation of an osmotic-sensitive phenotype

in an MscS MscL double null strain provided firm evidence that MscS and MscL play a crucial

role in adapting to rapid decreases in the osmotic environment by facilitating the efflux of

accumulated solutes [36], [51].

1.4 Mechanosensitive channel structure

Due to the significant role of mechanosensitive channels in transferring water and other

solutes such as sugar, the structures of MscL and MscS channels have been extensively

investigated [33], [43], [52].

The structure of mechanosensitive channels is defined by its subunit configuration [34],

[42]. MscL is composed of five subunits, each possesses transmembrane α–helices of 1 and 2

(i.e., TM1 and TM2), a periplasmic loop, and N-terminus and C-terminus domains (Figure

1.2) [33], [42], [43], [52], [53]. When the channel is exposed to tension, transmembrane

domains in each subunit sense the force and undergo a conformational change from closed

to open (Figure 1.3) [33], [43], [52], [53].
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After resolving the crystal structure, researchers speculated on the open-state structure

of the MscL channel, considering the challenge posed by its large pore size. Early models

suggested thinning of the channel in the membrane plane, resembling the iris of an old-

fashioned camera, as opposed to the idea that all transmembrane domains contribute to the

pore’s expansion [36], [53]. Despite membrane limitations in tension, MscL can compress

and expand within the membrane during gating, causing structural changes in lipids and

altering protein-lipid interactions [54], [55]. This iris model aligned with structural studies

using electron paramagnetic resonance and FRET spectroscopy supported this model [56],

[57].

Scientific literature indicates that MscL exhibits a diameter extension of approximately

30–40 Å [44], [57], representing a significant conformational change. Under membrane ten-

sion, MscL undergoes flattening along the pore axis, attributed to a pronounced tilt in the

TM1 and TM2 helical regions [33], [43], [52], [53].

Figure 1.2: The structure of a MscL channel inside the inner membrane of Mycobacterium
tuberculosis. Reprinted from [43].

12



The crystal structure of MscS resolved at 3.95 Å, has revolutionized our understanding

of the protein [58]. MscS, a crucial channel protein, features a heptameric assembly with

seven subunits arranged around a rotation axis parallel to the membrane. Each monomer

consists of three N-terminal helical regions, namely TM1, TM2, and TM3, the latter being

split into TM3a and TM3b (a cytoplasmic-facing helix) [59].

Each subunit’s arrangement forms a cytoplasmic cage through the configuration of the

middle β domain and an α–β domain (Figure 1.4) [43]. The central pore is created by TM3a

helices and is capped at the top and bottom, enclosing a ring of compact α–β domain [59].

The interface between these domains creates a conduit for the passage of ions and solutes.

The coordinated movement of Transmembrane 1 and 2 results in the packing of the TM3a

helix, inducing an open conformation with a diameter ranging from 13 to 14 Å [43], [52],

[58]. Therefore, the identification and examination of mechanosensitive channels in bacteria

have triggered a profound shift in our understanding of bacterial physiology. Although,

understanding MS proteins, requires acknowledging the essential partnership between the

protein and the lipid bilayer [59].

Figure 1.3: The structure of a MscL channel inside the inner membrane of E. coli which is
viewed from above in a) open and b) closed structure. Reprinted from [43].
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The lateral pressure profiles of the bilayer reveal that the junction between the head

group and the lipid chain experiences the highest tension [60]. The hydrophobic region of

the bilayer corresponds to approximately 32 Å [61], and when considering glycerol residues

and head groups, an additional 30 Å is added [62]. The hydrophobic regions of membrane

proteins are expected to align with the equivalent regions of the bilayer, with the tension-

sensing regions of the channel positioned at the interface where relatively hydrophilic residues

interact with the polar components of the glycerol-phosphate-ethanolamine [63].

MscS potentially interacts with lipids at three main sites: the N-terminal sequence

(residues 1–27), TM1-2, and TM3b [59], [64]. While genetic evidence indicates that residues

near the N-terminus influence channel gating, the exact interaction of the surface of TM3a

facing the bilayer remains untested. The Trp residue at position 16 in E. coli MscS is cru-

cial for pressure sensitivity, as substitutions with similar residues (Phe, Tyr, Leu) result in

Figure 1.4: The structure of a MscS channel inside the inner membrane of E. coli. Reprinted
from [52].
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reduced pressure sensitivity, indicating a higher pressure requirement for the closed-to-open

transition in mutant channels [64]. The absence of these residues in the crystal structure is

a notable limitation in understanding these interactions [59].

TM3b in MscS is amphipathic, with hydrophobic residues projecting toward the bilayer

in the crystal structures, suggesting that this helix may reside in the head group region.

This arrangement allows the hydrophobic residues to contact the lipid chains, with the head

group region being deep enough to accommodate an α–helix [62]. At the end of TM3b,

conserved Arg residues (Arg128 and Arg131) can bond to the phosphate head groups of the

bilayer, providing a peripheral anchor for the vestibule of MscS [59].

The primary focus for tension sensing in both MscS and MscL is the TM1-TM2 inter-

face region situated within the lipid bilayer. Mutations that impede gating are frequently

clustered near the boundary between the head groups and the lipid chains, underscoring the

pivotal role of this region in tension sensing [65], [66]. Rather than the presence of specific

residues, mechanosensing behavior appears to stem from the absence of such residues.

Mutations hindering gating in MscS and MscL involve the replacement of hydrophobic

residues with those promoting hydrogen bonding at the TM1-TM2 interface [65]. Con-

versely, substitutions in other segments of the transmembrane helices, projected to reside

deeper within the lipid phase, result in channels gating at lower membrane tensions [65],

[66]. This emphasizes tension sensing as a consequence of reduced hydrogen-bond-favoring

residues specifically at the TM1-TM2 interface. In contrast, the presence of similar muta-

tions in other regions may influence the tension threshold at which the channel gates [59].

Non-mechanosensitive membrane proteins, enriched with residues favoring hydrogen-bond

formation at the interface region, tend to stabilize in the bilayer without significant struc-

tural transitions in response to changes in membrane tension. This stands in contrast to

MscS and MscL, which undergo rearrangements to form open pores under tension [59], [63].
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1.5 Aquaporins

Aquaporins (AQPs) are the other important transmembrane channel proteins in the inner

membrane which facilitate water permeation and, in some cases other solutes such as glycerol

through the membrane. Their primary function is to facilitate the passage of water and small

solutes into and out of cells and organelles [67]. In other words, they transport water to both

sides of the membrane depending on the osmotic pressure, to reduce concentration gradient

and help in osmoregulatory response [68], [69]. The diverse roles played by AQPs in living

organisms, sometimes extending beyond conventional expectations, make them subjects of

extensive research.

Primarily, AQPs are divided into two subgroups of classical aquaporins and aquaglycero-

porins to permeate water and glycerol molecules, respectively [69], [70]. Classical aquaporins

transfer water and AQP1 is the most investigated aquaporin which was examined through

crystallography analysis [68], [69], [71].

Aquaporins (AQPs) are characterized by a homotetramer unit containing six transmem-

brane domains, and their NH2- and COOH-termini are located in the cytoplasm (Figure

1.5) [72]–[74]. The distinctive feature of AQPs is the presence of two conserved hydrophobic

stretches of amino acid residues known as asparagine-proline-alanine (NPA) boxes, serv-

ing as the signature sequences for this family [72], [73]. As genome projects advance, the

identification of AQP-like sequences is increasing based on amino acid sequence similarities,

particularly in the regions surrounding NPA boxes. While some of these sequences may

belong to the AQP family, many remain uncharacterized functionally. Some exhibit unique

primary structures with additional residues at the NH2- and/or COOH-termini, or they may

result from alternative splicing [74], [75].
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Aquaporins (AQPs) exhibit a consistent three-dimensional (3D) tetrameric structure, fea-

turing a central pore in each subunit [76], [77]. Some AQPs possess larger pores, facilitating

the permeation of glycerol and potentially urea [78]. These structural analyses offer insights

into the substances that can traverse the channel and the regulatory mechanisms, includ-

ing phosphorylation or interactions with NH2-terminal residues [79]. Moreover, surprising

non-transport functions of AQPs have been unveiled, involving cell adhesion through the for-

mation of junctions with the plasma membrane, interacting with opposing AQPs molecules.

While this nontransporting role is increasingly acknowledged, its physiological significance

remains to be further confirmed [80].

The other porins group is aquaglycerolporins which introduce a new group of aquaporins

as they are permeable to glycerol as well as water [81]. These two porin channels are fairly

similar with some differences in residues at the narrowest sections of the channels [81], [82].

As bacteria are one of the main microorganism groups, they also contain water and glycerol

transporting channels in their inner membranes, such as AQPz and GLPF as the most

studied ones [69], [81], [82].

As the structure of AQPz is determined to be similar to AQP1, they also contain

six transmembrane regions and five loops (Figure 1.5). Loops B and E contain two as-

paragine–proline–alanine (NPA) motifs which are embedded in the inner membrane. Besides,

loop C is the longest one in the structure. AQPz is considered as a highly-tight tetrameric

structure [72], [81].
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The structure of AQPz was investigated by Savage. et al [83], and showed great simi-

larities with AQP1. The constriction site in this aquaporin type is narrowed to about 2 Å

and is formed through Arg189, Phe43, His174, and Thr183 chains [82]. This pore provides

hydrophilic N-terminal and hydrophobic C-terminal sides which the N-terminal contains four

carbonyl groups of Gly59, Gly60, His61, and Phe62 and C-terminal contains four carbonyls

of Asn182, Tyr183, Ser184, and Val185 [82]. Similar to the other AQPs, the central region

of the membrane pore is slender, but it expands both above and below to create periplasmic

and cytoplasmic passages [81].

Glycerol facilitators (GLPF) transfer glycerol not water, and is characterized in E. coli

through X-ray crystallography [69], [81], [84]. AQP1 and GLPF showed a relatively similar

structure including six α–helix transmembrane domains as well as three extracellular and

two cytoplasmic loops (Figure 1.6). The difference between these two structures is the

arrangement of extracellular loops. For example, GLPF possesses a significant short loop A

compared to AQP1. Besides, loop C which is responsible for the connection between two

tandem repeats, forms a relatively flat surface in AQP1, while GLPF has an extended loop

C containing a helix-turn-helix motif. In terms of loop E in the second tandem repeat which

carries the NPA motif, is more extended in GlpF than in AQP1. This loop forms a one-turn

Figure 1.5: The membrane topology of Aquaporins. Reprinted from [72].
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helix before it connects with helix transmembrane domain 6 [81], [82].

Figure 1.6: A comparison of a) AQP1 and b) GLPF structures in E. coli. Taken from [81].

As GLPF’s role is to provide more space to transfer glycerol molecules, constriction re-

gions in this type of aquaporin should be larger and also hydrophobic compared to the pores

in AQP1 [81], [82]. For example, GLPF has a Phe200 chain which is significantly more

hydrophobic than Cys191, and also a Trp48 chain which is larger than Phe58 in AQP1. Be-

sides, GLPF lacks cysteine which leads to less sensitivity to mercurial. These properties form

a constriction site with a diameter between 3.8−3.14Å [70], to permeate glycerol molecules

[81], [82].

AQPz and GLPF are considered similar in terms of the amino-acid sequence, although

the water permeability of GLPF is estimated at almost one-six of AQPz [81], [85]. It is
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interesting to note that it is assumed by other research works that Gram-negative bacteria

transfer water and glycerol through to different protein channels, although Gram-positive

have a single porin channel which plays a role of water and glycerol channels simultaneously

[69].

Water channels intricately woven within the inner lipid membrane of bacteria play a

pivotal role in facilitating the transport of water and ions, particularly under hypoosmotic

conditions. In this context, the membrane’s permeability emerges as a critical factor, further

underscoring its significance in regulating cellular processes.

When solutions on either side of a membrane contain varying concentrations of an im-

permeable solute, water migrates from the side with the lower concentration to the side with

the higher concentration. In scenarios involving dilute solutions, the net water flux through

a single water channel, denoted as jW (mol
s
), exhibits a linear relationship with the solute

concentration difference, ∆CS (mol
cm3 ) [86].

jW = Pf∆CS (1.1)

Pf (
cm3

s
) is osmotic permeability of the channel which is an indicator of membrane perme-

ability[86], [87]. As per Eq 1.1, the flow of water through the bacterial membrane hinges on

two primary factors: the osmotic permeability of the channel and the disparity in solute con-

centration within the bacterial habitat. This interaction dictates the volume of water trans-

ferred across the bacterial cellular structure, contingent upon the channel’s water-permeating

capabilities and the concentration gradient across the membrane.

Furthermore, this interplay between osmotic permeability and concentration gradient

plays a pivotal role in governing water flux into the bacterial membrane, particularly in

hypoosmotic scenarios. Given the diverse osmotic permeability exhibited by different water
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channels, such as aquaporins within the bacterial membrane, alterations in solute concen-

tration inside and outside the membrane can prompt selective water transfer through these

channels based on their unique osmotic permeability characteristics [86].

The concept of bacterial sensitivity to mechanical forces has a long history. As early as

1982, Koch and colleagues [88], proposed a connection between the elongation of individ-

ual bacteria and the mechanical stress and strain within the cell envelope associated with

turgor pressure. Subsequently, mechanosensitive channels in the bacterial cell membrane

highlighted their role in regulating the mechanical deformation [89].

The driving force for opening the protein channels originates from the mechanical de-

formation of lipid bilayer [90]. As the phospholipid bilayer consists of amphiphilic lipid

molecules that possess hydrophilic heads and hydrophobic tails, the obtained tension due to

hypoosmotic pressure is accumulated at the neck of the bilayer where the heads and tails

are linked to each other [91]. Hence, the surface tension can bend and deform the bilayer,

with each embedded protein actively participating in this deformation [90], [91].

On the other side, hydrophobic forces are instrumental in binding the two lipid mono-

layers of a bilayer, yet these monolayers have the flexibility to slide relative to each other

along the bilayer midplane. In processes involving membrane bending, this relative slip-

ping of monolayers often results in a partial relaxation of the overall energy associated with

membrane bending [92], [93]. Consequently, the bending deformations of the two membrane

monolayers must be separately considered, subject to the constraint of monolayer transverse

coupling [94].

Furthermore, the geometric properties of the lipid bilayer are also crucial. One notable

geometric characteristic of a lipid monolayer is its thinness, approximately 2 nm, compared

to its lateral dimension, which varies from a few hundred nanometers for intracellular vesicles

to tens of microns for external membranes of cells or giant liposomes [94]. As a result, the
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most comprehensive thermodynamic depiction of a monolayer closely resembles that of a thin

interface between two bulk phases, a concept initially formulated by Gibbs in his seminal

work ”On the Equilibrium of Heterogeneous Substances” [95]. This description involves

the Gibbs dividing surface within the monolayer, parallel to the lipid–water interface. The

surface is distinguished by the values of extensive thermodynamic parameters such as internal

energy, entropy, and masses of the components. Furthermore, it is characterized by geometric

properties, specifically the area and two curvatures determined at each point of the dividing

surface [94], [96].

Gibbs initially utilized the two principal curvatures, however, it was later recognized that

more convenient characteristics for fluid interfaces and laterally fluid lipid membranes are

the total curvature and Gaussian curvature [96], [97]. Therefore, the dividing surface can be

chosen at any level within the monolayer, with all thermodynamic values depending on this

choice [94].

According to Gibbs’ formulation of internal energy, energy changes follow the sequence

of deformations in a surface and other related parameters such as area, elastic modulus,

and curvature [94]. Consequently, researchers have been motivated to explore the relation

between the deformation of a surface and its curvature and bending. For this purpose,

the classic continuum mechanical model of Helfrich has been widely employed to study

the deformation of lipid membranes as the surface [91], [94]. This model considers elastic

moduli, mean, and Gaussian curvature and relates these parameters to the energy density

of a membrane [91], [97].

In this work, the outcomes of the experimental investigations were leveraged to construct

a mathematical model. This model, designed to predict the mechanical responses of the

bacterial cell envelope, formulates equilibrium equations elucidating membrane deformations

anchored to the meshed structure of peptidoglycan. Consequently, the model yields a set of
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nonlinear partial differential equations, effectively addressed through a custom-built Finite

Element (FE) scheme. Hence, the overarching objective is to employ a continuum-based

model, informed by experimental insights, to anticipate bacterial reactions to hypoosmotic

pressure.

The prognostication of bacterial responses in hypoosmotic conditions carries multifaceted

implications. It facilitates a nuanced comprehension of bacterial physiology within varied

osmotic milieus [98], [99]. The knowledge derived from such investigations holds practical

significance, particularly in the realm of biotechnological applications, including but not lim-

ited to fermentation [100], and the synthesis of biofuels [101]. The meticulous analysis of

how mechanical forces intricately modulate bacterial behavior, accomplished through sophis-

ticated computer simulations and computational inquiries, stands as an imperative endeavor

for the refinement and optimization of these intricate processes [98], [99].

For this purpose, we experimentally observed changes in the size of bacteria according

to osmotic pressure and, based on the results, attempted to understand the mechanical

deformation of Gram-positive bacteria through the classic Helfrich model. As far as the

authors know, the mechanical response of Gram-positive bacteria in terms of theory has

been overlooked in the related scientific area; however, the Gram-negative group of bacteria,

especially E. coli, has been extensively studied over the past years.

In 2011, H. Jiang et al. investigated the mechanical properties of E. coli in terms of

bacterial shape change and focused on the role of peptidoglycan units in cell wall growth

[102]. A. Janshoff and C. Steinem described the mechanical properties of a lipid bilayer,

such as expansion and bending modulus, in artificial membranes [103]. The volume gradient

of E. coli under hypoosmotic pressure was studied by exposing E. coli to different osmotic

conditions and analyzing its behavior through the measurement of volume differences and the

relationship between mechanical pressure and solute efflux rate [9]. In addition, A. Boulbitch
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et. al proposed a theoretical model, explaining the elasticity of the peptidoglycan as the

tension-bearing layer in Gram-negative bacteria. They reported that the glycan strands in

peptidoglycan construct a zigzag form, which is associated with the non-linear behavior of

bacteria, and studied the relation of bacteria elasticity and the turgor pressure [104].

In Feb 2023, M. Islam et.al predicted cell membrane behavior of E. coli under exposure

to a nanospike using the finite element method. They modeled the stress and strain rela-

tionship as well as bacteria deformation when a nanospike contacted the bacteria surface

[105]. H. Hwang et al. simulated cell wall response of E. coli due to the surface tension,

and calculated compressibility modulus of different layers of E. coli cell envelop at different

turgor pressure [106]. Besides, D. Jefferies et al. used course-grain molecular dynamics to

predict lipopolysaccharide in the outer membrane of Gram-negative bacteria [107].

In July 2023, L. Zhao et.al studied the interaction between E. coli cells and nanostructure

arrays to understand the mechano-bactericidal mechanism, particularly focusing on hierar-

chical nanostructure arrays with different heights. Finite element simulations reveal that

the critical action sites, where bacterial cells rupture, are consistently at the three-phase

junction zone of cell–liquid–nanostructure [108].

Another research group addressed optimal tip sonication settings for temperature-sensitive

procedures, such as preparing viable cell extracts. They determined the optimal tip im-

mersion depth to maximize mixing and enhance the thermal dissipation of local cavitation

hotspots. A finite element heat transfer model is presented and used to observe the effect of

temperature rise on the performance of E. coli BL21 DE3 star strain cell extracts [109].
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1.6 Objectives and Hypothesis

The primary aim of this research is to bridge the existing knowledge gap concerning bacteria

responses to hypoosmotic pressure, with a particular focus on the less-understood behavior

of Gram-positive bacteria.

To achieve this overarching goal, the study aims to explore bacterial responses to hy-

poosmotic pressure with specific objectives, including analyzing Gram-negative and Gram-

positive bacteria’s reactions. Dynamic light scattering test will quantitatively measure size

changes under hypoosmotic conditions, and the study will examine correlations between

these changes, external pressure, turgor pressure, and lateral pressure. The mathematical

model developed using the Finite Element Method will accurately predict bacteria responses

to hypoosmotic pressure. These objectives and the associated hypothesis will guide the ex-

perimental and analytical aspects of the research, offering an approach to unraveling the

mysteries of bacterial responses to hypoosmotic pressure.

25



1.7 Thesis Overview

As previously stated, this project focuses on exploring the responses of both Gram-negative

and Gram-positive bacteria to hypoosmotic pressure using experimental methods. The ob-

tained data will be employed to predict the response of Gram-positive bacteria through

mathematical approaches, solved using the Finite Element Method. The thesis structure is

outlined as follows:

• Chapter 2: Materials and methodology.

• Chapter 3: Experimental results on bacteria responses to hypoosmotic pressure, em-

phasizing size changes and their correlation with external pressure, turgor pressure,

and lateral pressure.

• Chapter 4: Mathematical model and Finite Element Method employed in this study,

and limitations and future possibilities of this research work.

• Chapter 5: A concise conclusion summarizing key findings of the thesis and future

thesis directions.
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Chapter 2

Experimental Results

In this study, various solutions were employed to exert hypoosmotic pressure on the bacterial

cell envelope, and the response of the bacteria was examined by observing changes in size and

deformation through different experimental analysis methods. Additionally, a comparative

analysis of both types of bacteria was conducted based on experimental results.

2.1 L. acidophilus growth and culturing

L. acidophilus (ATCC 4356) was streaked from a frozen stock at -80 °C on a MRS agar

plate, followed by incubating the plates at 37 °C for two days. The bacteria colonies were

inoculated in MH broth at 37 °C in an incubator (Innova 42 incubator shaker, Edison, NJ)

anaerobically overnight. L. acidophilus was centrifuge-washed twice in Phosphate-buffered

saline (PBS) and one time in DI water for 10 minutes at 11,000 rpm. The optical density of

about 108 − 109 cell/ml was obtained for the cultured L. acidophilus.
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2.2 E. coli growth and culturing

E. coli (ATCC 25922) was cultured from a frozen stock at -80 °C in MH broth. The process

involved several culturing steps. Initially, the bacteria were streaked on an MH agar plate,

followed by overnight incubation at 37 °C. Subsequently, a single bacterial colony was in-

oculated in MH broth and cultured at 37 °C and 200 rpm in an incubator. The next day,

the bacterial suspension was transferred into the fresh medium at a 1:100 ratio and grown

at 37 °C and 200 rpm for 4 hours. E. coli was washed twice in PBS and once in DI water

using a centrifuge (Eppendorf 5804R, Hamburg, Germany) for 10 minutes at 11,000 rpm.

Approximately 3× 109 cells/ml was obtained for the cultured E. coli.

2.3 Hypoosmotic shock

The samples from both bacteria groups were osmotically shocked by adding a 0.9% (w/v)

saline solution, which was then diluted to 0.45% and 0.22% (w/v) to have three hypoosmotic

conditions. The hypoosmotic pressures provided through these salt solutions were measured

using a Vapor Pressure Osmometer (VAPRO, Model 5600) at 300 mOsmol/l (mOsm), 150

mOsm, and 75 mOsm, respectively.

Additionally, DI water (0 mosM) was added to the samples to compare bacterial responses

under different hypoosmotic pressures. A brief schematic of culturing the cells and applying

hypoosmotic pressure is shown in Figure 2.1.
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2.4 Dynamic Light Scattering (DLS) test

To examine how bacteria respond to hypoosmotic pressure, particularly in terms of changes

in size, we conducted the dynamic light scattering (DLS) test (DLS machine, ALV/CGS-3

Goniometer) at 22 °C. DLS measures brownian motion of the particles in a solution. DLS

technique provides information about the size distribution and diameter of the bacteria. In

this research work, the bacteria samples were introduced to the DLS machine approximately

15 minutes after the down-shock, and the test was performed on all samples.

2.5 Transmission Electron Microscopy (TEM) test

Transmission Electron Microscopy was used to capture morphological changes of bacteria

under exposure to hypoosmotic pressure. The test was performed using the TEM at 20 KV

(JEOL JEM 2100; Peabody, MA). Besides, bacteria samples were negatively stained using

1.5 w/v phosphotungstic acid hydrate at pH 7.0 (Sigma-Aldrich).

Figure 2.1: The process of adding different salt solutions and DI water to bacteria pellet.
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Following the bacterial culturing process, we examined the impact of hypoosmotic pres-

sure on bacterial colonies by assessing changes in morphology.

2.6 Study of Size changes by DLS test

The DLS results are shown in Figure 2.2, indicating the size change of each group of bacteria

in response to four different osmolarity conditions. The diameter values, obtained from the

DLS test, are also presented in Table 2.1.

Figure 2.2: DLS test results of a) E. coli, b) L. acidophilus.

By subjecting bacteria to hypoosmotic conditions, they undergo a series of three distinct

response phases. Initially, immediately following the introduction of hypoosmotic conditions,

bacteria undergo swelling and extension, transitioning from their initial morphology to an

expanded state. Subsequently, bacteria tend to counteract the applied pressure, endeavor-

ing to revert to their equilibrium state. In this phase, they actively respond to the applied

pressure by employing water channels. Finally, as bacteria respond to the pressure by releas-

ing excess solute and facilitating water influx, they ultimately return to their equilibrium
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Osmolarity (mOsm) E. coli (µm) L. acidophilus (µm)
300 0.904±0.016 1.63±0.11
150 1.038±0.024 1.91±0.13
75 1.179±0.021 2.44±0.23
0 1.348±0.037 3.58±0.24

Table 2.1: Diameter results of both E. coli and L. acidophillus from the DLS test.

state and regain their original morphological shape. The reported DLS test results were

acquired after the application of hypoosmotic pressure, capturing the expansion of bacteria

in response to the downward shock.

Figure 2.3 delineates alternations in the size of both E. coli and L. acidophilus as the

osmolarity diminishes along the hypoosmotic gradient from 300 mOsm to 0 mOsm, attained

by DI water. Notably, L. acidophilus undergoes a more pronounced size change compared

to E. coli under varying osmolarity conditions of 300, 150, 75, and 0 mOsm.

Figure 2.3: Bacteria size change under different osmolarities. a) E. coli, b) L. acidophillus.

This augmentation in size precipitates swelling and elongation in both bacterial types,

resulting in an expanded radius of the bacteria. Additionally, the outcomes reveal that the

maximum radius is achieved by introducing DI water (0 mOsm) to L. acidophilus bacteria
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cells, reaching approximately 1.79±0.06 µm. Furthermore, the reduction of extracellular

osmolarity from 300 mOsm to 0 mOsm prompts a 26.1% volume increase in L. acidophilus,

in contrast to E. coli, which experiences a mere 3% volume increase.

2.7 Study of external pressure on bacteria

Incorporating various solutions with distinct solute concentrations introduces diverse exter-

nal pressures on bacteria, as depicted in Figure 2.4.

Figure 2.4: Change of external pressure by applying different osmolarities.

The osmolyte solution, delivering an osmolarity of 300 mOsm, exhibits a higher solute

concentration in contrast to DI water, which has 0 mOsm, consequently yielding a higher

external pressure. By adding the solution of 300 mOsm, an external pressure of about 0.76

MPa is applied on the bacteria, in stark contrast, no external pressure is provided by DI

water with 0 mOsm.
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2.8 Study of turgor and lateral pressure on bacteria

Prior scientific studies have documented the emergence of differences in extracellular and

intracellular concentrations in both Gram-negative and Gram-positive bacteria when sub-

jected to various solutions. This phenomenon is elucidated by the equation proposed by

Wennerström et al [110], which aims to comprehend and explore the absolute value of Turgor

pressure within bacteria. Turgor pressure arises as a consequence of the solute concentra-

tion gradient between the interior and exterior of the bacterial cell. Figure 2.5 provides a

schematic depiction of Turgor pressure acting on the inner membrane.

PTurgor = Pmol–Pext (2.1)

Figure 2.5: Turgor pressure is applied on inner membrane inside the bacteria as a result of
solute gradient.

Given the notably substantial size changes observed in Gram-positive bacteria when

exposed to various salt solutions, we elected to focus on Gram-positive type for further

investigation. To delve into this, alterations in turgor pressure, contingent on intracellular

and extracellular pressure (as per Eq. 3.1), are illustrated in Figure 2.6 specifically for L.

acidophilus bacteria.

With the elevation of external pressure, signifying an increase in external osmolarity,

bacteria undergo a decline in turgor pressure owing to the diminished gradient between
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internal and external solute concentrations. The 0.76 MPa difference in external pressure,

stemming from the solution with 300 mOsm and DI water with 0 mOsm, results in a turgor

pressure difference of 0.63 MPa. The solute concentration and internal pressure within Gram-

positive bacteria are documented to be approximately 0.3 Molar and 7 bar, respectively. The

exerted turgor pressure contributes to both tension and lateral pressure, inducing stretching

in the bacteria’s cell wall [110]. As the cell wall expands, the assumption is made that the

bacteria’s shape is nearly transforming to spherical when exposed to salt-water solutions. The

relationship between these two pressure variables is delineated by incorporating parameters

of radius (R) and thickness (h), as the absolute value of lateral pressure, as defined in [12].

The radius values are considered based on the DLS test, and the thickness is also assumed

to be 50 nm based on the research papers [12].

PLat = (PTurgor)R/2h (2.2)

To this end, alterations in applied lateral pressure on L. acidophilus due to varying hy-

Figure 2.6: Change of Turgor pressure in different external pressures.
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poosmotic pressures are depicted in Figure 2.7. Additionally, the relationship between turgor

pressure and lateral pressure is illustrated. As evident, the increase in the radius of bacteria

from 0.81±0.05 µm to 1.79±0.06 µm, obtained by introducing a solution of 300 mOsm and

DI water with an osmolarity of 0 mOsm, corresponds to L. acidophilus experiencing turgor

pressures of 0.061 MPa and 0.7 MPa, respectively. This upward trajectory aligns well with

the change in lateral pressure concerning the augmented radius of bacteria.

Enhanced expansion, attributed to elevated turgor and lateral pressure, results in sub-

stantial swelling of the bacteria and an increased radius. Figure 2.7 further illustrates the

alteration in lateral pressure due to variations in turgor pressure within the bacteria. It

is evident that heightened turgor pressure, stemming from the addition of a solution with

lower solute concentration, imposes greater tension on the bacteria cell wall, consequently

resulting in an augmented lateral pressure.
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Figure 2.7: The relation between a) lateral and turgor pressure, b) radius and lateral pressure,
and c) radius and Turgor pressure on bacteria.
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Chapter 3

Theoretical Results

As previously highlighted, the preference for predicting mechanical responses in Gram-

positive bacteria, as opposed to Gram-negative, is rooted in the limited theoretical explo-

ration of shape deformation in Gram-positive bacteria under hypoosmotic pressure [9], [102]–

[107].

3.1 Mathematical Model

To comprehend the alterations in bacteria size, it is crucial to delve into the mechanical

responses of the cell envelope under the impact of turgor and lateral pressure. The adjust-

ment of applied pressure significantly influences the energy equilibrium within the cell wall

assembly. Consequently, the energy change is intricately linked to variations in specific me-

chanical parameters as the bacteria undergo deformation under pressure in comparison to

their undeformed state before pressure application. These states are respectively regarded

as the current and reference configurations. Numerous models to investigate the mechanical

behavior of bacteria cells have been used over the past decades [97], [111].
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The very first models related to strain energy functional of red blood cells were proposed

by Canham [111], and developed by Helfrich [97], to study shape deformation of lipid bilayers

of the cells when some parameters such as pressure and volume change.

Helfrich, acknowledging that a lipid bilayer constituting cell membranes is in a liquid

crystal state [112], conceptualized a membrane as a 2D smooth surface in a 3D Euclidean

space due to its significantly smaller thickness compared to its lateral dimension. Drawing an

analogy with the Frank energy of a bent nematic crystal box [113], Helfrich introduced the

curvature energy per unit area of the membrane. He also incorporated spontaneous curvature

into his model, signifying the asymmetry between the two layers of the membrane. Following

this, Canham developed another model, considered a special case of Helfrich curvature energy

when the spontaneous curvature is zero [112].

A few years later, a bilayer-coupled model was developed to generalize the stomato-

cyte–discocyte–echinocyte transition in human red blood cells, utilizing the Helfrich model.

When a lipid bilayer undergoes bending from a flat configuration, the area per lipid molecule

in each leaf deviates from the equilibrium value. To account for the in-plane stretching and

compression in each leaf, a nonlocal term that contains the compression modulus and the

thickness of the monolayer was introduced to the bending energy of membranes [112], [114].

Besides, in 1988, Helfrich and Prost posited that chiral molecules in chiral membrane struc-

tures remain in the phase where the orientation of molecules is consistently tilted from the

normal of membranes at a constant angle. They selected a locally right-handed orthogo-

nal frame n, m, p, with n representing the normal vector of the membrane, m denoting

the projection of the tilting direction on the membrane, and p coinciding with the axis of

ferroelectric polarization and studied membrane bending and its energy [115].

Based on Helfrich and Prost’s model, Ou-Yang and Liu studied a transition sequence

from vesicle to twisted ribbon, and ultimately to a helical stripe [112]. Moreover, Selinger
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and Schnur formulated the Helfrich–Prost model to describe chiral lipid tubules, predicting

the existence of a tubule with a helically modulated tilting state. The model’s free energy

incorporates three main contributions: curvature free energy, tilting free energy, and the

Frank free energy [116].

The classic Helfrich energy equations are mostly employed to investigate elastic bending

energy which is stored in the membrane and its components. This analysis provides some

differential equations defined on certain shapes and geometry of the cell membrane through

principles for minimization of the Helfrich energy functional. The obtained equations have

some parameters that require numerical and computational study to solve them and find

the results in terms of membrane deformation. The simulated model contains the partial

differential equations (PDEs) which define the shape deformation of cell [117].

In our proposed model, the deformation of Gram-positive bacteria, which possess a cell

envelope containing an inner membrane and peptidoglycan, is studied over Gram-negative

ones with an extra layer of outer membrane. As Gram-positive bacteria contain an assembly

of inner membrane-peptidoglycan and these layers respond to pressure through morphology

changes that originate from mechanical properties, therefore, the obtained deformation in

the cell wall is related to the lipid membrane bending energy, and also extension, bending,

and twist energy in peptidoglycan.

The model considers the peptidoglycan as a mesh-like structure attached to the inner

membrane through several proteins. It is assumed that these layers respond to hypoosmotic

pressure through their bending, extension, and twist. We used the following equation to

study the effects of hypoosmotic pressure on Gram-positive type [97].

W = kH2 + k̄K +
1

2
E1ε

2
1 +

1

2
E2ε

2
2 +

1

2
C(g1 · g1 +

1

2
g2 · g2) +

1

2
Dg1 · g2 (3.1)
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where H is the Mean curvature, K is the Gaussian curvature, k and k¯ are bending

modulus which is an intrinsic property of inner membrane and is mostly dependent on the

composition of lipid bilayers in bacteria, E is the Young’s modulus, g1 and g2 are geodesic

curvature, C and D are bending and twist stiffness, respectively.

According to this equation, the strain energy of the lipid membrane and peptidoglycan in

Lactobacillus is defined based on the relation between the Mean and Gaussian curvature of

the membrane (the first two terms), strain energy (the second two terms) as well as bending

and twist in peptidoglycan layer (the last two terms). The last two terms describe how

other components such as glycan and peptides in peptidoglycan are curved in response to

deformation in membrane-peptidoglycan assembly.

Since the Helfrich model assumes a lipid membrane as a thin shell, therefore, mathe-

matical relations in surface geometry matter. Besides, it assumes the membrane as a two-

dimensional surface that is embedded in a three-dimensional Euclidean space [90]. In this

case, thickness is trivial compared to other dimensions. The curvature energy per unit area

of a membrane is defined by the first two terms in Eq. 3.1, which assumes a membrane as a

symmetric lipid bilayer consisting of two monolayers with zero spontaneous curvature [112].

In addition, the relation between principles curvatures C1 and C2 defines Mean and Gaus-

sian curvature. Principle curvatures C1 and C2 are the maximum and minimum curvature

of a curved surface, with respect to R1 and R2 as the radius of the curvature, respectively

[91].

H = C1 + C2

K = C1C2

C1 = 1/R1
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C2 = 1/R2

When a bacteria cell is exposed to hypoosmotic pressure, it experiences shape change

and it tends to adopt an equilibrium shape in which the total Helfrich curvature energy is

minimal. This energy is obtained by the integration of parts on terms in Eq. 3.1 [112].

By changing a system’s shape, the energy of the system also changes which emphasizes the

necessity of shape variations understanding. For this purpose, calculation of the variation

of the energy and its parameters is essential to analyze energy minimization of bacteria cell

envelope.

First, we introduce r(θα) which is the equilibrium position of a point in a three-dimensional

space with respect to the coordinates θα, and also virtual displacement u(θα) = ṙ [118]. This

superposed dot signifies the derivative concerning a specific parameter. Besides, displace-

ment is defined as the relation between tangential (uα) and normal (n) variations [118].

u =uαaα + un

As the energy density based on the Helfrich model (Eq. 3.1) is a function of Mean and

Gaussian curvature, terms of H and K need to be explained [118].

H =
1

2
aαβbαβ, K =

1

2
εαβελµbαλbβµ

There are different terms in these equations which need to be defined. The term aαβ, as

the inverse of the metric tensor aαβ, is the matrix of the contravariant metric tensor [118].

The term bαβ is the component of the second fundamental form [118]. In other words, it

is defined as the covariant component of the surface curvature tensor. As for the Gaussian

curvature components, εαβ is the permutation tensor density, defined as εαβ = eαβ/
√
a where
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a = det(aαβ) [118]. The other term that needs to be defined is the contravariant cofactor of

the curvature εαλεβγbλγ = b̃
αβ

[118].

By substituting this to Gaussian curvature equation, we have the following relation [118].

bβµb̃
µα

= Kaβα

The relation between these components is defined based on the Gauss and Weingarten equa-

tions, respectively, as follows [118].

aα;β = bαβn

n,α = −bβαaβ

According to these equations, we introduce aαβ = aα.β (this dot is defined as Euclidean

inner products on 3-D space) where aα = r,α are the tangent vectors and n(θα) = 1
2
εαβaα×aβ

is the vector field for normal vector [118]. In addition, semi-colon notation in the Gauss

equation refers to the differentiation of surface covariant. Therefore, the relation between

covariant differentiation and partial differentiation is denoted by the Christoffel symbol on

ω as the surface, as follows [118].

aα;β = aα,β − Γλ
αβaλ

Through the explained relations, we define the equilibrium state of the cell membrane by

the energy potential of the membrane [118].
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E =

∫︂
ω

W (H,K; θα)da (3.2)

This equation is equipped by some other terms such as Lagrange multiplier of λ(θα) and

A which is the value of a on reference surface of Ω in equation J =
√︁

a
A
. This modification

is done to apply constraints on the area [118].

E =

∫︂
Ω

[JW (H,K; θα) + λ(θα)(J − 1)]dA (3.3)

Recalling the energy variation, we equip this equation with the explained terms as follows

[118].

Ė =

∫︂
ω

[Ẇ + (W + λ)J̇/J ]da (3.4)

Ẇ = WHḢ +WKK̇

where WH = ∂W/∂H and WK = ∂W/∂K as the partial derivatives [118]. When it comes

to the terms of energy variation equation, they are defined as [118]

Ẇ = uα(WHH,α +WKK,α)

(W + λ)J̇/J = [(W + λ)uα];α− uα(W + λ),α (3.5)

where

43



J̇/J = uα
;α

Ḣ = uαH,α and K̇ = uαK,α

By substituting the above equations into the energy variation equation, the tangential

framework yields to [118]

Ė =

∫︂
ω

uα(WHH,α +WKK,α −W,α − λ,α)da+

∫︂
∂ω

(W + λ)uαvαds (3.6)

vα in this equation is defined as the covariant components of the unit normal to the boundary

∂ω. According to [119], the following terms are obtained for normal framework.

J̇/J = −2Hu

2Ḣ = ∆u+ u(4H2 − 2K)

K̇ = 2KHu+ (b̃
αβ
u,α);β

In the above equation, the following term is defined as the Beltrami operator,

∆(.) = aαβ(.);αβ

considering these terms, we rewrite the potential energy variation,

(W + λ)J̇/J
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then, the following equation is obtained as a normal variation framework.

Ė

=∫︁
ω
u[∆(1

2
WH) + (WK);βαb̃

βα
+WH(2H

2 −K) + 2KHWK − 2H(W + λ)]da+

∫︁
∂ω
[1
2
WHv

αu,α − (1
2
WH),αv

αu+WK b̃
αβ
vβu,α − (WK),αb̃

αβ
vβu]ds

(3.7)

For expanding the energy variation equation, W,α needs to be defined [118],

W,α = WHH,α +WKK,α +
∂W

∂θα
(3.8)

As the referred Helfrich model [97], in this study work does not consider the bending and

twist of the peptidoglycan layer, we modified the above equation to include terms related to

these two properties.

W,α = WHH,α +WKK,α +Wεε,α +Wg.g,α +
∂W

∂θα
(3.9)
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By doing some algebra, the variational work of W is balanced by virtual load P and

finally normal shape equation which describes inner membrane-peptidoglycan assembly is

obtained as follows. From the chemical viewpoint, as the bacteria always try to recover to

the original shape and energy level and stay in mechanical equilibrium, it means that the

work which is done by pressure is equal to strain energy change through the structure [102].

∆(1
2
WH) + (WK);βαb̃

βα
+WH(2H

2 −K) + 2KHWK − 2H(W + λ)

−E1

2
Q− E2

2
R + C[S] + C[T ] + D

2
[Y ] + D

2
[Z] = P

(3.10)

where Q, R, S, T, Y, and Z are explained as the equations that implicate extension, bend-

ing, and twist in the peptidoglycan layer, respectively. These terms are expanded in the

Supplementary information section.
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Chapter 4

Numerical Results

4.1 Finite Element Method (FEM)

Within the engineering domain, the construction of models stands as a foundational activ-

ity, playing a pivotal role in achieving solutions that strike a balance between computational

efficiency and simulation accuracy. The progression of this process, transitioning from man-

ual computations and simplified models to contemporary high-fidelity simulations executed

on powerful computing systems, mirrors the ongoing advancement in engineering tools and

technology [120].

Given the intricate nature of biological systems, there is a continual demand for sophis-

ticated computational models. These models play a crucial role in offering a comprehensive

understanding of biological systems. They facilitate accurate predictions and evaluations of

hypotheses which contribute to advancing scientific knowledge in the field. For this purpose,

researchers can leverage these models to enhance their insights and deepen their understand-

ing of the complexities inherent in biological systems. Extensive research in the past decades

[121], [122], has delved into the examination of computational models focusing on biological
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cellular structures. Among these models, continuum approaches emerge as widely adopted

methodologies for the modeling of cellular structures within biological systems [104], [105].

These approaches, rooted in mathematical methods, conceptualize cellular structures as con-

tinuous and deformable materials. In particular, the Finite Element Method, a prominent

continuum approach, intricately dissects intricate problems into a finite set of interconnected

elements. These elements are treated as continuous and deformable entities, enabling a holis-

tic analysis of the material’s behavior through the examination of these elements [104], [105],

[121], [122].

The Finite Element Method (FEM), acknowledged as one of the most potent and suc-

cessful numerical analysis techniques, has experienced widespread adoption since the 1950s.

Its origins can be traced back to Turner’s introduction of the direct stiffness method for

structural design in the aerospace industry [122]. Over the subsequent decades, FEM has at-

tracted considerable attention from scientists and evolved into a powerful tool for addressing

engineering challenges. Its versatile applications extend across various domains, encompass-

ing structural and mechanical engineering, material science, and biomechanics, solidifying

FEM as an indispensable solution for a diverse array of engineering problems [122].

To elucidate the correlation between applied pressure and bacterial deformation as per

the derived mathematical model, we leveraged finite element analysis. This computational

technique enables the prediction of bacterial behavior under hypoosmotic pressure. The nu-

merical solver utilized to address the governing equations was the Newton-Raphson method,

seamlessly integrated into the FENICS platform—a Python-based solver accessible as open-

source software. Bacteria cultured in a medium with diverse chemical compound ratios and

exposed to varying physical parameters, such as temperature, exhibit distinct mechanical

properties, including variations in Young’s modulus [7], [123]–[125].

In this simulation, lateral pressure is determined according to experimental data (Figure
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3.6). Obtaining precise numerical solutions in the Finite Element Method involves addressing

nonlinearities in the governing equations. Despite the complexities in the analytical model

equations, the Finite Element Method simulation yields a reasonable deformation profile

in response to changes in parameters. To tackle these nonlinearities and guarantee the

convergence of our numerical solutions, we utilized the established Newton-Raphson method

alongside Galerkin discretization to discretize the problem. This iterative technique is crucial

in refining our Finite Element Method (FEM) simulations and improving the accuracy of

our results. A concise overview of the FEM simulation is presented in Figure 4.1, illustrating

the procedure of applying a FEM model with approximation to a problem. The iteration

persists until the convergence reaches a predefined level of tolerance.

The captivating dynamics of the iterative solver’s convergence in our Finite Element

Method (FEM) simulation are vividly illustrated in Figure 4.2. This iterative process is

a pivotal aspect of our computational model, offering valuable insights into the gradual

refinement of the solution. The figure encapsulates the outcomes of the iterations, presenting

the evolution of the solution as the iterative solver approaches convergence with the true

solution.

The convergence of the iterative solver serves as a testament to the efficacy of our model

in approximating the desired solution. The iterative process unfolds as a stepwise journey,

where with each iteration, the solution progressively converges towards the true solution.

The figure visually represents this convergence, highlighting the reduction in the residual

with increasing iterations. The residual is defined as a measure of the solution’s deviation

from the true solution.

The diminishing trend of the residual, approaching zero as iterations progress, is a com-

pelling indicator of the solver’s convergence. The residual trends emphasize how out-of-plane

deformation prediction deviates from the true solution for different pressure values. In prac-
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Figure 4.1: A chart of Newton Raphson approach used in Finite Element Method .

50



tical terms, this signifies that the solution is systematically getting closer to the accurate

solution as the iterative process unfolds. The diminishing residual values underscore the

model’s capacity to iteratively refine its predictions, thereby providing a reliable and conver-

gent solution to the complex problem at hand. This iterative convergence not only enhances

the accuracy of our predictions but also instills confidence in the reliability of the FEM sim-

ulation as a robust computational tool for studying the mechanical responses of the system

under investigation.

Figure 4.2: The relation between the increased number of iterations and residuals, empha-
sizing how out-of-plane deformation prediction deviates from the true solution by increasing
the residuals.
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4.2 Discussion

In the theoretical model, the impact of hypoosmotic pressure on Gram-positive bacteria

deformation and displacement is investigated. For this model, Young’s modulus of 20 MPa

is assumed, as commonly reported for Gram-positive bacteria, specifically the Bacillus type

[7], [124], [125]. Figure 4.3 illustrates the initial state of the simulation, incorporating a mesh

of triangular elements in a 2-D domain.

Figure 4.3: A mesh of triangular elements in a 2x2 configuration used in Finite Element
Method. The dimension is normalized by the surface configuration.
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The proposed model, conceptualizing the Gram-positive cell envelope as a thin shell, intri-

cately explores the dynamics of in-plane deformation inherent in this structure, as showcased

in Figure 4.4. The figure offers a detailed portrayal of the nuanced responses exhibited under

different pressures. It illuminates the dimensionless in-plane deformation, a pivotal aspect

of structural behavior, to reveal the subtle adjustments and adaptations occurring within

the Gram-positive cell envelope. The figure captures the intricate interplay between the thin

shell structure and the applied pressures, providing a visually comprehensive representation

of the model’s predictions across a range of pressure conditions.

Figure 4.4: In-plane deformation a) Plat = 5, b)Plat = 30.31, c) Plat = 62.16 and d)Plat =
125.30 MPa which is normalized by the surface configuration.
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Our postulation that the Gram-positive cell envelope primarily deforms in the Z direction

under applied pressure is visually depicted in the meticulous presentation of out-of-plane

deformation in Figure 4.5. This representation comprehensively illustrates the dynamic

response of the thin shell structure to varying pressure conditions. Significantly, the figure

reveals a discernible and consistent upward trend in deformation as the applied pressure

increases. This observed trend aligns seamlessly with findings from analogous studies on

Gram-positive bacteria, as discussed by Rui Han et al. [126].

Figure 4.5: Out-of-plane deformation a) Plat = 5, b)Plat = 30.31, c) Plat = 62.16 and
d)Plat = 125.30 MPa which is normalized by the surface configuration.
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Essentially, the model anticipates a substantial increase in deformation and a pronounced

stretching of the bacterial cell envelope as the pressure escalates from 5 MPa (300 mOsm) to

125.30 MPa (0 mOsm). The graphical representation, particularly the conspicuous red re-

gions on the graphs, vividly illustrates the significant alterations and stretching experienced

by the bacteria under these varied pressure conditions. This aligns with the expected me-

chanical responses of Gram-positive bacteria and underscores the model’s capacity to predict

and elucidate the intricate deformations inherent in the thin shell structure under different

pressure regimes.

Our exploration extended to predicting the mechanical responses exhibited by Gram-

positive bacteria under varying pressure conditions, as elucidated through the material dis-

placement contour in Figure 4.6. The interplay between pressure and mechanical behavior is

vividly portrayed, where escalating pressure levels correspond to heightened tension within

the Gram-positive bacterial structure. This heightened tension, as graphically depicted by

the conspicuous red regions in the figure, underscores the notable increase in deformation

experienced by the bacteria.

The material displacement contour further reveals intriguing insights into the vulnera-

bility of certain regions of the Gram-positive bacteria to rupture under elevated pressure

scenarios. Specifically, regions characterized by concentrated stress and heightened strain

become susceptible to rupture when subjected to higher pressures. Notably, the maximum

displacement occurs in regions of the cell where mobility along the vertical z-axis is prevalent,

emphasizing the localized nature of the mechanical responses exhibited by Gram-positive

bacteria under the influence of varying pressure gradients.
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Figure 4.6: Material displacement contour a) Plat = 5, b)Plat = 30.31, c) Plat = 62.16 and
d)Plat = 125.30 MPa which is normalized by the surface configuration.
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As the bacteria membrane is considered a smooth surface in the X1 and X2 directions in

our model, we assumed that the elevation of this surface in the X3 direction as the out-of-

plane deformation, is comparable to the normalized radius values of bacteria under varying

hypoosmotic pressures. Through this comparison, we essentially address how changes in

membrane elevation representing a structural adaptation are aligned with changes in the

measured size of the bacteria. A correlation between the predicted elevation and the ex-

perimental radius values is effective in capturing whether membrane mechanical response to

hypoosmotic pressure is in agreement in terms of both experimental and theoretical view-

points. Using our theoretical model, we calculated the dimensionless maximum and average

elevation values, and the results are depicted in Figure 4.7.

The comparison between the normalized radius of bacteria and the elevation reveals an

increase in both parameters with rising lateral pressure or decreasing extracellular osmolarity.

The maximum bacteria normalized radius of 0.20 occurs at the lowest extracellular osmolarity

of 0 mOsm, whereas the minimum normalized radius of 0.09 is observed at the highest

extracellular osmolarity. Additionally, the theoretical model predicts a maximum elevation

of 0.41 at this osmolarity.

For a more precise comparison with experimental results, we juxtaposed the bacteria nor-

malized radius values with the average elevation in the X3 direction. The figure illustrates an

increase in the average elevation as osmolarity decreases to 0 mOsm. In terms of the average

elevation, the predicted maximum value is 0.16, while the minimum is 0.02. Comparing

the theoretical values of the elevation with the normalized values of the radius indicates a

closer proximity between the predicted average elevation values and the experimental radius

values.
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Figure 4.7: A comparison of the normalized Radius from experimental results with predicted
maximum and average elevation from the theoretical model.

58



In this research work, we used the DLS technique to capture bacteria movements through

measuring the frequency of the light when it scatters by bacteria motions in a suspension.

This technique shines a laser towards the bacteria and captures how intensity of the scattered

light fluctuates in a certain duration [127], [128].

By employing DLS, it is feasible to determine the diffusion coefficient of scattering par-

ticles. This coefficient establishes a relationship between diffusion and particle size through

the Stokes–Einstein relationship [127]–[129].

D =
KBT

6πηR
(4.1)

where KB is the Boltzmann constant, T is the temperature and η is the liquid viscosity and

R is the particle radius [127]–[131].

As per the given equation, there exists a reciprocal relationship between diffusion and

the hydrodynamic radius of the particle when illuminated by light [128]–[131]. Hence, with

an increase in the radius of bacteria in our study, the diffusion of light in particles might

be observed to decrease [132]. Consequently, the bacteria suspension exposed to 0 mOsm

hypoosmotic pressure in our research may exhibit lower light diffusion compared to other

samples. In the same direction, other studies have highlighted a correlation between the

scattering of particles and their hydrodynamic sizes, as illustrated in the following equation

[133]–[135].

Csca = πr2Qsca(
r

λm

,
ns

nm

) (4.2)

In the provided equation, r represents the hydrodynamic radius of the particle, Qsca is

defined as scattering efficiency of the particle, λm stands for the wavelength of the light in
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the medium, ns denotes refractive index of the particle, and nm is the refractive index of

the medium [135]. Hence, there exists a direct correlation between the hydrodynamic radius

of bacteria and the extent of light scattered by the bacteria [133]. This implies that larger

bacteria colonies exhibit a more pronounced ability to scatter light.

When light interacts with a particle, it can either scatter within the particle or, if not

diffused into the particle, scatter into the surrounding medium. Therefore, the bacterial

sample with the highest radius is expected to exhibit increased light scattering and reduced

diffusion.

It is also reported that the level of light scattering can be associated with the shape of

the particle. In this hypothesis, the particle is regarded as a cylinder, and the shape of

the particle is defined by the ratio of radius to length [133]. It indicates that as the radius

increases and the length decreases, the shape of the particle can experience a transition from

a cylinder to a sphere [136]. During this transition from a non-spherical to a semi-spherical

shape due to applied hypoosmotic pressure, the particle’s light scattering is anticipated to

increase. This expectation aligns with the DLS results, indicating an increased radius of

bacteria under hypoosmotic pressure exposure, suggesting morphological changes from non-

spherical to semi-spherical shapes, resulting in higher light scattering. To further investigate

these morphological changes, Transmission Electron Microscopy (TEM) was conducted.

The introduction of water into bacterial cells under hypoosmotic conditions induces cel-

lular swelling, a phenomenon contingent upon the extent of hypoosmolarity. In instances

of a rapid and excessive influx of water, the cellular envelope may undergo a critical point,

culminating in osmotic lysis—the rupture of the cell membrane—and subsequent release of

intracellular contents into the extracellular milieu [137], [138]. Furthermore, the dynamic

influence of water influx extends beyond cellular integrity to encompass morphological alter-

ations [137]. Particularly in the context of Gram-positive bacteria, the structural transition
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from a rod-shaped configuration to a rounded or distorted morphology is observed as a

consequence of hypoosmotic exposure [136].

The comprehensive examination of TEM images in Figure 4.8. pertaining to L. aci-

dophilus reveals a discernible reduction in bacterial length concomitant with a transforma-

tive shift towards an round morphology. This morphological transition becomes particularly

evident upon subjecting the bacterial culture to a marked reduction in osmolarity, specif-

ically from an initial level of 300 mOsM to a diminished state of 0 mOsM. The observed

alterations in bacterial dimensions and shape under varying osmotic conditions accentuate

the pronounced sensitivity of Gram-positive bacteria to changes in their extracellular envi-

ronment. Assuming a cylindrical shape for bacteria under the initial hypoosmotic pressure

condition (Figure 4.8a), there is a noticeable increase in the radius/length ratio, indicating

bacterial swelling with decreasing osmolarity. This observation from TEM analysis aligns

with the hypothesis suggesting a correlation between the enhanced light scattering and the

hydrodynamic radius results obtained from DLS tests and the shape change of bacteria.

The TEM images of the shape change of bacteria indicate a substantial transformation in

regions where the membrane was initially almost flat, and experienced noticeable curvature

with decreasing osmolarity. These observations affirm that the bacteria membrane undergoes

both extension and localized bending in response to changes in osmolarity.

This analytical insight not only provides valuable information about the adaptability of

Gram-positive to osmotic fluctuations but also contributes to the broader understanding of

microbial responses to environmental stimuli, underscores the agreement between theoretical

predictions and experimental observations.
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Figure 4.8: TEM micrographs of morphological changes of L. acidophilus when exposed to
various hypoosmotic pressures of a) 300 mosmol/l, b) 150 mosmol/l, c) 75 mosmol/l and d)
0 mosmol/l.
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4.3 Challenges and Opportunities in Bacteria Mechan-

ical Response Study

While the findings of this thesis contribute valuable insights to the understanding of bacteria

mechanical responses to the hypoosmotic pressure, it is important to acknowledge certain

limitations in the obtained results. These limitations, inherent to the research design and

methodologies employed, provide context for the interpretation of results and offer opportu-

nities for future research refinement.

While we meticulously controlled certain variables, such as maintaining a consistent tem-

perature and pH throughout the experiment and analysis, the methodologies employed for

characterizing bacteria response to hypoosmotic pressure inherently carry limitations. Dy-

namic Light Scattering (DLS), employed for its reliability in capturing changes in bacterial

size, has its constraints. Specifically, when the size of bacteria surpasses a certain threshold,

DLS may inaccurately measure size changes. Consequently, the results obtained may not be

representative of the entire cultured bacteria population.

Furthermore, the method assumes monodispersity; if there is considerable polydispersity

among bacterial colonies, it could lead to a broader size distribution with a higher standard

deviation. These factors may influence the precision and applicability of the results, although

the main limitation of this method is that it does not provide any information about the

shape change or morphological alternations of bacteria.

Our model offers predictions regarding shape changes in terms of curvature. However,

the data obtained from the Dynamic Light Scattering (DLS) test only pertains to changes in

size and the relationship between the hydrodynamic size of bacteria and their diffusion and

light scattering. Besides, The challenge in this investigation lies in whether the discerned

alteration in shape, transitioning from a non-spherical to semi-spherical configuration, is
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exclusively associated with light scattering and the imposed DLS conditions. Alternatively,

one must consider the potential influence of other parameters, including the nuances of

bacteria culturing, on the observed morphological transformation.

In terms of Transmission Electron Microscopy (TEM) analysis, several limitations affect

the study of bacteria morphological changes. The process involves specific preparation steps

like fixation and staining, potentially introducing alterations to the original morphology.

Additionally, TEM provides a 2D projection of a 3D shape, leading to potential misinter-

pretation of the actual structural arrangement and measurements of shape alterations.

Drawbacks include the cost, the need for specialized equipment, and the requirement

for expertise. While TEM was employed to observe morphological changes like bacterial

swelling under hypoosmotic pressure, accurately capturing information about the curvature

of bacteria proves challenging due to these limitations. In summary, experimental results ob-

tained from a dynamic suspension of bacteria may face constraints, impacting the correlation

between experimental analysis and prediction models.

Despite the outlined limitations in the methodologies of this research, several future

possibilities exist to enhance the study of bacteria mechanical responses to hypoosmotic

pressure, including morphological information.

• One potential solution involves the adoption of modern imaging techniques capable of

overcoming the limitations associated with 3D projection, allowing for the accurate

capture of morphological curvature values at a potentially reduced cost.

• Another avenue for improvement is the exploration of hybrid approaches, integrating

information from various characterization techniques such as Dynamic Light Scatter-

ing (DLS), Transmission Electron Microscopy (TEM), and Atomic Force Microscopy

(AFM).
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• Innovative sample preparation methods could be devised to minimize experimental side

effects. For instance, the adoption of new fixation and stain-free imaging techniques

might help preserve the original morphological shape of bacteria samples.

• The utilization of advanced image analysis software presents an opportunity to quanti-

tatively study structural changes in bacteria. Real-time imaging approaches, enabling

the capture of structural changes over time, could also be explored.

• Implementing diverse analysis approaches, including the application of machine learn-

ing algorithms, holds promise for predicting additional bacteria parameters, such as

hydrodynamic radius, and establishing their relation with morphological changes.

These future possibilities create the potential to overcome current limitations of bacterial

behavior to hypoosmotic pressure and achieve more detailed and accurate analysis.
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Chapter 5

Conclusion

Bacteria are categorized based on their structure into two groups: Gram-positive and Gram-

negative. The difference in their cellular structure creates unique bacteria cell that responses

differently when they are exposed to the environmental conditions such as osmotic pressure.

In this work, we used experimental tools to study Gram-negative and Gram-positive bacteria

responses to hypoosmotic pressure, followed by developing a mathematical model to predict

the mechanical responses of Gram-positive bacteria.

We developed Helfrich model to gain partial development equations which emphasizes on

responses of membrane-peptidoglycan assembly in bacteria. The Newton-Raphson method

served as the computational tool for solving the equations and was incorporated into the

FENICS platform, an open-source Python-based solver. The important results are presented

as follow.

• Decreased extracellular osmolarity provides much swelling and extension in both bac-

teria types which leads to increased radius of bacteria through DLS test analysis.

• The highest radius quantity is obtained by adding DI water (mOsm) to L. acidophilus
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bacteria cells which is almost 1.79±0.06 µm.

• By decreasing extracellular osmolarity from 300 mOsm to 0 mOsm, L. acidophilus

radius increases from 0.81±0.05 µm to 1.79±0.12 µm, although E. coli witnesses radius

change from 0.45±0.008 µm to 0.67±0.018 µm.

• In addition, the difference between external and internal pressure (Turgor pressure)

increases, resulting in remarkably increased lateral pressure which is applied on the

inner membrane and peptidoglycan layers in bacteria. This leads to expansion and

also providing mechanical force on bacteria.

• Morphological changes of Gram-positive bacteria was captured using TEM analysis

which showed shape changes by decreasing osmolarity. The results from experimental

and theoretical analysis were compared and represented well agreement, which shows

that the proposed model is able to predict bacteria responses based on specific material

property.

• Simulated deformation contours are sensitive to material properties such as pressure.

By increasing the applied pressure to 125.30 MPa, deformed area under stress is ex-

tended significantly.

• Using the Finite Element method, the iterative solver in our proposed model indicated

that the solution is converging in each iteration through reduction in residual quantities.

• Gram-positive bacteria are predicted to undergo substantial out-of-plane deformation

along the z-direction as lateral pressure increases from 5 MPa to 125.30 MPa. This

deformation is visually represented by the red regions on the deformation contours

of the model, vividly illustrating the stretching of bacteria under diverse pressure

conditions.
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• The increased tension experienced by the bacteria under various pressure conditions

is visually depicted on the Material Displacement Contour. This representation offers

valuable insights into the susceptibility of certain regions within Gram-positive bacte-

ria to rupture when subjected to elevated pressure. Specifically, areas characterized by

concentrated stress and heightened strain are prone to rupture under increased pres-

sures. It is noteworthy that the maximum displacement occurs in regions of the cell

where mobility along the vertical z-axis is prevalent.

To sum up, we addressed a comparison between Gram-negative and Gram-positive size

change using experimental tools and applying different pressure conditions. Besides, we

successfully predicted Gram-positive mechanical responses under hypoosmotic pressure by

employing PDE systems to investigate the deformation contours in several conditions.

The investigation of morphological changes induced by osmotic pressure, along with the

creation of an associated mathematical model, offers substantial potential in the realm of

biomedical applications. These applications encompass the refinement and optimization of

therapeutic approaches for drug delivery and various tissue-related treatments.

It is interesting to note that there are always some limitations in prediction of bacteria

responses since they possess a kind of complex structure with many unknown characteristics,

although they have been investigated over the past decades. It is recommended that theoret-

ical study of bacteria needs to be investigated by considering the role of each subcomponent

such as proteins in cell wall layers when bacteria is exposed to environmental pressure.
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a yeast aquaporin at 1.15 Å reveals a novel gating mechanism,” PLoS biology, vol. 7,

no. 6, e1000130, 2009.

[80] H. Zhang and A. Verkman, “Evidence against involvement of aquaporin-4 in cell–cell

adhesion,” Journal of molecular biology, vol. 382, no. 5, pp. 1136–1143, 2008.

77



[81] T. Gonen and T. Walz, “The structure of aquaporins,” Quarterly reviews of bio-

physics, vol. 39, no. 4, pp. 361–396, 2006.

[82] H. Tong, Q. Hu, L. Zhu, and X. Dong, “Prokaryotic aquaporins,” Cells, vol. 8, no. 11,

p. 1316, 2019.

[83] D. F. Savage, P. F. Egea, Y. Robles-Colmenares, J. D. O. III, and R. M. Stroud,

“Architecture and selectivity in aquaporins: 2.5 Å x-ray structure of aquaporin z,”
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Chapter 6

Supplementary Material

For the convenience of the reader, supplementary information and additional details regard-

ing the main equations have been organized into this section.

Additional terms in Eq 4.1 in Mathematical Model section:

W = kH2 + k̄K +
1
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Additional terms in Eq 4.10 in Mathematical Model section:
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