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ABSTRACT 

Blasting fragmentation influences the cost and productivity of downstream processes such as 

loading, hauling, crushing, and milling. Interaction between the rock mass and explosive energy 

determines blast outcomes. This research aims to enhance the understanding of the blasting 

process by examining key factors that influence blast outcomes specifically, the explosive strength, 

rock mass strength, and rock structures such as rock contacts and joints. The research estimates 

damage zones around blasthole and evaluates fragmentation patterns using the analytical 

approach and numerical simulation. These methods are applied to the data from an existing mining 

operation collected through laboratory tests and field measurements. The results are validated 

through comparisons with field measurements and estimations from other verified approaches. 

Key findings of the research indicate that explosive selection is a crucial aspect of blast design and 

should be based on the rock mass properties and the desired outcomes. The formation and size of 

damage zones around the blasthole are influenced by the explosive’s energy and rock mass 

strength. Stronger explosives are more effective in hard rock, creating longer and more extended 

fractures, while less powerful explosives result in a more uniform distribution of fractures in both 

soft and hard rocks, although with a reduced extent in hard rocks. 

Structural properties influence how explosive energy and fractures are distributed in the rock mass. 

The propagation of stress waves at the interface between different rock types depends on the 

impedance difference between the rocks, the intensity of the incident stress wave, and its direction. 

When a stress wave moves from soft to hard rock, it is enhanced and attenuates in the opposite 

direction. Despite this attenuation, cracks can easily propagate from hard rock to soft rock. 



iii 

 

In a jointed rock mass, the type and size of the infill material, along with fracture frequency, 

significantly impact how explosive energy and fractures are distributed. When comparing empty 

joints with clay-filled joints, the empty joints reflect most of the stress wave energy, whereas clay-

filled joints allow better energy transfer. Energy transmission decreases as joint width and fracture 

frequency increase, leading to reduced fracturing: by 9% when fracture frequency increases from 

one to four and by 13% when joint width increases from 3 to 10 cm. Other factors like joint continuity, 

distance from the charge, and joint orientation and randomness further intensify these effects. 

Blast design is the art of carefully balancing explosive strength, energy propagation, and 

confinement to maximize rock fracturing. This is achieved by selecting explosives that match the 

rock's strength and adjusting the pattern design and initiation sequencing and delays to maximize 

energy usage. Understanding how rock mass properties influence blast outcomes allows for better 

design adjustments. Common adjustments include changing explosive strength properties, 

increasing the powder factor, changing the pattern size, and varying initiation sequences and 

delays. The study found that increasing the powder factor by increasing the blasthole diameter did 

not improve fracturing in jointed rock masses. However, altering delays and sequencing 

significantly enhanced fracturing: 10% in intact rock, 14% in jointed rock, and 7% at rock contacts. 

 The research is valuable to the industry as it provides practical guidelines for blast design, 

particularly in complex rock masses where standard approaches may be insufficient. The insights 

gained offer a basis for refining predictive models and exploring innovative blasting techniques.  
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CHAPTER 1  

INTRODUCTION 

Chapter 1 is an introduction to the research thesis, offering an overview of the background, problem 
statement, a summary of pertinent literature, the objectives of the study, and its existing limitations. 
Additionally, it presents a detailed explanation of the research methodology employed and highlights the 
innovative contributions made by this work. In the end, the organization of the thesis is outlined. 
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1.1 Background 

Fragmentation by blasting is a key process in hard rock mining. The approach to blasting has 

evolved with time from being just an effective rock-breaking mechanism to accommodating the 

need for downstream processes and protecting the integrity of the remaining structure. Blasting 

is considered the first step in comminution, which is cheaper and more efficient than crushing 

and grinding. Effective blast design and implementation are connected to downstream processes’ 

economy and technical success. Good fragmentation is linked to easier loading, improved cycle 

times, less equipment wear and tear on load and haul, as well as lower energy consumption and 

improved throughput in crushing and milling. 

The rock mass is an anisotropic and heterogeneous medium. Due to the complex nature of the 

rock mass and blast process, the use of standard blast design (rule of thumb) leads to 

unsatisfactory outcomes. Each rock mass is unique, but some features influence the blast energy 

similarly, leading to similar outcomes. Having analyzed these features and their influence on blast 

results, they can be incorporated into the blast design to achieve better outcomes. 

Conventionally, blasting in mines is designed to break the rock into a manageable size for trucks 

and shovels, typically aiming for fragmentation smaller than 1/3 of the shovel bucket's lip length, 

while also minimizing the costs associated with drilling and explosives. In this process, the blast 

design is tailored to the specific rock type being blasted, with design parameters adjusted to 

achieve an average powder factor usually determined based on previous experience or 

professional judgment. Mine-to-mill optimization studies have transformed blast efficiency focus 

to include minimization of comminution costs and increase overall mine productivity. These 

studies have shown that it is possible to improve downstream processes and costs by improving 
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blast designs (Kanchibotla et al., 1999, Nielsen and Malvik, 1999, McKee, 2013).  To enhance blast 

outcomes, it is crucial to have a grasp on the rock mass and how it interacts with the energy 

released during blasting. 

Blast energy is typically divided into shock wave energy, pulse energy, and gas pressure, which 

are essential for initiating cracks and fragmenting rock. The energy partitioning depends on the 

properties of the explosive and the conditions during detonation. The term "shock wave pressure" 

is commonly used to describe the intensity of pressure and stress waves generated by explosive 

detonation, which propagate through the rock mass, causing fracturing and fragmentation. In this 

study, shock wave pressure will primarily be referred to as explosive energy.  

The use of explosive energy to fragment rock is a complex process, influenced by high-stress 

levels, rapid loading rates, and the variable properties of the rock mass. Blast-induced 

fragmentation studies for over three decades aimed to improve understanding and provide 

theories on the interaction between rock mass and blast energy (Blair and Minchinton, 1997, Sun, 

2013, Bhandari, 1996). The areas of interest have been the non-ideal detonation of commercial 

explosives used in blasting, the response of rock mass to higher stresses and loading rates, and 

the effect of structures. 

Rock properties such as in-situ rock mass strength, density, elastic constants, and the nature of 

discontinuities, their frequency, and orientations contribute significantly to the blast outcomes, 

predominantly the fragmentation and stability of the remaining rock mass. Past researchers have 

observed that in brittle material such as rock, the confining pressure and loading rates alter the 

rock strength and fracture mechanism (Zhang et al., 2000, Kimberley et al., 2013). Rock strength 

and density govern the intensity of stress wave required to cause fracturing, while the nature and 
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properties of discontinuities influence wave propagation, its attenuation in the rock mass, cracks 

propagation, and gas pressure effectiveness. This thesis aims to understand the influence of 

variable explosive and rock properties, such as rock strength and structures like rock contacts 

and joint parameters, on blast-induced damage to predict blast outcomes. The findings of this 

thesis offer valuable insights into the blasting process and can be used to improve blast 

fragmentation prediction models and guide blast design for various rock masses and explosive 

properties, as outlined in Section 1.2. 

1.2 Statement of the problem 

Designing an effective blast in mining is challenging due to the complex nature of the rock mass 

and the complicated interaction between explosive energy and the rock, particularly when 

structural features are present. Higher stress levels and loading rates during blasting cause the 

rock to break at greater strengths. The presence of structural features can alter the distribution 

of explosive energy, leading to variable outcomes. To achieve good blast results, it is crucial to 

thoroughly understand the blasting process and the influence of these structures and to 

incorporate this knowledge into the blast design. 

Over the years, drill and blast improvements have been focused on improving rock fragmentation, 

minimizing structures damage, and environmental impacts. Traditional blast design incorporates 

geological, structural, and explosive properties as input parameters while adjusting the pattern 

size and occasionally the type of explosive, sequencing, and firing delays to meet specific 

objectives. This improvement process is illustrated in a flowchart presented by Hustrulid (1999) 

in Figure 1-1. Design parameters have traditionally been adjusted based on professional 

experience or trial and error. However, with recent technological advancements, computer 
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modeling has largely replaced this approach. Now, design parameters are simulated until they 

produce acceptable outcomes before being implemented in the field with validation and 

refinement done after the blast. 

Several methods have been developed to predict blast outcomes, ranging from empirical 

approaches (Cunningham, 2005, Ouchterlony, 2005) to numerical models (Esen et al., 2003). 

However, these methods often overlook or generalize the properties of the rock mass (Ohadi, 

2018). Each rock type is unique in its physical, mechanical, and structural properties, which 

influence fracturing and energy propagation in different ways. Understanding these unique rock 

properties and how they affect the rock mass interaction with explosive energy is essential for 

accurately predicting blasting outcomes and designing effective blast strategies. This can be 

achieved by thoroughly characterizing the rock mass and the explosive energy produced and 

assessing their interaction as proposed in a modified flowchart in Figure 1-2.  

1.3 Hypothesis 

Rock mass properties and the desired outcomes dictate explosive selection and blast design. 

Variability in physical and mechanical properties of rock mass governs how it responds to blast 

energy from explosive detonation, energy usage in rock fragmentation, and attenuation in the rock 

mass, which define the overall outcomes. The complexity of rock mass and limited understanding 

of rock response to higher stresses and loading rates have limited blast energy studies to intact 

and homogeneous rock masses.  
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Figure 1-1: Traditional blast improvement flowchart Figure 1-2: Proposed blast improvement flowchart 
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This research demonstrates that integrating rock mass properties enhances understanding of 

how energy is used in fragmenting rock and hence enables blast results prediction. Estimating the 

energy available at any distance from the charge requires the knowledge of explosive properties, 

intact rock properties, and properties of encountered discontinuities. In other words, a rock 

mass's variability can lead to different blast outcomes if the same explosive with the same energy 

properties is used in the same blast design. 

1.4 Summary of Literature Review 

A comprehensive literature review is available in Chapter 2. Chapter 2 covers relevant studies on 

stress wave properties and blast-induced fracturing. The review includes a discussion of 

controllable factors of rock blasting, such as blast design, explosive properties, and initiation type 

and sequence, and how they can be used to improve fragmentation. It also covers the discussion 

of uncontrollable factors such as rock physical and mechanical properties, presence and 

distribution of structures, their influence on blast outcomes, and how they are currently 

accommodated during the blast design.  

Most studies aimed at improving blast-induced fragmentation have primarily focused on intact 

rock blasting. For heterogeneous and jointed rock masses, improvements in blast designs are 

often achieved through experience or trial and error. The common engineering tools currently used 

to predict fragmentation from blasting tend to overlook the presence and properties of 

encountered structures. Since each rock property is unique and affects blasting energy 

distribution and the outcomes differently, it is crucial to analyze each property independently, 

understand their combined influence, and incorporate them into the blast design process. 
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Blast fragmentation is subjected to higher confinement and loading rates where the rock can 

withstand higher forces before failure, altering the fracture toughness, strength, and mechanisms.  

Strain rate (measured in per second, s-1) which is the rate at which rock deformation (strain) 

occurs under stress governs material behavior, especially under conditions of higher deformation. 

Rapid changes in material behavior are observed beyond the critical strain rate which is studied 

to be 10 s-1 (Zhang and Zhao, 2014). Most laboratory tests in the field are conducted under quasi-

static loading. The review presents the range of strain rates experienced during blasting from 

previous studies and the relationships to estimate rock dynamic properties from the values 

obtained under static loading.  

Several approaches are currently used to estimate damage zones around the charge and predict 

fragmentation distribution ranging from experimental, empirical/analytical approaches, numerical 

simulations, and with the improvements of computer power the use of machine learning and 

artificial intelligence. This study uses the analytical approach and finite element numerical 

simulation to investigate the effects of variable explosive and rock mass properties on the extent 

and intensity of fracturing in the rock mass. Both approaches are reviewed in depth in Chapter 2. 

1.5 Objectives of the study 

The primary aim of this thesis is to study the influence of variable explosive and rock mass 

properties on the distribution and utilization of explosive energy in order to quantify blast-induced 

damage. The analytical approach utilizes rock mass properties, borehole pressure, and its 

attenuation from the blasthole (as measured through vibration monitoring) to estimate the extent 

of fractures and damage zones. This estimation considers the ability of stress waves to induce 

fracturing and the relevant fracture mechanisms. 
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Estimating the limit of effective energy in causing fracturing accurately is crucial for determining 

design parameters. Such analysis informs decisions on explosive selection, pattern size, and 

blasthole sequencing to achieve the desired outcomes and optimize the use of explosive energy. 

The results can also be used to develop a model for predicting blast-induced fragmentation. To 

extend this analysis, numerical modeling is employed, particularly because the analytical 

approach has limitations in assessing the influence of rock properties and structures. Numerical 

modeling is used exclusively in this section. 

The specific objectives of this study are as follows: 

1. To estimate the energy generated from the explosive detonation in a blasthole. 

2. To seek a correlation between the explosive energy and the rock mass damage induced. 

3. To estimate damage zones around the blasthole and assess the variation in damage 

for various explosive and rock mass properties. 

4. To model blast-induced fragmentation and investigate techniques to improve fracturing 

in intact rock, across contacts between hard and soft rock, and in jointed rock masses. 

The ultimate goal of this study is to accurately estimate the damage around the charge, explain 

the interaction between explosive energy and the rock mass, provide insight into blast outcomes, 

and present techniques to maximize fracturing across variable explosives and rock masses. 

1.6 Scope and Assumptions of the Study 

Although there are many methods to estimate damage from explosive energy, this study focuses 

on assessing stress wave attenuation and estimating damage potential based on peak particle 

velocity (PPV), pressure, and dynamic stress experienced by the rock. Data from a hard rock open-
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pit mine was analyzed to study the influence of rock mass characteristics and explosive energy 

on stress wave propagation and fracture extension. Stress wave monitoring depended on far-field 

vibration measurements, though this method has limitations in accurately predicting stress wave 

attenuation near the blasthole. 

Since fragmentation by blasting involves multiple mechanisms and variables, a series of 

laboratory tests and field measurements were conducted in the field to characterize the rock mass 

and estimate explosive energy. Due to the inability to perform high-loading rate rock strength 

tests, empirical formulas were used to estimate rock strengths under dynamic loading conditions. 

Additional insights into rock mechanical properties were obtained from lab tests conducted at the 

University of Alberta's Surface Mining Research Lab. The results are provided in APPENDIX B of 

this study. 

Due to the unavailability of testing equipment, laboratory tests using explosives could not be 

performed either in the field or in the university laboratory. Instead, explosive properties reported 

by manufacturers or estimated from studies of similar explosives were used to estimate explosive 

energy in both the analytical approach and numerical modelling. Similarly, established empirical 

equations were employed to estimate damage zones around the charge in the analytical approach, 

with efforts made to understand the methods used to develop them, and make necessary 

modifications where appropriate. 

1.7 Research Methodology 

To achieve the objectives of this study, the methodology outlined in the flowchart in Figure 1-3 

was applied in a hard rock open-pit mine for analysis and validation of the study's approaches.  
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Figure 1-3: Summary of methodology 

The methodology is divided into several steps: estimating blast energy, characterizing the rock 

mass, assessing failure mechanisms, and evaluating rock damage. Key aspects of the study 

include estimating blast energy based on explosive density and VOD measurements, evaluating 

the interaction between explosive energy and the rock using both the analytical approach and 

finite element simulation to aid the prediction of damage zones, and finally, formulating a blast-

induced fragmentation model. 
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Energy attenuation, crack propagation, and the extent of damage zones around a blasthole are 

investigated in both analytical and numerical approaches. Field measurements, including stress 

wave monitoring and the analysis of fragmentation distribution, are performed to validate the 

models. Various explosive strengths and rock mass properties are assessed through finite 

element simulation to understand their influence on blast outcomes. The analysis is then used to 

provide an overview of the blast-induced fragmentation model, including steps for selecting 

design parameters and techniques to improve fracturing.  

1.8 Scientific Contributions and Industrial Significance of the Research 

Blasting is a critical operation in hard rock mining. The size distribution of fragmentation resulting 

from blasting directly impacts overall mine productivity, energy consumption, and comminution-

related costs. Approximately 67% of the total mine processing costs are estimated to be 

associated with comminution (Spathis, 2015). Optimized blast design, achieved through an 

understanding of the interaction between explosive energy and the rock mass, can significantly 

enhance the productivity and cost efficiency of mine operations. 

Blast outcomes are highly influenced by the characteristics of the encountered rock mass. This 

study expands the understanding of rock mass behavior under high stresses and loading rates, 

as well as the effects of explosive strength and structural properties, which play a crucial role in 

defining blast outcomes. The findings of this research could enhance the prediction of blast 

outcomes through computer modeling, including machine learning and artificial intelligence, and 

provide valuable insights into the blasting process, leading to improved blast designs. Specific 

contributions of the research are presented in Chapter 7.  
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1.9 Organization of Thesis 

Chapter 1 of this thesis mainly contains background information, research objectives, a 

description of the gap the research is going to address, and the scope and assumptions of the 

study. A brief description of the research methodology is also presented.  

Chapter 2 contains the literature survey, which outlines the major concepts and theories on rock 

mass fragmentation by blasting. It covers the fundamental parameters affecting blast outcomes, 

including explosive energy production, propagation, and attenuation in variable rock masses. This 

chapter also discusses the shortcomings of current approaches in predicting fragmentation and 

estimating damage zones. The two approaches used in this study are discussed in detail, 

including the concepts behind the formulations. 

Chapter 3 presents the methodology used to achieve the objectives of this study. It details the 

data collection process from laboratory tests and field measurements, as well as the subsequent 

analysis of this data. The chapter also explains how the collected data is utilized in numerical 

modeling and analytical approaches to estimate the damage zones around blastholes.  

Chapter 4 presents the data collection process and the estimation of parameters that cannot be 

measured directly in the field. This chapter also covers the estimation of damage zones using 

both analytical and numerical approaches, along with the verification and validation of these 

methods. 

Chapter 5 analyzes the explosive strength properties and their influence on the fracturing of 

various rock masses.  The rock mass varies in rock strength and structural properties, mainly the 

contact of soft and hard rock and the various joint/discontinuity properties. The insights gained 

from this analysis are used to explain the variability in fragmentation observed in field blasts. 
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Chapter 6 builds on the analysis from Chapter 5 by presenting the steps and considerations for 

modeling blast-induced fragmentation in variable rock masses. It also explores techniques to 

maximize fracturing when various rock properties are encountered in heterogeneous rock mass. 

Finally, Chapter 7 provides a summary of the research, discusses the contributions made by this 

study, and offers suggestions for future work.  
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CHAPTER 2  

LITERATURE REVIEW 

This chapter outlines the major concepts and theories on rock mass fragmentation by blasting. It 
covers the fundamental parameters affecting blast outcomes such as explosive energy production 
and propagation, attenuation in variable rock masses, and the expected outcomes i.e. 
fragmentation distribution and pit wall formation. 
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2.1 Introduction 

Energy consumption is a major capital and operating cost in mineral beneficiation. In the mine-to-

mill optimization strategy, blasting is considered the first step in comminution, and its 

performance impacts the energy consumption and efficiency of the downstream processes. 

Conventionally, blast patterns are designed to break the rock mass within the boundaries of the 

shot to achieve the desired fragmentation size distribution while preserving the integrity of the pit 

wall. In mine-to-mill optimization, the focus extends beyond just mining, where the whole system 

economics is evaluated to come up with a design that ensures maximum shock/heave energy use 

and overall minimum cost. 

There is substantial evidence that investing in blasting reduces overall costs and improves mining, 

crushing, and milling productivity. Cottee (2001), Tosun et al. (2012), and Brunton et al. (2003) 

determined that the productivity, power consumption, and general performance of a mining 

system are dependent on the fragmentation size distribution and muck-pile looseness achieved 

by blasting. Increasing the powder factor up to a certain threshold leads to improved 

fragmentation, resulting in better loading productivity, lower excavation and comminution costs, 

and reduced equipment wear and tear. However, the balance between increasing explosive energy 

and the benefits to downstream processes must be carefully analyzed. If not, these benefits may 

not be realized. For instance, once the loading equipment reaches its capacity, additional drilling 

and blasting costs may not be justified by the marginal increase in productivity. Additionally, ore 

losses can occur when finer fragments sink and are left behind on the bench floor. 

 Michaux and Djordjevic (2005) observed increased crusher and mill performance by increasing 

explosive energy, which was attributed to the increase in fragmentation and blast-induced pre-
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conditioning. The study by Scott et al. (1999) observed an increase of over 10% in mill throughputs 

when the powder factor was increased by 50%. Further increases failed to produce benefits and 

instead increased the critical size of material in the mill.  

Rock mass properties are of particular interest when it comes to blast outcomes. Several 

approaches have been developed to explain the blasting mechanisms, provide insight into 

underlying physical processes, and predict blast outcomes ranging from empirical methods 

(Kuznetsov, 1973, Cunningham, 2005, Ouchterlony, 2005), experimental blasts (Bhandari, 1996), 

numerical modelling (Furtney et al., 2009, Dehghan Banadaki and Mohanty, 2012) to machine 

learning and artificial intelligence techniques (Amoako et al., 2022, Nguyen et al., 2022). Although 

these approaches are useful in understanding the influence of blast design parameters on blast 

outcomes, the influence of rock mass properties is often overlooked or generalized. 

This chapter reviews the theories and concepts related to rock breakage by explosive energy, with 

a focus on the factors that influence the process. It examines key elements such as explosive 

properties, the detonation process, design parameters, and the effects of high loading rates and 

rock structures on stress wave propagation and fracturing. Additionally, the chapter discusses 

the approaches used in this study and their formulation, providing a broad understanding of the 

mechanics of blast-induced rock breakage.  

2.2 Blast design and explosive properties 

Blast performance depends on the design parameters (blasthole diameter, depth, spacing, burden, 

charge column, and stemming height and material), explosive properties, the powder factor, 

initiation sequence and delays, and rock properties. Since rock properties cannot be changed and 
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the desired outcomes define the blast performance, blast improvements are limited to varying 

design parameters, explosive properties, and blasthole initiation and sequencing. 

2.2.1 Blast design 

Blast design parameters define the boundaries the explosive charge is expected to break 

depending on the explosive strength and rock characteristics. The blast performance is evaluated 

by how efficiently the explosive energy is used to fragment the rock. Due to the low reaction rate, 

the performance of commercial explosives depends on the blasthole diameter and confinement. 

Each explosive has a critical diameter, the smallest diameter at which the reaction can sustain 

itself once the explosive is detonated. An increase in explosive diameter increases its detonation 

velocity (VOD) until the ideal detonation velocity is reached.  

The energy level and distribution depend on the blasthole diameter, which limits the amount of 

explosive per hole and governs the decision on the burden size, spacing, and stemming height. 

The energy distribution is essential to achieving the required fragmentation distribution. Smaller 

diameters with smaller burdens improve explosive energy distribution than bigger ones, though 

this option can be costly and less practical for operations with higher production requirements.  

The burden distance is defined as the distance between rows or the distance between the charge 

and a free face, and spacing is the distance between holes in the direction perpendicular to the 

burden. The burden should equal the length of radial cracks formed from the explosion to achieve 

the desired fragmentation. Less burden distance can result in flyrock, air blast (venting), and finer 

fragmentation than required wasting a significant amount of explosive energy. Higher burden 

distance, on the other hand, causes excessive ground vibrations, poor fragmentation, and less 
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muckpile movement leading to hard digging.  Spacing is usually greater than the burden to allow 

rock movement along the burden; it usually ranges from 1.1 to 1.5 times the burden. 

The depth of a blasthole depends on the bench height, and the sub-drill is usually drilled to achieve 

a smooth floor on the lower bench.  The top of the hole is usually filled with stemming material to 

contain explosive energy. The gas pressure has to be contained long enough to expand and extend 

cracks and displace rock before venting.  It is believed that shockwaves are responsible for radial 

cracks within 20 to 30 times the blasthole diameter; more fragmentation is created by the 

expansion of gases into cracks, making the confinement necessary (ISEE, 2011). Insufficient 

stemming height may cause premature venting of explosive gases and fly rocks, while excessive 

stemming reduces explosive energy distribution, resulting in poor fragmentation around the collar. 

The stemming height usually ranges from 18 to 30 times the blasthole diameter. Scott et al. (1999) 

suggested that the crushed rock used as stemming material should be of a size ranging from 0.04 

to 0.06 times the blasthole diameter. It is important to note that rock mass geological and 

structural features can contribute significantly to defining energy confinement ability. 

A free face (free surface) is required for a blasted rock to move and expand as well as for the 

reflection of shockwaves, which, when strong enough, cause further fragmentation. The size of 

the burden and firing sequence is important in ensuring a balance between confinement and relief 

and hence controlling flyrock and vibrations, rock movement, and the degree of fragmentation 

(ISEE, 2011). Proper timing should ensure minimum interference and adequate fracturing between 

holes, which means there should be enough time for the predecessor hole to break and loosen the 

rock before the next charge. Lopez et al. (1995) explained that the fragmentation increases with 

each row fired at an interval because the radial cracks around the explosive column are almost 
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totally formed before the next row is detonated, creating a more free face. It is essential to 

determine the optimum delay, which is the function of the rise and duration of the stress pulse, 

the stress wave speed,  and crack propagation in the rock mass (Saadatmand Hashemi and 

Katsabanis, 2020). 

The powder factor represents the amount of explosive required for a unit volume of rock to be 

blasted. For the given type of explosive, the decision on powder factor depends on rock properties, 

particularly compressive strength, toughness, and joint structure, and usually ranges from 0.25 to 

1.0 kg/m3 (Gokhale, 2011). While the powder factor increases with the increase in rock mass 

strength, with more free faces or when blasting in a more fractured rock mass powder factor can 

be lowered. The weight of the explosive per hole depends on the length of the charge column, 

coupling ratio, and loading density, which is the weight of charge per unit length of the blasthole. 

Loading density is a function of explosive density and the blasthole diameter. The coupling ratio 

influences energy transfer to the blasthole wall and is commonly used in controlling energy, 

especially in pre-split blasts.   

2.2.2 Explosive properties 

Explosives have been a primary method of breaking and loosening rock in hard rock mining.  When 

properly initiated, explosives are converted into gases at very high temperatures and pressure, 

causing extremely high strain on the rock. Variable proportions of shock energy and gas pressure 

released from the detonation depend on the explosive composition and the quantity, which also 

define their ability to fragment and displace rock. Surface mines use bulk explosives initiated by 

high explosive primers (detonators or boosters). Bulk explosives are categorized into four main 



Chapter 2: Literature Review                                                                                                                                                20 

 

 

groups: ANFO types (blasting agents), water gel, emulsion, and slurry explosives. In this review, 

only ANFO and emulsions are covered. 

The most common way of comparing explosive strength is through their effective energy, which 

is the calculated theoretical total energy released. The relative weight strength (RWS) and relative 

bulk strength (RBS) are calculated as the total energy produced per unit mass or volume of 

explosives compared to the weight strength of equal weight or volume of standard ANFO. Most 

fragmentation prediction models use RWS to define explosive strength/ability to fragment the 

rock. Such analysis can be inaccurate since RWS does not account for the proportions of shock 

energy or gas pressure released, which play distinctive roles in actual fragmentation. 

Explosive properties such as VOD, detonation pressure, and total energy produced differentiate 

one explosive type from the other and influence their selection for particular applications. Energy 

release depends on how the explosive is formulated, primed, confined, and protected from 

external influences. The explosive performance depends on the energy release rate and its 

effectiveness in fragmenting the rock mass (ISEE, 2011). The role of blast design is to ensure the 

effective use of explosive energy to fragment the rock mass and the safety of the structures while 

mitigating losses in the form of excessive air overpressure, ground vibrations, and the generation 

of excessive fines. 

The theoretical energy applied per unit rock for commercial explosives ranges from 0.42 – 1.88 

kJ/kg. Energy has to be high enough to overcome rock tensile strength and generate pressure 

high enough to expand and extend fractures. Elements must completely oxidize for higher energy 

generation, i.e., carbon has to be completely converted to carbon dioxide, hydrogen to water, and 

solid nitrogen to gaseous nitrogen. Excess oxygen from less fuel results in the formation of 
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nitrogen oxides, which reduces the reaction's energy. While the formation of nitrogen gas 

generates energy, the formation of nitrogen oxides absorbs energy. On the other hand, oxygen 

deficiency due to a high proportion of fuel results in the formation of carbon monoxide and free 

carbon with less than ideal energy. Too much fuel causes up to 6% less energy, while less fuel 

(formation of nitrogen oxides) causes up to 42% energy loss (Konya and Walter, 1991). 

Explosive density controls the amount of explosives that can be charged in the hole. The density 

also affects performance characteristics such as critical diameter, sensitivity, and VOD. Most 

explosives' densities range between 800 to 1,350 kg/m3. Ammonium nitrate is a common 

ingredient in explosives. Standard ANFO is a mixture of ammonium nitrate prills (AN) and fuel oil 

(FO) at a weight ratio of 94.5:5.5 respectively and 800 kg/m3 density (ISEE, 2011). The energy 

output depends on oxygen balance.  A decrease in particle size of ammonium nitrate prills 

increases the density and velocity of detonation which is the speed at which the detonation wave 

travels through a charge column. Above 1,200 kg/m3 ANFO sensitivity decreases. The description 

of the ANFO reaction is presented in APPENDIX C2. 

Emulsions are homogeneous explosive mixtures composed of finely dispersed ammonium nitrate 

solution in fuel oil, widely used in mining, quarrying, and construction for rock blasting. The fine 

particle size of the oxidizer and its intimate mixing with the fuel oil lead to a higher velocity of 

detonation and, consequently, more energy output. Emulsions can be mixed with ANFO to create 

heavy ANFO, offering higher density and energy output. The optimal emulsion/ANFO ratio ranges 

from 35% to 40%. To improve water resistance, the emulsion percentage in the mixture should 

exceed 50% (Evans and Taylor, 1987).  
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The VOD for commercial explosives ranges from 3,000 m/s to 7,600 m/s. Explosives with the 

same weight strength can perform differently during the blast if they have different VOD. VOD 

determines the detonation pressure and shock energy produced by the explosive. Explosives with 

higher VOD have higher shock energy and less gas energy, making them suitable for massive 

homogeneous rock masses. The maximum/ideal VOD can be achieved by the size of the reaction 

zone and confinement. With the increased reaction zone, the relief wave behind the detonation 

front slows down so that the energy produced does not support the detonation wave, hence 

lowering VOD. Particle size determines the reaction zone; with increased particle size, the size of 

the reaction zone increases and hence lower VOD. An increase in confinement and charge 

diameter decreases lateral losses on the curvature, resulting in higher VOD (ISEE, 2011).  

2.3 Explosive energy and detonation parameters 

Explosive energy is released during detonation, a rapid self-sustaining exothermic reaction that 

produces a shock wave ahead of the reaction supporting it. Detonation reaction results in shock, 

heat, and a large volume of gaseous products. There are several ways to estimate explosive 

energy, ranging from simple calculations and field tests to extremely complex computations that 

involve studies of chemistry and reaction thermodynamics (ISEE, 2011). The two common 

methods to quantify shock energy and gas pressure are a combined theory of gas expansion and 

measurements of shock and bubble energy properties underwater in ideal conditions and 

controlled environments (Lang and Favreau, 1972, Hustrulid, 1999). These methods develop 

theoretical pressure-volume curves of the energy partition, provide insight into blasting, and help 

quantify the effect of rock mass (Lizotte and Scoble, 1994). 
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2.3.1 Explosive detonation and energy partition 

Explosive properties and detonation conditions govern explosive energy release (Brinkmann, 

1990, Udy and Lownds, 1990). The theory behind explosive detonation indicates that, upon 

detonation, the reaction produces a shockwave from high-pressure and temperature gases. The 

shock front bounds the reaction zone on one end, and the Chapman-Jouquet (C-J) plane on the 

rear. Figure 2-1 shows the ideal detonation, the concept developed by Chapman-Jouquet, (Cook, 

1958). The reaction zone is extremely small ahead of the C-J plane, with no afterburning in the 

expansion zone, producing higher VOD and borehole pressure. 

 

Figure 2-1: Ideal detonation after Brinkmann (1990) 

Most commercial explosives exhibit non-ideal behaviour where VOD and borehole pressure are 

affected by the change in charge diameter and confinement. Figure 2-2 shows non-ideal explosive 

detonation. The detonation energy is released partly within the C-J plane and some during the 

lateral expansion of product gases. Although both energies are available to fragment rock, in a 

non-ideal explosive VOD is reduced, resulting in a different partition of energy between shock 

energy and gas pressure (Udy and Lownds, 1990). With adequate priming, VOD varies with 
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borehole diameter or confinement related to stemming, surrounding rock strength and density, 

and discontinuities. 

 

Figure 2-2: Non-ideal detonation after Brinkmann (1990) 

Explosive energy partition is essential in causing fragmentation and material displacement. Figure 

2-3 illustrates a simplified model of explosive energy partition and explosive-rock interaction as 

described by Udy and Lownds (1990).  

 

Figure 2-3: Energy partition in blasting after Udy and Lownds (1990) 



Chapter 2: Literature Review                                                                                                                                                25 

 

 

They explained that the brisance energy is the work done during expansion, which is composed of 

strain energy stored in the rock and shock wave kinetic energy.  While strain energy is used to 

generate cracks, shock wave kinetic energy is spent in the crushed zone around the blasthole and 

propagates stress waves in the ground. Explosion gas products extend the cracks and cause rock 

movement. The energy used in wave propagation, fracturing, crack propagation, and rock 

movement is the only useful energy in rock blasting; the rest is wasted as heat, flyrock, air blast, 

noise, and ground vibrations. 

2.3.2 Detonation parameters 

Selection of an explosive for a particular rock mass and given objectives depends on the ability 

to characterize the performance of different explosives, including the total energy produced per 

weight of the explosive, the rate at which this energy is released, and the energy partition. The 

total energy released (heat of explosion) is the difference between the heat of the formation of 

products and the heat of the breakdown of explosive ingredients, as presented in the equation 

(2.1) (Hustrulid, 1999). In an ideal and complete reaction, the gas pressure developed is 

proportional to the explosive mixture and temperature of the gases. 

E R PQ Q Q    (2.1) 

Where QE is the heat of explosion in kCal/mole, QP is the total energy released in forming products 

and QR is the energy of breakdown of ingredients. The energy released, Q per unit mass, m 

(kCal/kg) is given by; 

EQ
Q

m
  (2.2) 

From the heat of explosion Q, the temperature of explosion products, TE can be obtained from; 
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n

i iCv n Cv  (2.4) 

Cv  is the average specific heat (kCal/ºK-kg) over temperature T1 to TE, ni is the number of moles 

in ith component (moles/kg), iCv is the average specific heat of ith component (kCal/ºK-kg) from 

initial temperature, T1 (usually 300ºK) to final blasthole temperature TE. When TE is obtained, gas 

pressure Pg can be calculated from the Gas Equation as; 

g E EP v nRT  (2.5) 

Where n is the summation of moles of gas per kilogram of explosive, R is gas constant (0.0821 L-

atm/ºK-mol) and vE is the volume occupied by gases. Gas pressure is defined as the pressure 

exerted by expanding gases into the borehole walls (borehole pressure, Pb or Pg).  

Another way to estimate gas pressure is from detonation pressure. Detonation pressure Pd (Pa), 

is the pressure released on the reaction zone as the result of detonation and can be estimated 

from explosive density, ρe (kg/m3), and measured VOD (m/s) using Equation (2.6) (ISEE, 2011). 

Pressure formed from explosive detonation can be up to 20 GPa at the front of the detonation 

wave and is normally from 5 to 10 GPa for a fully coupled charge. The pressure exerted on the 

boreholes is less than detonation pressure due to the wall acceleration outwards (Persson et al., 

1994). Gas pressure impinging on the borehole wall for a fully coupled hole has been estimated 

at 45% to 50% of the theoretical detonation pressure (ISEE, 2011). A recent analysis by Barreto 

(2020) indicates that this value can be as low as 15%. For uncoupled charges, this value is much 

lower. 
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Several methods are used to measure VOD. VOD can be used to indicate several explosive 

performance characteristics, such as consistency of detonation, adequacy in priming, the effects 

of hydrostatic pressure, explosive density, or contamination along the charge column (Chiappetta, 

1998). VOD can be used to determine detonation pressure and shock energy produced by the ideal 

explosive as described in the equation (2.6). The correlation of VOD, rock mass encountered, and 

fragmentation distribution can offer useful information on the influence of rock mass properties 

on blast energy.  

Two common systems used to measure VOD are point-to-point systems and continuous systems. 

Point-to-point systems give the average VOD between two discrete points where sensors are 

placed. Point-to-point measurement has limitations in providing information on the malfunction 

of explosives and determining transit VODs in the explosive column. They can be used to 

determine if the hole detonated or not but cannot provide further information on explosive 

malfunction or fault on the initiation system in case the hole does not detonate.  

Continuous VOD systems overcome the limitations presented by the point-to-point system, 

whereas continuous systems can measure VOD between any two points (Crosby et al., 1991). The 

commonly used continuous VOD measurement is the resistance wire method developed by the 

United States Bureau of Mines (USBM) in the 1960s. Figure 2-4 shows a similar system; the 

MREL’s MicroTrap Data Recorder. The system operates under constant resistance wire theory 

using basic Ohm's law, (V = RI), where V (Volts) is Voltage, R is Resistance (Ohms), and I is Current 

(Amps). A constant current is supplied to known resistance wire, and upon detonation; a change 
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in resistance indicates the explosive reaction. Since the constant current is supplied, a voltage 

drop indicates the distance initiated, and the VOD is calculated with time. 

 

Figure 2-4: Continuous VOD measurement setup for MREL’s Micro-Trap Data Recorder, after MREL (2022) 

2.4 Explosive energy interaction with the rock and formation of damage zones 

Blasting in mining aims to fracture rock by providing energy that exceeds rock strength or elastic 

limit. Rock deformation occurs by a change in volume by compression or shape by shear. Material 

resistance to deformation is bulk modulus (modulus of incompressibility) if the deformation is in 

compression or shear modulus (modulus of rigidity) if it is shear. Upon detonation, a strong 

shockwave is transferred to a rock mass, causing crushing around the charge. The shock waves 

quickly decay into stress waves further out, forming radial cracks.  

The theory of rock fracture and fragmentation due to blasting suggests an overall combined 

damage mechanism, where intensity, propagation, and interaction of stress waves are responsible 

for initially fracturing the rock (conditioning), while the ensuing gas pressure predominantly 
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affects fragmentation breakage and displacement beyond the immediate borehole region. The 

induced shock front precedes the gas pressure, causing the borehole's initial crushed zone and 

dissipating the fracture zone. While the crushed zone is formed due to higher compressive 

stresses after the stress wave travels through a distance and the rock yields, the tangential stress 

changes from compressive to tensile forming radial cracks in the fracture zone (Zhu et al., 2007). 

These are the two major zones that contribute to fragmentation in mining, and in this study, they 

are referred to as damage zones. 

 It is commonly observed in a normal blast that under 10% of broken volume breaks in shear due 

to compression, while the remaining over 90% is broken by tensile stresses (Hustrulid, 1999). The 

further the wave travels radially outwards, the amplitude decreases and it becomes an elastic 

wave. The energy in elastic waves can deform but not fracture the rock, instigating ground 

vibrations. Upon encountering the free surface, the wave is reflected and when it is higher or equal 

to the tensile strength of the rock, spalling occurs. 

The zones around a single blasthole with continuous rock mass in all directions are described by 

Hustrulid (1999), as shown in Figure 2-5. The size of the damage zones depends on explosive 

energy and rock strength. For example, using ANFO in medium-strength rock, a crushed zone can 

extend up to 6 times a blasthole diameter, a fracture zone up to 20, and an influenced zone up to 

60 times the diameter (Hustrulid, 1999). It is important to note that rock breakage can significantly 

vary from this example due to variations in blast geometry and the interaction of stress waves 

with the discontinuity boundaries. The common feature of the influenced zone is minor fractures, 

which are insignificant as far as fragmentation is concerned but can affect stability of the 

remaining structure.  
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The damage potential of a stress wave can be determined if the wave attenuation in the rock mass 

is known by assuming that the peak pressure and peak particle velocity (PPV) are proportional to 

dynamic stress experienced by the rock mass (Yang et al., 1994, Onederra and Esen, 2004, 

Mojitabai and Beattie, 1996, Personn, 1997). Using the example of ANFO in medium-strength rock 

Hustrulid (1999) obtained the boundaries of the damage zones correspond to peak particle 

velocities of 20 m/s in the crushed zone, 5 m/s in the fractured zone, and 1.5 m/s in the influenced 

zone.  

 

Figure 2-5: Zones around a blasthole (Damage Zone = crushed zone + fractured zone) 

Section 2.4 reviews the properties of the shock waves and stress wave and their interaction with 

the rock mass which is the foundation of the formation of damage zones around the blasthole.  

2.4.1 Shock wave properties  

In fully coupled charges, shock waves are produced and transmitted outward from the explosive 

axis. They are characterized by higher stress beyond the elastic limit, vertical or nearly vertical 

wavefront, and an increase in entropy. With way higher stress and particle velocity, the shock wave 

velocity is also higher than the elastic wave velocity in the rock. When the wave impinges the rock, 
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the rarefaction wave is formed traveling in the opposite direction to the shock front while 

detonation products push the borehole wall outside. Since it is subjected to higher stress, the rock 

is stressed way beyond its elastic limit and fails by plastic deformation. Upon shock wave arrival, 

the rock status changes from undisturbed to shocked status with the rapid temperature, pressure, 

and density increase. The initial rock parameters Po (pressure), uo (particle velocity), ρo (density), 

vo (specific volume), and eo (specific internal energy) change to shocked states P1, u1, ρ1, v1, and 

e1. Rankine-Hugoniot jump equations which consider fundamental laws of physics for mass, 

momentum, and energy conservations in equations (2.7),(2.8), and (2.9) are used to formulate 

shock discontinuity propagation in the rock, (Henrych, 1979, Cooper, 1996). 

From the law of energy conversation; 

  1 1 1

1

2
o o oe e P P v v     (2.7) 

Mass equation;    
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1 1
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v VOD u




 


 (2.8) 

Momentum conservation   

  1 1 1o o o oP P u u VOD u u VOD      (2.9) 

Internal specific energy can be calculated from the equation (2.10). γ is an isentropic exponent 

with values ranging from 2.54 ≤ γ ≤ 3 depending on the kind of explosive. The particle velocity at 

the interface of the borehole hole (ur) is estimated from the equation (2.11), where Pr is shock 

pressure at the rock interface (Henrych, 1979). 
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The shock velocity Vr in rock interface can also be estimated by Hugoniot Equation (2.12) Cooper 

(1996).  

r o rV C su   (2.12) 

The initial rock pressure (Po) and particle velocity (uo) before the shock wave are assumed zero. 

If ρr is rock density, the shock wave pressure in the rock interface Pr is estimated from the 

conservation of momentum in the equation (2.9) as shown in the equation (2.13); 

r r r rP V u  (2.13) 

Co and s are Hugoniot parameters. From the experiments, it was observed that shock velocity was 

linear to particle velocity. The constant Co is the bulk sound speed in rock (km/s) or the y-intercept, 

and S (dimensionless) is the slope (Cooper, 1996). The value of s can be estimated from the 

material with similar physical and chemical properties, such as crystal structure, density, and 

chemical formation. The Hugoniot slope for a variety of rocks ranges from 1.0 to 1.7, and for 

sulphide minerals, s can be considered 1.4 (Liu and Katsabanis, 1993). Co and s values for 

emulsion explosives are 2.04 km/s and 1.91 (Lee et al., 1989). 

Liu and Katsabanis (1993) and Liu and Tidman (1995) derived an expression in the equation (2.14) 

to estimate the particle velocity at the rock interface, (ur) for a fully coupled blasthole assuming 
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an adiabatic process where Vd is the shock wave velocity. Assuming that rock density in front of 

the shock front is constant in cylindrical charges, they developed a hydrodynamic model to 

estimate pressure, (Pr) at the rock/explosive interface in the equation (2.15). 
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The coupling ratio affects shock wave transfer to the rock. In uncoupled charges, the shock 

intensity induced in the rock reduced significantly. The shock wave peak pressure decays rapidly 

from the rock interface and acts over a short range, depending on the material properties 

encountered. Hino (1956) suggested that the shock wave produced by the charge could be divided 

into two parts; a crushing shock wave that prevails in the crushed zone and a stress wave beyond 

the crushed zone. Properties of shock waves within the crushed zone can be calculated using 

Rankine-Hugoniot equations and the peak pressure, P at any distance from the charge be 

estimated from the equation (2.16). 
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 (2.16) 

Where ro is the radius of the charge cross-section, R is the distance from the charge, and β is the 

wave attenuation index for the cylindrical charge, which is assumed to range from 2 to 3 close to 

the charge. Henrych (1979) suggested that the value of β depends on explosive and rock 

properties and for most rocks β is approximately 1.5. Sun (2013) presented modified expressions 
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used by Dai (2002) to estimate the attenuation index in the shock wave zone (β1)  and stress wave 

zone (β2) as shown in equations (2.17) and (2.18), where v is the rock’s Poisson ratio. 
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The change from plastic deformation in the crushed zone to elastic deformation in the fracture 

zone by stress waves can also be explained by the Hugoniot Elastic Limit (HEL) concept, which is 

based on the decrease in amplitude of shock waves. Ahrens and Gregson (1964) cited HEL for 

various rocks and minerals as shown in Table 2-1. Rosenberg (1993) developed a relationship 

between Hugoniot Elastic Limit Stress σHEL and the dynamic compressive strength of the rock 

(UCSd) in the equation (2.19). 
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HEL d

v
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v
 (2.19) 

Table 2-1: Hugoniot Elastic Limit for Rock Materials 

Rock materials σHEL value (GPa) 

Quartzite and Novaculite 4 to 9 

Plagioclase 4 to 5 

Calcite 1.5 to 2.5 

Limestone and sandstone ~0.5 

 

When propagating from low to high impedance material, since the shock wave pressure in high 

impedance material is higher than in low impedance material the shock wave is strengthened. An 

example of such a scenario is when the shock wave propagates from the blasthole to the rock 
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mass. Similarly, when propagating from high to low impedance, the shock wave induced on low 

impedance is lower than the initial.  When travelling from the material to a free surface, the particle 

velocity on the free surface is double that in the material (Zhang, 2016).  

2.4.2 Stress wave properties (parameters) 

Beyond the proximity to the blasthole, the waves induced by blasting are generally elastic waves 

(Zhang, 2016). Elastic waves are characterized by stress that is within the material’s elastic limit, 

constant wave speed, and no change in entropy. Within the elastic limit, the strain produced by 

the material is proportional to the stress applied to it. Beyond elastic limit, the material is loaded 

beyond its elastic limit and plastic deformation occurs, similar to shock wave action from an 

explosion.  

The waves formed are categorized into body waves and surface waves. Body waves travel through 

the rock mass and can either be compressional waves or shear waves. Compressional waves (P-

waves) cause compression and dilation and they travel in the direction of wave travel. The wave 

P-velocity, Vp can be estimated using equation (2.20). 
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 (2.20) 

Shear waves (S-waves) or distortional waves travel perpendicular to the direction of wave travel 

causing displacement normal to the direction of wave propagation. Under three-dimensional 

conditions, the velocity of the shear wave is estimated using the equation (2.21). The ratio 

between shear and compressional wave velocities can be calculated from the equation (2.22). As 

most rocks have v between 0.25 and 0.33, the ratio of P-wave to S-wave is around 1.7 to 2.  
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Propagation of P- and S- wave in intact rock depends on material properties, including mineral 

content and size, and the presence of pores or micro-cracks which influence rock density and 

Young’s Modulus. Shear waves travel in solids and not fluids, making their propagation more 

influenced by rock mass cavities and joints. In cases where these joints are perpendicular to wave 

travel, shear waves decrease greatly or disappear. Surface waves travel on the surface of the rock 

mass. They form when body waves reach a free surface. These waves carry high energy and are 

the cause of ground motions. Surface waves can be either Rayleigh waves or Love waves. 
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The stress wave generated from an explosion can be categorized into three orthogonal motion 

components. The longitudinal or radial component is aligned parallel to the plane between the 

blasthole and the monitoring point, the transverse component is perpendicular to the longitudinal 

plane, and the vertical component is aligned in the vertical plane.  

Wave parameters such as displacement, period, frequency, amplitude, and wavelength describe 

wave propagation in a rock mass. The properties of the medium in which the wave travels affect 

its propagation. Figure 2-6 shows that as the stress wave travels through an interface it can be 

transmitted, reflected, or refracted following the same principles as light. Refraction occurs when 

the wave passes through material with different densities, causing a wave speed and direction 

change. The wave energy can also be partitioned into transmitted and reflected waves at the 
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interface. This partition depends on acoustic impedance, Z in the equation (2.23) which is related 

to the sonic speed of the material, (Vp), and its density, (ρr).  

r pZ V ρ  (2.23) 

 

Figure 2-6: Wave propagation in an interface 

Considering a longitudinal deformational wave travelling from the source across the rock mass. 

According to Persson et al. (1994), the stress through the section ( )  can be estimated from the 

particle velocity (u), P-velocity (Vp), and rock density (ρr) from; 

r pV u   (2.24) 

Also from Hooke’s Law 

E   (2.25) 

Where  the strain and E is Young’s modulus. The strain and strain rate (

) can be estimated if 

the particle velocity and particle acceleration (ap) are known from equation (2.26).  
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 Then from equations (2.24)and (2.25) 
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As well, as equations (2.23) and (2.27), 

p pE V Z  (2.29) 

2.4.2.1 Wave propagation across the rock mass 

When propagating in the rock, the stress wave amplitudes attenuate by geometrical spreading as 

the wave radiates from the source and due to material properties with the rate depending on the 

size and frequency of the wave and the properties of the medium. Attenuations due to medium 

are caused by induced deformation, internal friction, and reflection of the wave on the interface.  

Rock masses are made up of intact rock and structures such as joints, bedding planes, etc., which 

dominate rock mass response to static and dynamic loadings and the fragmentation process 

(Goodman, 1976).  

Wave propagation in intact rock depends on its Young’s modulus and density. The wave velocity 

is higher in dense and compact rock. Mineral composition affects the wave’s speed, where large 

grains cause a decrease in wave speed (Vutukuri, 1978); pores and micro-cracks also lower the 

wave speed especially when empty.  

When passing through an interface, the wave attenuates both by decreasing amplitude and high-

frequency pulse filtering (Myer et al., 1990). The wave frequency determines how much is 

reflected or transmitted across the interface. With high frequency, a high proportion of the wave 

is reflected. This effect is negligible in intact rock or tightly closed joints (high-stiffness joints). 
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The joints with lower stiffness reflect more, causing higher attenuations by decreasing wave 

amplitude and high-frequency pulse filtering. Complex rock texture and the presence of structures 

cause higher blast wave attenuation as a result of partial wave reflection, transmission, and 

energy absorption in the joints' deformation.   

Joint parameters such as joint width, roughness, infill material type and thickness, orientation, 

shear and compressive strength of the contact, fracture frequency, and spacing between the joints 

affect wave transmissions (Zhu et al., 2007). An increase in joint spacing improves burden 

breakage by reducing the number of joints from which the wave is disrupted. On a highly jointed 

rock mass wave propagation undergoes several reflections and rarefaction making its analysis 

complex, (Zhao et al., 2006). As the joint width increases, fracturing on the opposite side of the 

joint decreases and increases on the incident side due to wave reflection. Empty joints hinder the 

transmission of stress waves and no cracks pass through joints causing minimum to no damage 

on the opposite side of the joint. Water content in the rock improves the transmission of waves 

through joints. The angle of incidence governs the proportions of reflected and transmitted waves. 

Ma and An (2008) observed that when the joint orientation is parallel to the free face, the block 

between the free face and joint can be fragmented from reflected tensile fractures at the free 

face. This is not a possibility when the joints are normal to free face. 

2.4.2.2 Wave transmission and reflection at an interface 

When blast waves propagate in a rock mass, an S-wave and P- wave are formed. When the waves 

meet an interface at an oblique angle, they can be transmitted as P-wave, reflected as P-wave, 

transmitted as S-wave, and reflected as S-wave. If the incidence angle is normal to the interface 

only S-waves or P-waves are induced depending on the incident wave (i.e. P-wave or S-wave), 
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(Zhang, 2016). Assuming a wave propagating from one rock to the other of the same cross-section 

area and with the densities (ρ) and longitudinal wave velocities (Vp) as described in Figure 2-7, the 

stress and the particle velocity of the incidence (σi, ui) reflected (σr, ur), and transmitted (σt, ut) 

waves can be estimated. 

 

Figure 2-7: Wave propagation in two rock types, after Zhang (2016) 

Assuming that the stress across the interface is continuous, the velocities and stresses on the 

opposite sides of the interface are equal. 

i r tu u u   (2.30) 

i r t     (2.31) 

σr and ur carry negative signs as they are moving in the opposite direction from the incident wave. 

Using equations (2.24) and (2.30) becomes; 
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Substitution equation (2.31) for  t and using equation (2.23) for material impedance, Z: 
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 (2.33) 

Substitution equation (2.31) for  r and using equation (2.23) for material impedance, Z: 
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With the substitution of equation (2.24) on the right side of equations (2.33) and (2.13): 
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When the wave propagates from soft to hard rock Z2  > Z1 the stress of the transmitted wave is 

stronger than the incident wave, and it is the opposite when propagating from hard to soft. In 

cases where the wave propagates from a weaker to a very strong rock where Z2 >> Z1 from 

equations (2.33) to (2.36):  

, , ,r i t i r i tu u u       2 0  (2.37) 

 

On the other hand, when Z2 << Z1, similar to when the blast wave reaches a free surface, from 

equations (2.33) to (2.36): 

, , ,r i t r i t iu u u u      0 2  (2.38) 

On the free surface, the particle velocity of the transmitted wave doubles the incident wave 

particle velocity while all the stress is reflected, and none is transmitted. As the wave is reflected 

on a free surface, the incident wave interacts with the reflected wave and superimposition occurs. 

If the incident wave compressive stress is less than the dynamic tensile strength of material  i < 

 Td, the reflected wave stress will be less than the dynamic tensile strength of the rock and no 

damage occurs. In cases where the incident wave is higher than the dynamic tensile strength of 
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the rock but lower than the dynamic compressive strength of the rock, the reflected wave will be 

equal to the tensile strength of the rock and spalling occurs at the free surface, (Zhang, 2016). 

2.4.3 Loading rate dependency and fracture mechanisms of rock material 

The rapid release of energy from explosive detonation in the rock mass results in shock waves at 

a high loading rate/strain rate propagating radially from the blasthole. The studies have shown 

that brittle material properties such as rock are strain rate sensitive, meaning their properties 

improve with the increase in strain rate. Blast-induced fragmentation is particularly influenced by 

rock dynamic strength; with increasing confinement and loading rate, the rock can withstand 

higher forces before failure (Zhang, 2016, Persson et al., 1994). Fracture toughness and fracture 

mechanisms also vary with loading rate; beyond critical strain rate, significant changes are 

observed (Ramesh et al., 2015, Hogan et al., 2016, Gong et al., 2019). Fracture mechanisms for 

rocks vary where rock failure changes from single fracture, or multiple fractures to pulverization 

with the increase in strain rate. The critical strain rate for tensile and compressive strength is 

between 1s-1 and 10s-1 (Liu et al., 2018, Zhang and Zhao, 2014).  

The dynamic-to-static strength ratio is defined as the dynamic increase factor (DIF); for rocks is 

reported to be more than 5 in compression and more than 6 in tension (Liu et al., 2018). Prasad ( 

2000) observed the dynamic compressive strength for 12 different rock types to be 2.5 to 4.6 

times the static values. Mohanty (1987) and Cho et al. (2003) observed that dynamic tensile 

strength is 2 to 12 times higher than static tensile strength for various rock types. 

Zhang and Zhao (2014) summarize data from several studies on tensile and compressive strength 

under various strain rates and Xie et al. (2017) used their findings to perform curve regression 

and developed a relationship between strain rate and dynamic uniaxial compressive strength in 
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Figure 2-8 and the dynamic tensile strength in Figure 2-9.  Equations (2.39) and (2.40) show the 

increase factor for compressive strength (DIFc)  and tensile strength (DIFc), respectively with 

strain rate. 

 

Figure 2-8: Regression curve for compressive strength strain rate increase factor, after Xie et al. (2017) 

 

Figure 2-9: Regression curve for tensile strength strain rate increase factor, after Xie et al. (2017)  
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p
  is the strain rate, c 

0 is the reference strain rate in compression equal to 3 × 10-5 s-1, and t 

0

is the reference strain rate in tension equal to 3 × 10-6 s-1. From over five decades worth of data 

from several studies, Liu et al. (2018) also developed equations to predict DIF over a wide range 

of strain rates for compressive (DIFc) and tensile (DIFt) strengths of rocks as seen in the equation 

(2.41)and (2.42), respectively. c
 is the compressive strain rate between 10-6 and 104 s-1 and t

 is 

the tensile strain rate between 10-6 and 103 s-1. 
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2.5 Blast damage prediction 

Several approaches have been developed to describe blast-induced fragmentation and estimate 

the damage around the blasthole. Techniques such as theoretical estimations and 

empirical/analytical models have been developed from the theories and experiments.  With 

computer advancements, numerical models and machine learning in artificial intelligence are 

emerging to predict outcomes with substantial use in blasting. Analytical approaches use 

parameters such as PPV (Fleetwood et al., 2009, Persson et al., 1994) or borehole pressure (Sun, 

2013) to estimate the damage zones. Numerical modelling uses algorithms such as the Discrete 

Element Method (DEM), Finite Element Method (FEM), etc., to analyze stress fields around the 
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charge and estimate the damage zones. Machine learning uses the already-established 

relationships between input and output data to train the model to predict outcomes from a given 

set of data.  

Review from several studies (Zhu et al., 2007, Dehghan Banadaki and Mohanty, 2012, Zhang, 2016, 

Yang et al., 2018, Zhu, 2011) provide a meaningful insight into factors affecting blasting 

outcomes. Such include the influence of explosive and rock mass strength on fracture 

mechanisms and the extent of damage and rock structures on stress wave and fracture 

distribution in the rock mass. Still, little work has been done on how various explosives and rock 

mass properties, specifically rock contacts and other discontinuity properties, affect the blasting 

process. This analysis is important in predicting blast outcomes and in improving the accuracy of 

predicting models and guiding blast designs.  

Several theoretical and empirical formulations to estimate blast wave energy and damage zones 

are reviewed in section 2.5.1 and later used to estimate damage zones. Since the theoretical and 

empirical formulas have limitations when dealing with varying rock mass, numerical modelling is 

implemented to extend the study of the influence of structures on stress waves and crack 

propagations.  

2.5.1 Empirical/theoretical approach for damage zone prediction 

Prior studies indicate that the crushed zone to borehole radius ratio ranges from 2 to 6 (Brady and 

Brown, 2006, Hustrulid, 1999, Liu and Katsabanis, 1993). Esen et al. (2003) suggested that the 

radius of the crushed zone is a function of blasthole radius (ro), borehole pressure (Pb), and 

dynamic properties of rock. From the analysis of 92 blasting tests on the concrete of variable 

strengths, they established a model to predict the radius of the crushed zone (rc) in Equations 
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(2.43) and (2.44). K is stiffness (Pa), σc is the uniaxial compressive strength (Pa), Ed is the dynamic 

Young’s modulus (Pa) and νd is the dynamic Poisson’s ratio. Although the approach was 

developed using concrete, which is a man-made material with different conditions from the rock 

mass, validation of results has demonstrated its applicability to production blasting.  

Equation (2.45)estimates the dynamic Young’s modulus (Eissa and Kazi, 1988) from the static 

Young’s modulus (Es) in GPa and rock density (ρr) in g/cm3. The dynamic Poisson ratio can also 

be estimated from P-wave velocity (Vp) and S-wave velocity (Vs) using the expression in the 

equation (2.46). This expression is suitable for low-stress waves (Sun, 2013).  
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The pressure experienced at the limit of the crushed zone (Peq) may be estimated from a peak 

pressure attenuation function developed by Liu and Katsabanis (1993). Peq in Equation (2.47)is 

derived from borehole pressure Pb, borehole radius ro, the radius of pulverized zone rc, and 

pressure decay factor ϕ. The pressure decay factor is an empirical curve that fits the function of 

the rock and its explosive properties. This function was developed from several rock samples, 

including concrete, and is proved to agree with computed blast results with a standard deviation 

of 1.45%. 
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Peak particle velocity at the limit of a crushed zone, PPVeq is estimated using Equation (2.48) for 

the stress in a plane, adopted from Persson et al. (1994) who assumed that the rock is intact and 

continuous without any structure. This assumption can be valid under high loading rates where, 

the entire distribution of flaws is activated and dependency on the weak links decreases 

(Kimberley et al., 2013). 

eq d

eq

d

P V
u

E
  (2.48) 

From the analysis conducted by Nicholls et al. (1971), attenuation characteristics of the stress 

waves in a rock mass beyond the crushed zone for a given explosive charge may be estimated by 

a square root scaled distance (SD2) function of maximum charge mass detonated within any eight 

milliseconds, (W) in kg, and distance between the blast centroid and monitoring point, (R) in m as 

seen in the equation (2.49). When scaled distance, SD2 is combined with the PPV monitoring, site-

specific rock mass-influenced empirical constants A and B may be established. A is suggested to 

be indicative of the type of rock mass geology, while B is the ability of vibrations to attenuate in 

the rock mass.  

 
BR

SD PPV A SD
W


 2 20.5

,  (2.49) 

Forsyth (1993) presented an expression to determine the critical PPV that can induce fresh tensile 

fractures in a rock mass given the rock mass ‘pseudo’ elastic properties in the equation (2.50), 

where PPVcr is critical PPV, above which the rock mass would prospectively fail by tension (mm/s), 

σt is the uniaxial tensile strength of rock (Pa), and Ɛtcr is the critical tensile strain. The use of 
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Young's modulus in tensile failure, which assumes that the rock is homogeneous and isotropic, 

and deriving tensile strength and fracture mechanism under quasi-static unconfined conditions 

are the two inherent flaws in this expression. To rectify this, the dynamic properties of the rock 

are calculated and used to reflect blast experienced strengths. 

t
cr tcr p pu V V

E


     (2.50) 

2.5.2 Numerical approach for damage prediction 

Numerical modelling, both finite element modelling (FEM) (Ma and An, 2008, Dehghan Banadaki 

and Mohanty, 2012)and discrete element modelling (DEM) (Yoon and Jeon, 2010, Onederra et al., 

2013) have been used as the most economical and effective techniques to simulate the blasting 

process and optimize blast fragmentation. In DEM, the rock mass is represented as an assembly 

of bonded elements with specified tensile or shear strength. Failure is achieved when the stress 

exceeds this value (Yoon and Jeon, 2010). This approach can successfully track crack evolution 

and fracture patterns, but without some modifications and assumptions, it falls short in tracking 

explosive gas dispersion (Yoon and Jeon, 2010). In FEM, the damage mechanics is due to the 

growth and nucleation of cracks in the brittle rock mass defined by the appropriate damage 

evolution law (Wang et al., 2018).  

Most blast-induced fragmentation studies are based on two dimensions (2D) analysis. Although 

they simplify the computation process and provide a significant understanding of the 

fragmentation process and the influence of discontinuities along the 2D plane, they do not capture 

the spatial stress distribution and blast damage in the three-dimensional (3D) setup. In this study, 

both 2D and 3D numerical simulation models are used in various applications. 
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LS-DYNA, a nonlinear transient finite element code with an explicit integration scheme capable of 

implementing dynamic problems, has been used for blasting modelling (Livermore Software 

Technology Corporation, 2018). LS-DYNA can successfully model the interaction between the 

solid material and fluid and gas flow using the Lagrangian algorithm and Arbitrary Lagrangian-

Eulerian (ALE). LS-DYNA can incorporate coupling between the Lagrangian and ALE interfaces. 

Boundary conditions to restrict elements' movements can also be applied as needed. Two main 

damage models commonly used to simulate the damage evolution of rock mass under blasting 

loads in LS-DYNA are the Holomquist–Johnson–Cook (HJC) model (Holmquist et al., 1993) and 

the Riedel–Hiermaier–Thoma (RHT) model (Riedel et al., 1999). From the study conducted by 

Wang et al. (2021), the RHT model is observed to define damage distribution in rock well and 

describe the formation of the crushed zone and propagation of radial tensile cracks. The latter 

could not be captured in the HJC model. 

2.5.2.1 The RHT material model 

The Riedel-Hiermaier-Thoma (RHT) material model is an advanced brittle plasticity model for 

impulsive and dynamic loadings of brittle materials such as concrete, rock, or metals. The RHT 

model has been used extensively to model blast-induced fragmentation in rocks (Wang et al., 

2021, Xie et al., 2017, Yi et al., 2017) since the rock has numerous randomly distributed pores and 

micro-cracks and behaves nonlinearly under compression. In the RHT material model, the shear 

and pressure components are coupled. Mie-Gruneisen equation of state (EOS) with a polynomial 

Hugoniot curve describes pressure, which also accounts for porous compaction. Mie-Gruneisen 

EOS shows the relationship between the pressure (P), volume (vL), and energy (e) of the solid 

material expressed as; 
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  LP f v e,  (2.51) 

The change in pressure can be defined as 
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The integration can be done first at constant energy from VL0 to VL1 and then at constant volume 

from e0 to e1 as; 
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is defined as Gruneisen gamma (Autodyn, 2005), making the second part 

of the integration, 
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From the first part of the integration in equation (2.53) 
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The final output becomes; 

 
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V
P P V e e

V
 (2.56) 

Equation (2.56) is known as the Mie-Gruneisen equation of state and in this case P varies linearly 

with e at constant VL, (Autodyn, 2005). 

The polynomial equation of state used to define the pressure for fully compacted material is 

expressed in equation (2.57); where Bo and B1 are material constants, α o is the initial porosity, ρo 
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is the rock density, μ is the volumetric strain and A1, A2, and A3 are Hugoniot polynomial 

coefficients, (Borrvall and Riedel, 2011). The porous material pressure is scaled using the porosity 

(α) value referencing fully compacted material; see equation (2.61).  

  2 3

1 1 2 3

1
     


    o o oP B B e A A A  (2.57) 

From equation (2.57), the Gruneisen parameter  V  can be described as seen in equation (2.58), 

(Autodyn, 2005). 
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The volumetric strain can be estimated from the initial and final density and porosity as; 

1 1

0 0

1
 


 

   (2.59) 

B0 and B1 can be estimated for   0v   as 0 1 2 1B B s   . The Hugoniot polynomial coefficients 

A1, A2, and A3 according to Xie et al. (2017) can be estimated using momentum and mass 

conservation equations from equations (2.9), (2.12), and (2.13) as shown in equation (2.60). 

2

1 1 0 0 pT A V    

(2.60)  2

2 0 0 2 1pA V s    

  2

3 0 0 3 1 1pA V s s     

The pressures between Pcrush and Pcomp, can be scaled using equation (2.61); where N is the 

porosity exponent. For the fully compacted material P will be equal to Pcomp. Pcrush is 2/3 of the 

uniaxial compressive strength (Borrvall and Riedel, 2011). 
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Figure 2-10 describes the p-α compaction model. Pore crush pressure (Pcrush) and compaction 

pressure (Pcomp) define failure modes in the model. Below the Pcrush, the model is elastic. Beyond 

Pcrush, with pressure increase, porous compaction occurs accompanied by a reduction in the 

effective bulk modulus of the material and volumetric stiffness. The relationship between 

pressure and volumetric strain is non-linear. Above the pore crush pressure, unloading occurs 

along current elastic stiffness, resulting in permanent volumetric strain at zero pressure. Pore 

crushing is defined by the porosity, which is the rock and the pore spaces ratio. Porosity decreases 

with increased pressure, and the value ranges from 0 to 1, from pore crush pressure to compaction 

pressure. When the pressure reaches the Pcomp, the material is fully compacted, and the 

conventional equation of the state model governs the damage evolution (Borrvall and Riedel, 

2011).  

 

Figure 2-10: P-Q equation of state after Borrvall and Riedel (2011) 
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Three limit surfaces define the stress state of material in the RHT strength model; the initial elastic 

yield surface, residual friction surface, and failure surface, which depend on the hydrostatic 

pressure and the strain rate effect. The surfaces represent the reduction in material strength in 

different meridians and the strain rate effect. Surface material failure is achieved when its 

ultimate compressive, shear, or tensile strength is reached. Figure 2-11 illustrates an example of 

static compressive meridian surfaces; Pt is the pressure at time and Pu is the current pore crush 

pressure. It shows that the model is elastic until it reaches the initial yield surface, beyond which 

plastic strain prevails. The failure surface in compression is defined as a function of strength 

along the compression meridian, regularized yield function, and William-Warnke function, 

representing reduced strength on shear and tensile meridian presented in equation (2.62). 

 

Figure 2-11: Stress limit surfaces and loading scenario after Borrvall and Riedel (2011) 

                     

      3, , , , ,
yy o p p c o r p p l oP f P F R P              

(2.62) 
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Where *
y  is the normalized yield function /y y cf    , 

cf  is uniaxial compressive strength (UCS), 

*

oP  is the normalized pressure /o o cP P f   , oP  is hydrostatic pressure. 

 0 1 32 3/P     (2.63) 

1 3f     (2.64) 

1 and 3 are the maximum and minimum principal stress. 
rF  is the dynamic strain rate increase 

factor, p


 is the strain rate, p


is the effective plastic strain,  
3
R  is the William Warnke function, 

and θl is the lode angle. Equation (2.65) defines the dependency of the strength in the strain rate 

in this model. 
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(2.65) 

Where c

o
  is the reference strain rate in compression = 3×10-5 s-1 and t

o
  is the reference strain rate 

in tension = 3×10-6 s-1, tf  is tensile strength,  P is the pressure, and c  and t  are material constants 

in compression and tension, obtained from equations (2.66) and (2.67), respectively (Borrvall and 

Riedel, 2011). Equation (2.68) defines the failure surface. 

                              4 20 3/c cf    (2.66) 

                             2 20/t cf    (2.67) 

     3
N

-1/N* *
f o r o o rP ,F = A P - P F  r rF /3 A/F  

(2.68) 
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Where *
f is normalized strength, /f f cf   , and N and A are failure surface parameters 

obtained experimentally.  

In the RHT material model, the reduction of strength along the tensile meridian is governed by the 

relative pressure; 

 o o oQ P Q BP * *  (2.69) 

Where Qo is the ratio between tensile and compressive radii meridians ranging from 00.51 1Q    

and B is the lode angle dependency factor (Borrvall and Riedel, 2011).  Qo and B define material 

behavior under different stress states, where Qo influences the material's resistance to failure 

under tensile stress and B influences how the material's tensile strength is reduced or modified 

along the tensile meridian.  

When stress reaches the failure surface, damage strain accumulation governs damage evolution. 

The damage variable of the RHT model (D) is calculated using equation (2.70). 
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Where P

m  is the accumulated plastic strain and P

f  the plastic strain failure. When the hardening 

state reaches the ultimate strength of the rock, the damage accumulated from further inelastic 

loading is controlled by plastic strain. The plastic strain at failure is calculated using equation 

(2.71). 
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Where *
tP is failure cut-off pressure, and D1 =0.04 and D2 =1.0 are damage constants. More 

references on the RHT model can be found in Livermore Software Technology Corporation (2018) 

and Borrvall and Riedel (2011). 

2.5.2.2 Explosive material modelling 

Upon explosive detonation in the blasthole, the chemical reaction transforms the explosive 

material into explosion gases at very high pressure and temperature. There are different ways 

blast loads can be introduced into a simulation model. One is using the high explosive burn 

material and Jones-Wilkins-Lee (JWL) EOS to model explosive charge detonation. The JWL 

equation of state is a high-energy combustion model that can reliably predict higher explosion 

pressures. The model defines the pressure of detonation products Pcj using equation (2.72) (Lee 

et al., 1968) 
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   
 (2.72) 

A, B, R1, and R2 and ꞷ are material constants, E is detonation energy per unit volume, and V1 is the 

relative specific volume of detonation products.  

2.6 Summary of the chapter and Remarks 

This chapter reviewed relevant material on rock fracturing and fragmentation by blasting, 

addressing several factors that affect blast outcomes and exploring the theories developed over 

the years to predict blast-induced fragmentation. It was noted that the effect of rock mass 

properties is often overlooked in predicting damage zones around the blasthole, fragmentation, 

and the resulting excavation. The review covered theories on wave properties, propagation, and 
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the influence of interfaces, which will be utilized in the upcoming chapters to discuss the effects 

of discontinuities. 

The impact of higher loading rates on rock strengths and fracturing mechanisms was also 

examined, including studies on higher strain rates and the relationships used to estimate rock 

strengths under the strain rates experienced during blasting. Finally, the review discussed various 

approaches to estimating damage zones around the charge, with a detailed focus on the 

empirical/analytical approach and numerical simulations that will be employed in this study. An 

overview of the required data and how it is obtained was presented, including the relationships 

used to estimate parameters that are not commonly measured directly in the field. Detailed 

discussions on data collection and estimations will be covered in Chapter 4. 
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CHAPTER 3  

METHODOLOGY 

This chapter outlines the methodology employed in the study to estimate damage zones and model blast-
induced fracturing. It provides a summary of the processes involved, including data collection, processing, 
analysis, and modelling.  
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3.1   Introduction 

Blast fragmentation is influenced by several rock factors such as rock's physical and mechanical 

properties such as dynamic strength (tensile, compressive, and shear), density, Young’s modulus, 

and Poisson’s ratio, presence of structures, their properties and distribution, and the ability of the 

rock to absorb and transmit blast energy. Rock factors determine the type and quantity of 

explosive to use along with the geometrical design of the blast, the initiation type, and firing 

sequence and delays.  

In blast design, engineers have control over the design and explosive choice and none over the 

geology and structures associated with the rock mass. To achieve the required outcomes, the 

designs and explosive choice must be matched to the encountered rock mass, and therefore, the 

knowledge of the interaction between the rock mass and explosive energy is essential. This 

chapter outlines the approaches used to assess the interaction between explosive energy and the 

rock mass to estimate the damage zones around the blasthole and model blast-induced rock 

fragmentation. The following sections summarize the steps involved in data collection, 

processing, analysis, and modelling. The study is based on field measurements and laboratory 

tests conducted at an open-pit hard-rock mine.  

3.2 Determination of rock mass properties  

Rock physical and mechanical properties govern the fragmentation process and distribution of 

blast energy in the rock mass. During blasting, the rock around the blasthole is pulverized, forming 

the crushed zone. The crushed zone extends to where the pressure falls below the dynamic 

compressive strength of the rock. The fracture zone is formed beyond the crushed zone and 

extends to where the pressure falls below the rock’s dynamic tensile strength. Blastwave 

propagation depends on the rock density and Young’s modulus. Rock’s mechanical and structural 
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properties are necessary for evaluating the rock mass's transmissivity properties and estimating 

the extent of damage zones around the blasthole.  

Laboratory tests and physical measurements for intact rock are performed to derive the rock's 

physical and mechanical properties, such as the density, the UCS, and tensile strength. These 

tests and inferences are used to estimate static elastic constants such as Young’s Modulus and 

Poisson’s ratio. Measurements of rock’s strengths in the field are commonly done under static 

loading. The dynamic strengths can be estimated using relationships like those discussed in 

section 2.4.3.  

The presence of discontinuities and their properties governs the stress wave propagation, gas 

pressure confinement, and effectiveness, and eventually, the overall fragmentation size 

distribution. The extent of damage zones is also impacted by the presence of structures. To 

accurately assess these effects, pit wall mapping is conducted to define rock structural features 

such as faults, joints, and rock contacts. Information such as structure types, orientation, size and 

type of infill material, persistence, groundwater conditions, and fracture frequency are collected. 

3.3 Borehole pressure estimation 

Explosive detonation produces a shock wave which is characterized by the shock wave pressure, 

particle velocity, and shock wave velocity and frequency. The shock wave pressure on the 

borehole wall is termed borehole pressure. There are several ways to obtain borehole pressure. It 

can be measured or estimated based on shock wave mechanics (section 2.4.1) or from the 

explosion pressure (section 2.3.2). Explosive density and the VOD are required to estimate 

detonation pressure from the expression in the equation (2.6). Detonation pressure acting on the 

borehole wall for a fully coupled hole is estimated to be 50% of the theoretical detonation 
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pressure. VOD and density measurements are usually conducted in the field as part of quality 

control to regulate explosive mixing and determine the efficiency of explosive detonation.  

3.4 Analytical approach to estimate damage zones 

To estimate the damage zones around the charge, the analytical approach in Figure 3-1 is 

suggested and implemented using the data collected from the mines. The approach is divided 

into steps to estimate the borehole pressure, estimate rock dynamic properties, determine stress 

wave attenuation, evaluate failure mechanisms, and estimate damage zones. Fundamental 

aspects of this approach include estimating borehole pressure from VOD and density 

measurements and blast energy-rock mass interaction through vibration monitoring to aid 

damage prediction. Energy attenuation, the sizes of damage zones around a blasthole, and the 

extent of useful energy are estimated from the steps and equations illustrated in Figure 3-1. 

Review of the analytical approach is presented in detail in section 2.5.1. 

To compute the size of the crushed zone, which is estimated as the radius from the center of the 

blasthole, borehole pressure and the dynamic properties of the rock such as the UCS, Young’s 

modulus, and Poisson's ratio are required. This calculation uses equations (2.43) to (2.46) while 

equations (2.39) to (2.42) are used to estimate the dynamic strengths. Although previous studies 

(Liu et al., 2018, Xie et al., 2017) show that these estimations can provide reasonable results, they 

have limitations due to variations in loading rates or material behavior. For critical applications, 

direct dynamic testing is recommended. The pressure at the end of the crushed zone is calculated 

using the pressure attenuation function in equation (2.47) which takes into account borehole 

pressure, crushed zone radius, P-wave velocity, and the VOD. The peak particle velocity (PPV) at 

the end of the crushed zone is then computed using equation (2.48).  
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Figure 3-1: Analytical approach to estimate damage zones 

Beyond the crushed zone, the fractured zone is estimated by determining the peak particle velocity 

(PPV) damage limit using the Forsyth equation (2.50), which calculates the strain energy required 

to initiate fracturing. The PPV attenuation from the blasthole is estimated using the square root 

scaled distance (SD2) in equation (2.49). Factors such as the quantity of charge detonated, the 
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distance from the charge to the monitoring point, and the properties of the rock mass influence 

the PPV. PPV can be measured through near-field or far-field vibration monitoring. The attenuation 

function is derived from a fitted curve of PPV against the scaled distance, which allows PPV to be 

calculated at any distance from the charge.  

When the PPV exceeds the critical threshold, new tensile fractures are formed. This critical PPV 

is determined by the dynamic tensile strength, Young’s modulus, and longitudinal wave velocity. 

The size of the fractured zone is then estimated using equation (2.50). The estimations derived 

from the analytical method are validated through field blast measurements and by comparisons 

with estimations from other verified approaches, as discussed in Chapter 4.  

3.5 A numerical approach to damage zone estimation 

Due to data analysis limitations and the rock mass's complex nature, numerical modelling has 

been used to investigate stress wave behaviour and the response of rock material under blast 

loads. Simulations provide a better insight into the fragmentation process in a more simplified 

and controlled environment. The RHT constitutive material model introduced by Borrvall and 

Riedel (2011), which has features capable of modelling the dynamic behaviour of concrete, is 

useful in simulating rock fragmentation by blasting. This constitutive model involves 

interdependence between several micromechanical effects such as stress, strain, plastic strain, 

strain rate, damage, and material failure and can be implemented in general-purpose finite 

element code such as LS-DYNA.  

The porous compaction model and the strength model govern the RHT model. The porous 

compaction model describes the material behavior under compression, accounting for the 

compaction of pores in the material. Governed by the increase in pressure, the porous compaction 
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model starts in the elastic region where the loading process is reversible. Beyond the pore crush 

pressure, porous compaction occurs accompanied by the material's reduced bulk modulus and 

volumetric stiffness. When the pressure reaches compaction pressure, the material is fully 

compacted; refer to Figure 2-10. 

The strength model defines the material's resistance to deformation and failure under various 

stresses. The strength of the material, experienced stress, and strain rate effects govern the 

strength model. Surface failure is governed by parameters defining the ultimate strength of the 

rock in terms of compression, shear, and tension. Three limit surfaces define the strength model; 

the residual surface, yield surface, and failure surface, depending on the pressure, as seen in 

Figure 2-11. The model is elastic until it reaches the yield surface beyond which plastic strain 

dominates. The material's plastic strain and hardening properties are required to interpolate 

between the surfaces. When the failure surface is reached, the damage model governs damage 

evolution driven by material plastic strain. 

Laboratory experiments and calculations are conducted to estimate the parameters needed for 

the RHT material model and the explosive properties to be used in the simulation. The detonation 

of the explosive charge is modeled using a high explosive burn material model, with the Jones-

Wilkins-Lee EOS parameters derived from the explosive properties. The simulation model results, 

such as the pressure and PPV attenuations as well as the extent of damage zones around the 

blasthole, are obtained. These results are validated through field blast measurements and by 

comparing them with estimations from other verified approaches. 

Figure 3-2 summarizes the whole process in a flowchart with the steps used to prepare the 

simulation models, the validation, the variables analyzed, and the outcomes. The details for the 
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modelling parameters are discussed in section 2.5.2. The model’s parameters estimations, 

simulation, verification, and validation are covered in Chapter 4. Chapter 5 covers the analysis of 

variable explosives and rock mass properties on blast outcomes and Chapter 6 the blast-induced 

fragmentation modelling and techniques to maximize fracturing in the jointed rock mass. 

 

Figure 3-2: Numerical simulation flowchart 
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3.6 Summary and Conclusion 

This chapter presents the analytical approach and finite element modelling to be implemented to 

estimate damage zones around the blasthole and investigate the influence of explosive and rock 

mass properties, and design parameters on the blast outcomes. The approaches aim at modelling 

blast-induced fragmentation. Explosive energy is the function of the explosive type, density, and 

detonation efficiency which is monitored by measuring VOD. The rock mass is made up of rock 

and structures, which influence the distribution of explosive energy and fractures.  

The analytical approach is simple to use and can easily accommodate the dynamic strength of 

the rock in the estimation of damage zones but it is limited in evaluating the influence of various 

rock mass properties. The numerical modelling takes care of both the dynamic strength and the 

effect of rock mass properties. These approaches are used to study stress wave propagation, 

fracture mechanisms, and crack propagation. The models are created based on the field data, and 

results are compared with the measurements from field blasts and estimations using other 

approaches.  

The analysis is used to suggest a blast-induced fragmentation model based on balancing 

explosive energy produced with rock-specific surface energy, and stress wave transfer efficiency 

function of encountered rock and structural properties. From these, decisions on explosive 

selection, the powder factor, geometric design, firing sequence, and delays can be made as 

illustrated by Figure 3-3.  
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Figure 3-3: Consideration factors and design parameters in the blast-induced fragmentation model 
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CHAPTER 4  

ANALYTICAL APPROACH AND FINITE ELEMENT MODELLING 
OF DAMAGE ZONES 

This chapter details data collection and estimation of input parameters to analytical and numerical models. 

It also covers the estimation of damage zones using these approaches and the results verification and 

validation. 

A version of this chapter was published as: 

Dotto, MS., Pourrahimian, Y., Joseph, T., and Apel, D. (2022), “Assessment of blast energy usage 

and induced rock damage in hard rock surface mines”, CIM Journal, 13(4), 166-80. 

https://doi.org/10.1080/19236026.2022.2126924 .  
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4.1 Introduction 

For decades, explosives have been the primary method for rock breakage in mining and quarry 

operations. While alternative techniques exist, blasting remains the most practical and cost-

effective means of rock fragmentation. The blasting process is influenced by several factors, 

particularly the properties of the explosives and the rock mass. An understanding of how 

explosive energy interacts with the rock mass is essential for optimizing blast design and 

achieving desired outcomes. This involves analyzing how stress waves and expanding gases 

generated during explosive detonation interact with the rock. Key factors in this process include 

the chemical and mechanical properties of the explosives which determine the energy release, 

and the characteristics of the rock mass, which govern the extent of fracturing and damage.  

4.2 Blast parameters 

A series of tests and measurements were conducted both in the field and in the university's rock 

mechanics lab to obtain the properties of explosives and the physical and mechanical properties 

of the rocks, as well as to gain insights into rock fracturing mechanics. Pit wall mapping was 

performed to characterize the rock mass. This data was then applied in the analytical approach 

and finite element simulation to estimate the damage zones around the blasthole. 

4.2.1 Rock's physical and mechanical properties 

This study is based on data collected from Geita Gold Mine (GGM), Nyankanga Pit in Tanzania. 

Nyankanga Geology comprises a banded iron formation (BIF) and diorite as host rocks. 

Mineralization is controlled by tectonic structures within fault zones passing through the host 

rock. The banded iron formation is of sedimentary origin, consisting of cyclic deposition of iron-

rich sediments and chert. The diorite is an intrusive igneous rock with variable mineral 

composition and grain size, defining the Nyankanga Intrusive Complex. The principal composition 
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of the Nyankanga diorite is plagioclase-rich diorite (DPH) and hornblende-rich diorite (DHP). 

Porphyry intrusions within the fault zones are the youngest Nyankanga geology. The intrusions 

are mainly feldspar porphyry (FP) and Quartz feldspar porphyry (QFP) dykes. Figure 4-1 and Figure 

4-2 show the location of the bench studied and the lithology distribution, respectively. The rock 

quality designation (RQD) was estimated using the Deere and Deere (1988) approach on core 

samples of sizes NQ (47.6 mm) and HQ (63.5 mm) from exploration drilling. The orientation of 

drill holes ranged from 52 to 79° dip and 178 to 196° azimuth. The Nyankanga rock mass rock is 

within the “good” range which is RQD ranging from 75% to 90% as shown in Figure 4-2. 

 

Figure 4-1: Nyankanga pit pushback 8 design showing the study bench 
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Figure 4-2: Nyankanga Pit Cut 8 Bench 920_910 lithology distribution. 
BIF: banded iron formation; QFP: quartz feldspar porphyry; FP: feldspar porphyry; RQD: rock quality designation 

Physical measurements and rock tests are conducted to gather the physical and mechanical 

properties of the rock. Intact rock strength can be obtained through rock tests such as the uniaxial 

compressive strength test and the Brazilian tensile strength test. Sonic logging measures the 

travel time of an elastic wave in the rock. Sonic logging is conducted using handheld equipment 

UK1401 p-wave tester which sends pressure wave into the sample from the transmitter probe and 

records the time it takes the wave to reach the receiver probe. The distance between the probes 

and the time taken are used to calculate wave velocity. Wave speed in the rock is affected by 

porosity, permeability, and mineralogical composition; therefore, it indicates a change in lithology 

or the presence of rock structures. For the four rock types, the P-wave velocities are summarized 

in Table 4-1. 
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Table 4-1: P-wave speed measurements 

Rock type BIF DHP DPH FP/QFP 

Maximum Vp, (m/s) 5880 6200 6300 5960 

Mean Vp, (m/s) 4369 5089 4683 4481 

Vp standard deviation 1466 1278 1453 1685 

Number of samples 34 61 65 27 

DPH: plagioclase-rich diorite; DHP: hornblende-rich diorite; BIF: banded iron formation; QFP: quartz-rich porphyry; 
FP: felsic porphyry 

The Brazilian tensile strength test is a simple indirect test method to obtain the tensile strength 

of materials such as rock, concrete, etc. The nature of the stress field applied to the rock is 

dependent on the geometry of the loading plate and the orientation of the rock sample. Brazilian 

tensile strength tests were conducted to determine the tensile strength of different rock samples 

following the ASTM standards (ASTM, 2008). Tensile strength varies depending on the rock type. 

A CMTmulti tester – 178 digital multi-testing machine was used under UCS testing settings for 

these tests. Drop-down speed varied from 0.05 mm/min to 0.5 mm/min. Core samples were cut 

in a way that the thickness was half the core diameter i.e.; 24 mm thick for 48 mm diameter 

samples.   

The test specimens were placed between loading platens aligned with the loading axis of the 

testing machine. Pre-loading was applied slowly until the top plate touched the sample with little 

or no load on it. A continuously increased load was applied by moving the top plate at a rate set 

to provide constant loading until the sample failed. It is recommended that, for static tensile 

strength, failure should occur within 1 to 10 minutes of applying, where the loading rate is between 

0.05 and 0.35MPa/s. The recorded maximum sustained load was used to calculate tangential 

strength from equation (3.1). 
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Where σt is tensile strength in MPa, P is the maximum applied load in N, D is sample diameter in 

mm and t is sample thickness in mm. The results obtained are summarized in Table 4-2. 

Table 4-2: Brazilian tensile strength test results 

Sample 
serial 
number 

Rock type 
Loading rate 
(mm/min) 

Max Load (N) 
Tensile strength 
(MPa) 

Average Tensile 
strength (MPa) 

3 

DHP 

0.50 
24,839 13.73 

15.21 
4 34,422 19.02 

6 
0.20 

33,077 18.28 

7 17,761 9.82 

2 

BIF 

0.5 26,503 14.65 

14.16 8 
0.20 

31,815 17.58 

9 18,564 10.26 

DHP: hornblende-rich diorite; BIF: banded iron formation 

The Uniaxial compressive strength tests were conducted following ISRM standards (ISRM, 2007). 

Density measurements were also taken from the same samples. The tests were conducted using 

CMT testing compression machine model CT380. Figure 4-3 shows the UCS experiment setup 

with a crushed sample. Samples were cut in a way that the length is around 2.1 times the diameter; 

the length was 100 mm for a 48 mm diameter core. The applied loading rate was 10 KN/s (equal 

to 7.2×10-5 s-1 strain rate). The UCS is calculated from the maximum load applied (Pmax) using 

equation (3.2); A is the initial cross-section area of the sample. Table 4-3 shows the UCS and 

density values obtained for various rock types.  
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Figure 4-3: Uniaxial compressive strength test setup 

max
P

UCS
A

 (3.2) 

 Elastic constants, Young’s modulus, (E), and Poisson’s ratio (v) were also estimated from these 

tests. The E is calculated from the ratio of axial stress and axial strain 

 0/ ; /a aE l l       lo is the original length and l is a change in axial length measured as 

the difference in the distance between the loading plates before loading (when the plates are in 

contact with the sample and the load is zero) and after failure. The Poisson’s ratio is the ratio of 

diametric strain to axial strain / ; /d a a dv D     . Here d  is a change in diameter, and D 

is the initial diameter. The change in diameter d   was measured by the difference (in the 

diameter) of the wrapped copper wire around the sample before and after failure. Both 

measurements were compared with results obtained from previous assessments of the same rock 

types, as recorded in the mine’s Geotech database. This cross-referencing provided confidence in 

the accuracy and consistency of the current measurements.  With E and v values, bulk modulus 

(Km) and shear modulus (Gm) can be estimated from equations (3.3) and (3.4), respectively. 

 3 1 2



m

E
K

v
 (3.3) 
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The tested samples' results are shown in Table 4-4. Studies have shown that the compressive 

strength of most rocks is  8 to 10 times the tensile strength (Cai, 2010, Sheorey, 1997). From the 

tests, the ratios of UCS to tensile strength are 8.9 and 7.3 for BIF and DHP, respectively. When the 

loading rate was varied from 5KN/s to 20 KN/s for the DPH rock it was observed that the UCS 

increased with the loading rate as seen in Figure 4-4. 

Table 4-3: UCS and density for rock types 

Sample 
Rock 
type 

Density 
(t/m3) 

Average 
density (t/m3) 

Max Load,  
Pmax (KN) 

UCS 
(MPa) 

average UCS 
(MPa) 

1 
DHP 

2.62 
2.62 

210 115.83 
110.39 

2 2.62 190 104.83 

3 

BIF 

2.81 

2.68 

224 123.9 

126.02±8.03 

4 2.51 146 80.74 

5 3.08 165 91.18 

6 2.64 246 135.86 

7 2.48 213 117.76 

8 2.56 186 102.51 

9 2.69 271 149.82 

10 

DPH 

2.67 

2.67 

61 33.93 

46.36±5.22 
11 2.64 76 41.72 

12 2.7 96 52.94 

13 2.66 103 56.75 

DPH: plagioclase-rich diorite; DHP: hornblende-rich diorite; BIF: banded iron formation 

Table 4-4: Poisson’s ratio and Young’s modulus for rock types 

Rock type  DPH BIF DHP 

Young’s modulus (GPa) 76.73 90.83 - 

Poisson’s ratio 0.25 0.24 - 

UCS to tensile strength ratio - 8.90 7.30 
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Figure 4-4: Loading rate effect on UCS for DHP rock 

4.2.2 Structural mapping 

A combination of Sirovision and scanline mapping was done on the Nyankanga cut 8 on eastern 

pit wall bench 920_910 to define the main wall structures where prominent structures were 

identified and mapped. The mapping revealed that most of the structures in the Nyankanga Pit 

dip between 50° and 70°, with a dip direction ranging from 320° to 350°. A stereonet summary of 

this mapping data is presented in Figure 4-5 while the joint sets summary is outlined in Table 4-5. 

The joints are spaced 0.2–0.42 m along the scanline, the surfaces are slightly rough, and joint 

apertures are mostly less than 5 mm filled with clay or calcite. The groundwater condition is 

generally moist, with water dripping in a few areas. The mapping results are presented in 

APPENDIX A. 
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Mapping 
data 

Dip 
direction 

Dip 
angle 

Count 134 134 

Minimum 8 17 

Maximum 353.8 90 

Average 227.39 57.4 

Median 239.7 58.5 

StDev 97.49 19.65 

CoefOfVar 0.43 0.34 

Perc25 135 42.75 

Perc50 239.7 58.5 

Perc75 321.4 72.38 

Perc95 350 88  

Figure 4-5: The stereonet of the mapped structures 

Table 4-5: The joint sets summary 

Joint Set Average Dip 
(°) 

Average Dip 
Direction (°) 

Size Range 
(mm) 

Number of 
joints 

Set 1 65-75 320-350 3-10 52 

Set 2 60-70 120-140 2-10 26 

Set 3 80-90 170-190 5-10 20 

4.2.3 Point load test  

Point load tests are widely used on cylindrical cores or irregular specimens in rock engineering to 

determine the point load strength index, Is  (PLSI). These tests are simple to perform with little or 

no specimen preparation required and can be done in the field using simple tools or in the 

laboratory using testing machines. PLSI is used as a quicker way to estimate the UCS of rock 
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samples. In mine sites, cores are usually cut into two equal parts, and one is sent to the laboratory 

for geochemical analysis.  While estimating PLSI using ISRM standardized methods (Franklin, 

1985) from full-core or irregular lumps is easy, it is not a straightforward approach to the half-core 

samples.  

Is is determined from a rock specimen of any shape or size, and by applying correction to a 

standard 50mm sample, the standardized PLSI, (Is(50)) is obtained. The standard requirements for 

the test sample for estimation of Is are as shown in Figure 4-6. The Is is estimated from the 

equation (3.5) where P is the failure load in kN and De is the equivalent diameter in mm. 

2s

e

P
I

D
  (3.5) 

If the specimen is loaded diametrically (Figure 4-6 (a)), De equals the diameter of the sample and 

the distance between the loading plates.  For an irregular lump loaded axially (Figure 4-6(b)), De is 

defined from equation(3.6). 

0 5

1 24

2

.

e

W WWD
D and W



 
  
 

 (3.6) 

The ratio D/W is at least 1/3 and the sample length is at least 0.5W. 

For half a core sample the area is given by 
2

8
half

D
A


 ; the equivalent diameter De can be 

estimated from equation (3.7). 

2 4 half
e

A
D


  (3.7) 

Correcting Is to a standard sample size of 50 mm, Is(50)   ISRM suggests a correction factor CF in 

equation (3.8). 
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Figure 4-6: Specimen shapes suggested by ISRM 1985 
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Given the importance of UCS in rock engineering design and analysis projects, several studies 

have been conducted to estimate UCS from simpler tests such as PLSI. The tests conducted by 

Yin et al. (2017) on granitic rock samples determined that the ratio of UCS to PLSI is around 22.3. 

Similar tests done by Şahin et al. (2020) on half-core samples from 12 different rock samples 

determined that the UCS ranges from 12.3 to 14.9 times the PLSI.  

Point Load Strength Index (PLSI) tests were conducted in the field to establish the correlation 

between Uniaxial Compressive Strength (UCS) and PLSI for the three rock types under study: 

plagioclase-rich diorite (DPH), hornblende-rich diorite (DHP), and banded iron formation (BIF). 

Half-core samples were used. Sample preparations and test procedures followed the ISRM 

standards (Franklin, 1985) and calculations of PLSI, (Is(50)) using the relationships suggested by 

Şahin et al. (2020). Portable equipment; Point Load Tester model 6510 in Figure 4-7 was used to 

crush the sample and obtain the failure load (P). Relationships in equations (3.5), (3.7), and (3.8) 

were used to calculate Is(50). The test results are presented in Table 4-6. 
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Table 4-6: Relationship between UCS and Is(50) 

Rock type 
UCS (MPa) 

Mean±STD 

Number of 
samples 

PLSI (MPa) 

Mean±STD 

Number of 
samples 

UCS to Is(50) 

ratio 

DHP 110.39 2 6.78±1.58 20 8.58 

BIF 126.02±8.03 7 6.11±2.57 13 18.60 

DPH 46.36±5.22 4 5.40±1.13 12 18.06 

 

 

Figure 4-7: Point Load Strength index test setup 

4.2.3.1 Dynamic properties of the rock 

The fracture behavior of rocks depends on mechanical properties and rock structural features 

such as composition, grain size, shape, and microstructure as discussed in section 2.4.3. Grain 
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shape and size significantly influence the material's response to static and dynamic loading. 

Smaller, equidimensional grains offer greater resistance to fracturing under static loading by 

minimizing stress concentration. In dynamic loading, the smaller, equidimensional grains are 

better at absorbing and dissipating energy, thereby reducing the likelihood of failure compared to 

larger or elongated grains. 

The mechanical testing performed in this study occurred under quasi-static stress with the strain 

curve defined by the constant strain rate ranging from 10-5 to 10-3 s-1. Blast wave loading is a high 

strain rate phase estimated to occur between 101 to 104 s-1 (Chitombo et al., 1999, Fleetwood et 

al., 2009, Zhang and Zhao, 2014, Sun, 2013). In this range, a significant increase in rock strength 

has been observed. From equations (2.39) and (2.42) the dynamic UCS and tensile strength can 

be estimated for strain rates higher than 10s-1. Assuming that the crushing zone forms at a strain 

rate ranging from 100 to 1000 s-1 and the fracture zone between 10 and 100 s-1 the values for 

dynamic compressive strength and dynamic tensile strength for BIF are estimated from static 

values as seen in Table 4-7.  

The dynamic Young’s modulus was estimated using equation (2.45). The known static Poisson’s 

ratio is used in a position of dynamic Poisson’s ratio in this study. The formula to estimate the 

dynamic Poisson ratio from P-wave velocity (Vp) and S-wave velocity (Vs) in equation (2.46) is 

shown to be suitable for low-stress waves (Sun, 2013) which is not the case in high-stress 

environments such as blasting. 
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Table 4-7: Estimated rock dynamic properties 

Parameter (Unit) Static value DIF Dynamic value 

UCS (MPa) 126.02 2 - 4.16 252.16 - 524.24 

Tensile strength (MPa) 14.16 1.7 - 3.48 24.10 - 49.28 

Young’s modulus (GPa) 90.83 - 122.76 

Poisson ratio 0.24 - 0.24 

4.2.4 Blast design and explosive properties  

The arrangement of blasthole rows in a shot includes a pre-split line followed by the two rows of 

buffer holes for wall control, and then production blastholes which is a bigger portion of the blast 

shot. Detailed pattern parameters are presented in Figure 4-8 and Table 4-8. The blastholes are 

drilled vertically in a staggered pattern and charged with a specially manufactured emulsion by 

ORICA; Fortis extra with properties summarized in Table 4-9 (ORICA, 2018). The detonation 

method used is a bottom-up approach, with the booster and detonator positioned 1.5 meters from 

the bottom of the blasthole. 

VOD measurements were conducted in the field to determine the efficiency of explosive 

detonation using MREL’s Micro-Trap Data Recorder. The equipment operates under the constant 

resistance wire theory described in section 2.2.2. Figure 4-9 shows a sample of VOD 

measurements. Cup density measurements were also completed to monitor explosive gassing 

and obtain the final explosive density. Table 4-10 presents details of measured VOD and explosive 

density. The blasthole depths do not match the design precisely due to an uneven bench floor and 

operational errors. 
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 Figure 4-8: Blast design layout  

 Table 4-8: Blast design parameters 

Parameter (unit) Symbol Pre-split Buffer 1 Buffer 2 Production 

Hole diameter (mm) D 127 127 203 203 

Burden (m) B 1.3 3.5 3.5 5.5 

Spacing (m) S 1.2 3 4.5 6.5 

Bench Height (m) H 10 10 10 10 

Sub-drilling (m) Sd 1.2 1.2 1.5 1.5 

Hole depth (m) Hd 11.2 11.2 11.5 11.5 

Stemming length Sl - 6.5 6 4.5 

Explosive density(kg/m3) ρe - 1,207 1,207 1,207 

Maximum instantaneous charge (kg) W 15 73 210 267 

Powder factor (kg/m3) PF - 0.70 - 0.75 
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Table 4-9: Explosive properties 

Explosive property (units) Value 

Density (g/cm3) 1.10 – 1.25 

Minimum diameter (mm) 64 

VOD (km/s) 4.1 – 6.7 

Relative Effective Energy (REE), (%) 151 - 189 

Bulk Energy (MJ/kg) 3.47 – 4.35  

Priming Electronic detonators (I-kon) 

Booster Trojan 400 g boosters 

Hole-to-hole delay (ms)  2 - 8 

Row-to-row delay (ms) 100 

 

 

Figure 4-9: VOD measurement from blasthole EC3 
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Table 4-10: VOD and explosive density measurements 

Pit/Lavel/Shot Hole ID Rock 
properties 

Hole 
depth 
(m) 

Initial 
density 
(kg/m3) 

Final 
density 
(kg/m3) 

VOD 
(m/s) 

Nyankanga        
8/910/ 6 

KO2 
Hard, less 
fractured 

12.8 1250 1180 4401.5 

Nyamulilima 
1/1460/3&4 

EC1 Sub-soil 10 1265 1217 4694.0 

Nyamulilima 
1/1460/3&4 

EC2 
Transitional 

rock 
9.8 1265 1217 5334.0 

Nyamulilima 
1/1460/3&4 

EC3 Sub-soil 9.4 1265 1217 4727.0 

4.3 Blast monitoring 

Blast monitoring involved measurements of ground vibrations and visual observations. Instantel 

Micromate, commonly used in far-field monitoring was used to monitor vibration and air 

overpressure. The geophone was positioned at different locations for various blast shots, and the 

monitoring distance was calculated as the distance from the geophone to the specific blasthole 

that detonated at the corresponding delay, following the designed initiation sequence. Data 

recorded over five production shots indicated wave perpendicular velocity components in 

longitudinal (Long), transverse (Trans), and vertical (Vert) directions measured in mm/s. The 

sampling frequency was set to 2,048 samples per second, with a lower trigger level of 5 mm/s, 

which activates the geophone to collect vibration data when the shot is initiated. The seismograph 

also recorded wave frequencies or duration of vibration, peak accelerations (g), and air 

overpressure level (Pa) for each event. The geophone recording range is limited to 254 mm/s and 

the air overpressure (air blast) microphone is limited to 500 Pa. 
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Based on the Office of Surface Mining, (OSM), among the measured particle orthogonal velocities, 

the component with the greatest amplitude is reported as the peak particle velocity (PPV). In this 

case, as far as blast damage is concerned, the peak particle velocity is considered the peak vector 

sum (PVS) of the three components. Figure 4-10 shows a sample vibration monitoring setup and 

the calculated PVS for the same shot are shown in Figure 4-11.  

 

Figure 4-10: Vibration monitoring shot NY8_910_04 

The data obtained was filtered, and a relationship between the scaled distance (SD2) and particle 

velocity was derived using equation (2.49) as seen in Table 4-11 and Figure 4-12. The correlation 

coefficient of 0.86 indicates a strong relationship between PPV and scaled distance, suggesting 

that the model fits the data well. However, this conclusion is based on a small sample size, which 

may not fully capture the variability in the data. For critical applications, it is essential to increase 
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the sample size to ensure that the results are reliable and can be confidently applied to predict 

outcomes in similar scenarios. 

 Although frequency is a crucial factor in estimating damage during blasting operations, it was 

not analyzed in this study.  The Micromate analyzes frequencies ranging from 2 to 250 Hz. The 

dominant frequency is defined as the frequency with the maximum amplitude over the whole 

frequency range.  The Fast Fourier Transform (FFT) frequency recorded for each channel ranged 

from 19 to 55 Hz at a distance range of 122 to 225m. The waveforms for shot 910_3 and shot 

920_6 were not calculated. According to Instantel (2015), this can be caused by the complex 

nature of the waveforms or large offset values. From the visual observation during and after 

blasting, there was no indication of premature escape of explosive energy or explosive 

malfunction in the form of stemming ejection, excessive fumes, or misfires. 

 

Figure 4-11: Resultant peak particle velocity on Shot 910#4 
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Table 4-11: Vibration monitoring 

Shot 
number 

Distance 
(m) 

Charge size 

(kg) (in 8ms delay) 

SD2 

(m/kg0.5) 

PVS 
(mm/s) 

Overpressure 
(Pa) 

910_3 82.82 553 3.52 110.20 > 500 

910_4 122.13 553 5.19 71.77 > 500 

910_5 206.93 553 8.80 47.03 219.4 

910_6 225.26 1,106 6.77 21.48 493.8 

920_6 550.49 277 33.11 8.52 365.6 

 

 

Figure 4-12:  Particle velocity attenuation with scaled distance 

4.4 Analytical approach to estimating damage zones 

Several methodologies have been presented to estimate and assess damage zones around the 

blastholes. Due to the complexity and uncertainty of the input parameters especially the rock 
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mass, assumptions are made which limit the applications of these models. The empirical 

formulations, for example, are often applicable to the environment similar to those used to 

develop them. To apply the model in a different environment, it is crucial to understand the 

formulation process and the assumptions that were made. Necessary modifications should be 

made to account for variabilities, such as changes in geology or structural properties. As they 

stand, these models are vital for providing insights into rock fragmentation and can serve as 

foundational models for estimating damage zones in a more uniform rock mass. 

The analytical approach to blast damage prediction is based on the calculations of the magnitude 

of the stress wave produced by explosive detonation and the radial attenuation in the rock mass. 

Parameters such as the borehole pressure or PPV are calculated. The size of damage zones is 

estimated from the critical values for the fracture mechanisms. This study uses a combination of 

theoretical and empirical formulas discussed in section 2.5.1 and a series of steps presented in 

section 3.4 to calculate these parameters, determine the critical values, and estimate the damage 

zones.  

4.4.1 Crushed zone estimation 

Borehole pressure is a common parameter in blast damage estimation, especially in the crushed 

zone. Crack initiation and propagation from blasting in the vicinity of the blasthole is caused by 

the shock wave from the explosion gases pushing out the walls of the blasthole and causing 

crushing of the surrounding rock. The intensity of the stress wave and the size of the crushing 

zone depend on the properties of the rock and the explosive. The dynamic compressive strength 

of the rock and the borehole pressure are the main influencing factors in crushing zone formation.  
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Table 4-12 presents the parameters used to estimate the damage zones. These parameters were 

measured and/or estimated from the tests discussed in section 4.2.1.  

Using equations (2.43) to (2.45), the radius of the crushed zone, rc is estimated to be 168.87 mm 

which is 1.7 times the blasthole radius. The PPV (ue) at the limit of the crushed zone is estimated 

from the experienced pressure at the end of the crushed zone using equations (2.47) and (2.48) 

as 74.23 m/s. The critical peak particle velocity is assumed to occur at the mid-point of the charge 

and is thus independent of charge length. The pressure at the limit of the crushed zone, Pe is 

calculated from the estimated peak pressure attenuation function and is obtained to be 1,543.27 

MPa. Other estimated values are shown in Table 4-13. 

Table 4-12: Input parameters to damage zone prediction 

 

 

The obtained crushed zone radius and PPV at the end of the crushed zone are compared with 

results from the Hugoniot Elastic Limit (HEL) in equation (2.19), the shock wave transfer (SWT) 

approach by Sun (2013) in equation (3.9), and the site monitoring as shown in Table 4-14. UCSconfd 

is the dynamic confined compressive strength of the rock approximated to 2.5 to 5 times the 

Parameter (units) Value 

VOD (m/s) 4,789 

ρe (kg/m3) 1,208 

Es  (GPa) 90.83 

v 0.24 

Vp  (m/s) 4,369 

ρr (kg/m3) 2,680 

UCS (MPa) 126.02 

ro  (mm) 101.5 

σT  (MPa) 14.16 
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static UCS, in this case, DIF of 5 was used to calculate the radius of the crushed zone using the 

SWT approach. 

Table 4-13: Damage zones estimated 

Parameter (units) Value 

Pd (MPa) 6,925.15  

Pb (MPa) 3,462.58  

Ed (GPa) 122.76  

K (MPa) 98,998  

CZI 26.41  

rc (mm) 168.87  

Φ  -1.59 

Pe (MPa) 1,543.27  

ue (m/s) 74.23  

Ucr (m/s) 1.25 

us (m/s) 0.70  

 

1

2

0

v

c

confd

Pb
r r

UCS



 
  
 

 
(3.9) 

It is observed that the results obtained offer a good comparison with the other approaches with 

the percentage error within 15 % for the crushed zone radius and 7.0% for the PPV at the end of 

the crushed zone. It is further observed that far-field monitoring underestimates PPV close to the 

charge. Beyond one metre from the blasthole, far-field measurements offer a good comparison 

with SWT as seen in Figure 4-13. This agrees with the observations made by Blair and Minchinton 

(1997) that the PPV estimated from the far-field monitoring is valid for distances ten times the 

blasthole radius.  
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Since PPV and pressure could not be monitored on-site in the near field for direct comparison with 

the results, the SWT approach and HEL equation were used as alternatives. Although these 

methods show consistency, they may not be entirely reliable for validating the results. For critical 

operations, comparison with real-world data is recommended. 

Table 4-14: Crushed zone parameters comparison 

Approach rc (m) Pe (MPa) PPV (m/s) 

Study approach 0.169 1,543.27 74.23 

SWT 0.194 1,353.70 79.39 

HEL 0.164 1473.47 76.37 

Far-field monitoring 0.169* 592.82 50.63 

4.4.2 Fracture zone estimation 

Vibration monitoring data and the rock’s dynamic tensile strength were used to estimate the 

damage beyond the crushed zone limit, (CZL). From the range calculated from equations (2.40) 

and (2.42) dynamic tensile strength of 2.5 times the static tensile strength was used to estimate 

the fractured zone limit (FZL). Using Forsyth expression in equation (2.50) with the input 

parameters in Table 4-12 the critical peak particle velocity in the dynamic tensile fracture zone, 

ucr was calculated to be 1.25 m/s. This value corresponds to a burden distance of 5.25 m. Further 

cracking from this point can be caused by the spalling effect when the compressive wave reflects 

at the free face and transforms into a tensile wave. If the intensity of this wave exceeds the tensile 

strength of the rock, it induces additional fractures. 

Interaction from neighbouring blastholes can also influence the extent of fracturing. In the 

absence of such interactions, the influenced zone is formed beyond the fracture zone, where no 
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fracturing relevant to fragmentation occurs; the wave induces incipient damage and swelling and 

is later lost as ground vibrations. The limits of damage zones relevant to fragmentation are 

illustrated in Figure 4-13. The site PPV was estimated from the relationship in Figure 4-12. SWT 

PPV was estimated from the relationships presented by Sun (2013) which track shock wave 

attenuation in the rock mass and estimate the damage zones.  

 

Figure 4-13: Damage zones estimated using the analytical approach 

4.5 Finite element modelling of blast-induced fragmentation 

Based on the blast design for production blast shots in Table 4-8, the rock and explosive 

properties, the simulation model was created and executed in LS-DYNA. Figure 4-14 illustrates the 

full-size single blasthole model for the intact rock. The model dimensions follow the size of the 

blast pattern, where the burden is 5.5 m, and the spacing is 6.5 m. The bench height is 10 m with 

a 1.5 m sub drill, a charge column is 7 m, and a stemming height of 4.5 m. Gravel was used as a 

stemming in the model and is represented by the soil material model (MAT_SOIL_AND_FOAM) 
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with properties adopted from Wang et al. (2013) in  Table 4-15. A 2 m depth is added below the 

bench to analyze pit floor formation. The radius of the blasthole is 0.1015 m, and a coupled charge 

was used where the diameter of the charge is the same as that of the blasthole. The detonation 

takes place 1.5 m from the bottom of the blasthole. Two free boundaries are introduced on top of 

the bench and along the burden, where the stress wave is reflected to the rock mass. Non-

reflecting boundary conditions are set on the remaining sides, allowing the stress wave to 

transmit.  

Table 4-15: Stemming parameters for soil material model 

Material 
Density 
(Kg/m3) 

Shear 
Modulus 

(MPa) 

Bulk 
modulus 

(GPa) 
Pc (KN) 

ao 
(MPa2) 

a1 (MPa2) a2 (MPa2) 

Gravel 2500 30 0.4 -6.9 3.4×10-13 7.033×10-7 3 

Mesh shape and type selection are critical to the outcomes of the simulation. Hexahedron meshes 

are chosen for their efficiency and accuracy in blocky and simple geometries like a bench layout. 

These meshes provide computational advantages by requiring fewer elements than tetrahedron 

meshes for equivalent accuracy, translating to better computation time and less storage 

requirements. Near the blasthole, where small fragmentation is prevalent, a fine mesh is selected 

to capture the details accurately. A coarser mesh is used as the distance from the blasthole 

increases and the fragmentation size grows larger. Simulations were conducted for mesh size 

sensitivity analysis using various mesh sizes (ranging from 2 cm to 5 cm, 3 cm to 10 cm, and 3 

cm to 8 cm), and it was determined that a 3 cm mesh size was optimal near the charge. This mesh 

size was then gradually increased to a maximum of 8 cm beyond half a meter from the blasthole.  
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The rock is modelled using the RHT material model, while the explosive is represented by the High 

Explosive Burn material model. To prevent mesh distortion, the Arbitrary-Lagrange-Eulerian (ALE) 

algorithm is applied to the explosive, and fluid-structure interaction (FSI) coupling is implemented 

between the explosive products and the rock, which is a Lagrangian part. 

4.5.1 Determination of RHT model parameters 

The RHT model has 39 parameters, 18 of which are obtained or estimated from the rock's physical 

and mechanical properties. Properties like the density, UCS, tensile strengths, and bulk and elastic 

shear moduli were obtained from the lab measurements, tests, and derivatives. Other parameters 

such as the Hugoniot polynomial coefficients A1, A2, and A3, the pore crush pressure (Pcrush), 

compressive and tensile strain rate dependence exponents, etc. were estimated based on the 

rock’s physical and mechanical properties. Additional parameters, such as the yield surface 

parameters (G*
c and G*

t), and others that are insensitive to simulation results, were adopted from 

the literature (Borrvall and Riedel, 2011). The RHT model parameters were estimated from BIF's 

physical and mechanical properties in Table 4-13. These properties were obtained from the 

laboratory tests and equations in Section 4.2.1.  

4.5.1.1 Strain rate dependence 

The strain rate dependence of the rock strength for the model is defined in equation (2.65) where, 

the reference strains are 3×10-5 s-1 and 3×10-6 s-1 in compression and tension, respectively. These 

reference strains were adopted from the original model (Borrvall and Riedel, 2011). The 

quasistatic tests are conducted at strain rates 0.001 and 0.01 s-1. As discussed in APPENDIX B 

section 8.1 the change in strain rate below 0.01s-1 has an insignificant change in the rock strength, 

meaning the same strengths can be used with the reference strains without affecting the results. 
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The material constants in compression and tension c  and t  are calculated from equations (2.66) 

and (2.67) as 0.01 and 0.013, respectively.  

 

Figure 4-14: Full-size simulation model of an intact rock 

4.5.1.2 Failure surface parameters 

Under quasi-static load, the failure strength of the rock is obtained from the tri-axial compressive 

tests, and the dynamic strength is estimated from the static values comparable to variable 

confining pressures. For example in this case the strain rate of up to 1000s-1 is within 0 to 100 

MPa confining pressure. Hoek-Brown failure criterion relationship can estimate the tri-axial 

compressive strength under confining pressure. The formula for intact rock is presented in 
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equation (3.10). 1  and 3  are maximum and minimum effective stresses at failure, ci is the 

uniaxial compressive strength, mi is the intact rock constant and s is the degree of fracturing of 

rock mass; for intact rock s=1. From the triaxial compressive strength tests conducted on BIF, the 

constant mi is 7.78 (obtained from mine’s Geotech database). Fitting in the values of ci  , s, and 

mi, the equation for BIF is simplified as seen in equation (3.11). 

0 5

3
1 3

.

ci i

ci

m s


  


 
   

 

 (3.10) 

0.5
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1 3 126.02 7.78 1

126.02


 

 
   

 
 (3.11) 

From equations (3.11), (2.63), and (2.64), the normalized strength ( *
f ) and normalized pressure 

 0

*P are presented in Table 4-16. The failure parameters A and N are determined to satisfy the 

condition 
03 *

rP F  (the dynamic strain rate increase factor) in equation (2.68). For the quasi-static 

state, the value of Fr is 1. If the values of 
0

*P and *
f  are substituted corresponding to the confining 

pressure from 0 to 100 MPa, the values of A and N are obtained as 1.95 and 0.6, respectively. The 

values of Q0 and B; 0.68 and 0.105, respectively, are adopted from the literature (Borrvall and 

Riedel, 2011).  
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Table 4-16: Mechanical properties under various confining pressure 

3 (MPa) 1 (MPa) P (MPa) f (MPa) 
0

*P  *
f  

0 126.02 42.01 126.02 0.33 1.00 

5 149.16 53.05 144.16 0.42 1.15 

10 170.27 63.42 160.27 0.50 1.28 

20 208.39 82.80 188.39 0.66 1.51 

40 274.73 118.24 234.73 0.94 1.87 

60 333.33 151.11 273.33 1.20 2.17 

80 387.11 182.37 307.11 1.45 2.43 

100 437.53 212.51 337.53 1.69 2.66 

 

4.5.1.3 Equation of state 

The pressure within the rock is described by the p-α equation of state for non-linear compression 

in equation (2.57). Since the BIF rock has lower porosity, α0 is set to 1. Based on equation (2.60)

taking the value of S as 1.2; T1, = A1 = 58.22 GPa, A2 is 81.51 GPa, and A3 is 30.28 GPa. Beyond 

the pore crush, inelastic deformation of rock occurs. Pore crush pressure (Pcrush) is 84.01 MPa, 

which is 2fs/3. The material constants B0 and B1 are taken from the reference values provided by 

Borrvall and Riedel (2011), where B0 = B1 = 1.22. Other parameters that could not be estimated 

from the tests such as residual parameters Af and Nf and yield surface parameters *
cG and *

tG  , 

relative shear strength *
sF  , reduction factor in shear modulus XI, and the minimum damaged 

residual strain m
p   are obtained from the reference values suggested by (Borrvall and Riedel 2011)  

and from other similar literature. Table 4-17 summarizes the RHT model parameters used for BIF 

rock blasting simulation.  
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Table 4-17: RHT model parameters for BIF rock 

Parameter (unit) Value Parameter (unit) Value 

Density, RO (kg/m3) 2,680 Compressive strain rate dependence exponent, 
c  0.0104 

Elastic shear modulus, SHEAR (GPa) 38.62 Tensile strain rate dependence exponent, 
t  0.0137 

Unit conversion factor, ONEMPA 0 Pressure influence on plastic flow in tension, PTF 0.001 

Eroding plastic strain, EPSF 2 Compressive yield surface parameter, *
cG  0.53 

Polynomial EOS parameter (Pore crush), B0 1.22 Tensile yield surface parameter, *
tG  0.7 

Polynomial EOS parameter (Pore crush) , B1 1.22 Shear modulus reduction factor, XI 0.5 

Polynomial EOS parameter, (Bulk modulus) T1 
(GPa) 

58.22 Damage parameter, D1 0.04 

Failure surface parameter, A 1.95 Damage parameter, D2 1 

Failure surface parameter, N 0.6 Minimum damage residual strain, 
m
p  0.015 

Compressive strength, 
cf  (MPa) 126.02 Residual surface parameter, Af 0.61 

Relative shear strength, *
tF  0.18 Residual surface parameter, Nf 1.6 

Relative tensile strength, *
sF  0.11 Gruneisen gamma,   0 

Lode angle dependency factor, Q0 0.68 Hugoniot polynomial coefficient, A1 (GPa) 58.22 

Lode angle dependency factor, B 0.0105 Hugoniot polynomial coefficient, A2 (GPa) 81.51 

Parameter for poly EOS, (Bulk modulus) T2 (GPa) 0 Hugoniot polynomial coefficient, A3 (GPa) 30.28 

Reference compressive strain rate, 
0

c  3×10-5 Crush pressure, Pcrush (MPa) 84.01 

Reference Tensile strain rate, 
0

t  3×10-6 Compaction pressure, Pcomp (GPa) 6 

Break compressive strain rate, 
c
  3×1025 Porosity exponent, NP,  3 

Break tensile strain rate, 
t
  3×1025 Initial porosity, 

0  1 
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4.5.2 Explosive parameters 

The high explosive burn material and Jones-Wilkins-Lee equation of state (JWL EOS) are 

commonly used to model explosive charge detonation as explained in Section 2.5.2.2. The actual 

field measurements were performed to determine the explosive VOD and density, and estimate 

Pcj. Based on the similar ranges of the VOD and E0, the JWL model constants for emulsion were 

adopted from a similar emulsion explosive E682 calibrated by Hansson (2009) from the cylinder 

expansion test as seen in Table 4-18. 

Table 4-18: High explosive material model parameters and JWL constants for Fortis extra 

Explosive 
Type 

Density 
(kg/m3) 

VOD 
(m/s) 

Pcj 

(GPa) 

A 

(GPa) 

B 

(GPa) 
R1 R2 ꞷ 

Eo 
(kJ/cm3) 

vo 

E682 1,207 4,789 6.926 276.2 8.44 5.2 2.1 0.5 3.87 0 

4.5.3 Damage mechanisms on the intact rock and model verification 

As described in section 2.4, the numerical simulation shows three main mechanisms of rock 

fracturing from explosive detonation in the blasthole resulting in three distinctive damage zones. 

The overall fracture and damage distribution in a bench along Section A and Section B from Figure 

4-14 are shown in Figure 4-15. The action of high shock waves pulverizes the area around the 

charge, forming a crushed zone (rc) represented by the red region (damage =1) in Figure 4-15(a) 

and (b). The shock wave quickly decays into a high-amplitude stress wave, creating a highly 

fractured zone followed by extended fractures in a fractured zone. This region terminates at 

around a 5 m radius (rf) along burden, as seen in Figure 4-15(b). When encountering a free surface, 

the stress wave is reflected, causing spalling where its intensity exceeds the rock's tensile 

strength, as seen on the upper and the left areas of part (a) and the upper area of part (b) in Figure 

4-15. 
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Upon explosive detonation, the blasthole expands due to gas expansion from a radius of 101.5 

mm to 132.4 mm (the initial blasthole boundaries are traced white in Figure 4-15(a)). The crushed 

zone radius is initially 0.184 mm at 0.6 ms, which is 1.8 times the blasthole radius, and later 

extends to 0.33 mm at 2.5 ms. Some studies suggest that further damage is caused by the rapid 

expansion of the explosion gases into the cracks (Ding et al., 2022). The damage decreases with 

increased distance in the fractured zone with the pattern crossing near the blasthole and 

extending radially away from the blasthole, extending to 5 m along the burden. Spalling is 

observed on the top of the bench and extends beyond 5 meters along the burden on the free-face 

side. In numerical modelling, spalling is distinguished from radial cracks by the different 

mechanisms that create them and the directions in which they propagate. This is also observed 

in field blasting, where fragmentation increases significantly when the blast shot is free-faced. 

Therefore, along the spacing, fracturing stops when the pressure drops below the dynamic tensile 

strength of the rock, while along burden spalling can occur until the reflected wave falls below the 

rock’s dynamic tensile strength. This concept is investigated further in section 4.6. 

From the discussion above, the simulation model is verified since it works the expected way, 

including the formation of damaged zones around the charge, attenuations, and stress wave 

reflection at the free face, with similar outcomes as observed in an actual blast.  
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(a) Section plane A damage (b) Section plane B damage  
 

 

 
 

Figure 4-15: Damage distribution from the simulation of single blasthole blasting 

4.5.4 Model validation 

The maximum pressure and PPV recorded at the blasthole wall are 2640 MPa and 202 m/s, 

respectively. Rapid attenuation occurs from pulverization of the blasthole wall and the 

surrounding rock causing a drop in pressure and PPV at the end of the crushed zone to 1280 MPa 

and 95.2 m/s, respectively. Gentle attenuation occurs in the fractured zone from spreading and 

the propagation of the stress wave and fractures. The pressure and PPV at the boundaries of the 

model which is also the limit of the fractured zone are 15.7 MPa and 1.9 m/s, respectively.  

Figure 4-16 compares the field measurements (vibration monitoring) in Figure 4-13 to the pressure 

and PPV curves obtained from the simulation. The field PPV and pressure values near the 

blasthole (within 1 meter) were estimated using the SWT method. The figure shows that the 

simulation results compare reasonably well with the field measurements. The comparison 

between the fitted curves for simulation pressure (Ps) and field pressure (Pf), along with their 

respective particle velocities (PPVs and PPVf), shows reasonable similarity. However, some 

rc=0.184 m 

rc=0.33 m 
rf=5.0 m 
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differences arise due to field conditions, such as the effects of rock structures, which were not 

accounted for in the simulation model. 

 

Figure 4-16: Comparison of the simulated pressure and PPV curves with field measurements 

In section 4.4 the analytical approach, field measurements, and other approaches were used to 

estimate the damage zones around the charge using the same data. The standard error (SE) was 

calculated using equation (4.12) to assess the variability or consistency between the results as 

presented in Table 4-19. SD is the standard deviation of the sample and n is the sample size. The 

results show some variability in the crushed zone parameters and a better consistency in the 

fractured zone. The overall observation indicates that the simulation results compare reasonably 

well to other approaches except for the far-field monitoring close to the blasthole as explained in 

section 4.4.1. From this comparison and the comparison of the curves in Figure 4-16, there is a 

reasonable indication that the simulation results are feasible. 
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SD
SE

n
  (3.12) 

Table 4-19: Results comparison with field measurements and estimations  

Approach rc (m) Pe (MPa) ue (m/s) rf (m) Pf(MPa) uf (m/s) 

Analytical approach 0.169 1,543 74.23 5.25 14.69 1.25 

SWT 0.194 1,261 98.24 4.75 15.85 1.23 

HEL 0.173 1,474 114.84 - - - 

Far-field monitoring 0.169* 593 50.63 5.25 13.82 1.25 

Numerical modelling 0.184 1,280 95.21 5.00 15.67 1.90 

Standard deviation (SD) 0.011 141 16.67 0.24 0.94 0.33 

Standard error (SE) 0.006 70.24 8.34 0.11 0.42 0.15 

4.6 Full-scale model to 2D model comparison 

A 2D model is constructed along an x-y plane with the same dimensions as the full-scale model 

in the same plane using the same mesh size. Similar boundary conditions to the full-scale model 

were applied with additional constraints to restrict elements' movement in the z direction to mimic 

bench blasting. The stress wave pulse monitored at the blasthole wall is shown in Figure 4-17(a) 

for a full-scale 3 m from the bottom of the blasthole and the 2D model. From the figure, the 

pressure of the shock wave at the blasthole wall is 2,750 MPa on a 2D model and 2,640 MPa on a 

full-scale model. The stress wave pulse is observed to diminish at 1 ms with a faster rate on the 

full-scale model. 

The stress wave monitoring mid bench (x,y = 3.25 mm, 2.75 m) Figure 4-17(b), indicates that the 

wave arrives at 0.6 ms after the detonation in both models. A higher spike is observed on a 2D 

model, and a second spike is caused by the wave reflection at the free face. The average stress 

is the same in both models. The comparison of damage intensity indicates more damage on a  2D 
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model, while the fracture pattern and extent are more or less the same as described in Figure 4-18. 

2D models are used for analysis in Chapter 5 due to their ease of implementation and analysis 

and reduced computational time on the plane of interest i.e. along the burden and spacing. 

(a) Blasthole wall stress (b) Mid pattern stress 

  
Figure 4-17: Stress wave comparison in full-scale and 2D simulation models 

In both models, the role of the free face in enhancing fracturing is observed with pronounced 

effects on a 2D model due to differences in how waves propagate and interact with boundaries in 

two versus three dimensions. A 2D model confines the wave energy to a plane, resulting in less 

dispersion and, hence higher intensity of the reflected wave from the boundaries.  

Radial fractures seize when the stress drops below dynamic tensile strength which, from the full-

scale model is 3.8 m along spacing where the peak pressure of the stress wave is around 21 MPa 

and 5 m along burden where the peak pressure is 16 MPa, see Figure 4-19(a). Along the free 

surface, spalling occurs, propagating towards the blasthole and seizing when the stress wave is 

below the tensile strength of the rock as seen in Figure 4-19(b). The spalling effect seizes at 
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approximately 1 m from the free face. The negative pressure is a tensile stress wave formed by 

the compressive stress wave reflection at the free face.  

(a) Full-scale bench damage (b) 2D model damage  

 

  

Figure 4-18: Damage distribution comparison for 3D and 2D simulation models 

 

(a) Maximum (Peak) pressure (b) Minimum pressure 

  

Figure 4-19: Pressure of stress wave at the free-face along burden and spacing 

4.7 Summary and Conclusion 

Chapter 4 discusses the use of both analytical approaches and finite element simulations to study 

the blasting process and mechanisms, as well as to estimate damage zones around the blasthole. 
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The chapter delves into the types of data required for these approaches and explains how this 

data is obtained or estimated through laboratory and field measurements. It includes detailed 

descriptions of the measurements and experiments conducted to determine the properties of the 

explosives and the physical, mechanical, and structural properties of the rock. Additionally, the 

chapter addresses the estimation of parameters that could not be directly measured in the field. 

The analytical approach uses the rock and explosive properties to estimate the damage zones 

from the existing empirical formulas with some modifications to account for the strength increase 

in dynamic fracturing. Finite element numerical modelling is performed in the LS-DYNA program 

to study blast wave propagation, fracture distribution, and estimate damage zones. For the 

numerical simulations, the parameters for the RHT material model and the JWL EOS needed to be 

estimated; the calculations and assumptions are covered in this chapter.  

From the rock and explosive properties, it is shown that the crushed zone extends to around 0.2 

m radius, and the fractured zone extends up to 5 m with extra fracturing occurring near the free 

face. The results from these two approaches were compared with results from other approaches 

such as SWT, HEL, and far-field monitoring. The results show that these models have relatively 

similar results except for the far-field monitoring estimations close to the blasthole. The 

established relationships between pressure and PPV with the distance from the blasthole, derived 

from the fitted curves, can be used to estimate the parameter value at any distance and determine 

the extent of damage based on rock strength. However, as shown in Figure 4-16 the results are 

not precisely the same. The variation can be attributed to the influence of rock mass properties, 

which were not accounted for in the numerical simulation.  
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CHAPTER 5  

THE INFLUENCE OF ROCK PROPERTIES AND EXPLOSIVE 
PROPERTIES ON BLAST-INDUCED FRAGMENTATION 

This chapter covers the analysis of explosive strength properties, rock mass strength, and structural 

properties on stress wave propagation and crack development. It examines the influence of contacts 

between soft and hard rock, as well as discontinuity parameters, including infill material, width, continuity, 

distance from the charge, and the presence of single and multiple discontinuities at various orientations. 

The results are compared with fragmentation analysis for validation and provide valuable inputs to blast 

design and the improvement of blast-induced fragmentation prediction models, which will be covered in 

Chapter 6.  

Two sections of this chapter were published as: 

1. Dotto, MS., Apel, D., and Pourrahimian, Y. (2024), “Investigating the influence of 
discontinuity parameters on blast-induced fragmentation”, International Journal of Mining, 
Reclamation, and Environment, 1-25.  https://doi.org/10.1080/17480930.2024.2347128 

2. Dotto, MS. and Pourrahimian, Y. (2024), “The Influence of Explosive and Rock Mass 
Properties on Blast Damage in a Single-Hole Blasting”. Mining, 4(1), 168-88. 
https://doi.org/10.3390/mining4010011. 
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5.1 Introduction 

Several factors affect fragmentation from blasting. Extensive studies have been done over several 

decades to understand the influence of blast input parameters on improving blast outcomes. The 

numerical study on the burden size conducted by Saadatmand Hashemi and Katsabanis (2020) 

showed that the extent of damage decreases with the increase in burden size. They suggested 

that an optimum burden is the one that allows the reflected tensile cracks to be formed from the 

wave reflection within the influenced zone.  Regarding the specific charge, the study conducted 

by Rustan (2013) showed that increasing specific charges improves fragmentation, but larger 

specific charges result in higher over-breaks. The spacing between blastholes plays an important 

role in rock fragmentation, similar to initiation delay by allowing enough time for the cracks to 

grow between the blastholes with minimum interference from each other. Larger spacing leads to 

poor fragmentation and increased burden for the subsequent rows.  

The rock mass's physical, mechanical, and structural properties determine the extent of the area 

influenced by the stress wave propagation. The influence of structural properties on blast-induced 

fragmentation studied by several researchers for various applications (Chen and Zhao, 1998, 

Ismail and Gozon, 1987, Wang et al., 2019, Yang et al., 2018, Jiang et al., 2023, Zhu, 2011, Chen et 

al., 2022) indicate that the presence of interfaces as rock contacts, fractures, joints, etc. may 

result in partial propagation, reflection, or total arrest of the stress waves and cracks in variable 

proportions depending on the properties of structures and strength of the stress wave. This 

complicates the blasting process and blast outcomes and is worth investigating.   

Wei et al. (2024) used 3D finite element simulation to reconstruct bench blasting in jointed rock 

masses. Their comparison of simulation results to field fragmentation demonstrated that 
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simulation is an effective tool for modelling bench blasting, with an error margin of only 12.8%. 

Similarly, Wang et al. (2018) observed through lab tests and numerical simulations that joints with 

lower yield strength hinder wave propagation across the joint and can highly affect the fracturing 

of the rock mass. Ding et al. (2022) studied stress wave transmission and crack propagation in 

soft and hard composite rocks, noting an increase in fragmentation in hard rock when the wave 

travels from hard to soft rock. These studies provide valuable insights into the application of finite 

element simulation in blasting problems, highlighting some factors that influence blast outcomes, 

although they are not exhaustive. 

This chapter investigates the explosive strength properties, as well as the rock's strength and 

structural properties, and their influence on blast energy distribution and crack propagation. The 

analysis outcomes offer a deeper understanding of the blasting process with variable input 

parameters and can be used to enhance blast fragmentation prediction models and provide 

guidance for optimizing blast designs.  

5.2 Explosive properties 

ANFO and emulsion are the commonly used commercial explosives in civil and mining 

applications. The choice of one over the other depends on the energy requirements from the rock 

properties and the presence of water/moisture in the blastholes. The EOS parameters for 

emulsion are presented in Table 4-18. Similar parameters for ANFO have been adopted from 

Sanchidrián et al. (2015) as seen in Table 5-1. 

Explosive properties and rock properties govern the formation of damage zones and crack 

distribution around the charge. Four scenarios are evaluated on the influence of explosive strength 

properties (VOD, density, and detonation pressure) on the formation of damage zones in hard and 
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soft rocks. Using the criteria above, an emulsion in this study is termed a high-strength explosive, 

and ANFO is a low-strength explosive.  

Table 5-1: High explosive material model parameters and JWL constants for ANFO explosive 

Explosive 
Type 

Density 
(kg/m3) 

VOD 
(m/s) 

Pcj 

(GPa) 

A 

(GPa) 

B 

(GPa) 
R1 R2 ꞷ 

Eo 
(GPa) 

vo 

ANFO 902 4,426 4.503 207.79 2.91 5.91 1.08 0.4 2.29 0 

 

Rock strengths are categorized by their UCS, tensile strength, Young's modulus, and Poisson ratio. 

The estimated RHT material properties for BIF in Table 4-17 are used for hard rock simulation, and 

the sandstone RHT properties are estimated from the properties adopted from Jeong and Jeon 

(2018) in Table 5-2. The estimated RHT material properties for soft rock simulation are shown in 

Table 5-3.  

A single blasthole 2D model is used in the simulation with a blasthole diameter of 203 mm and a 

square pattern of 5.5 m by 5.5 m. The same mesh sizes as the previous chapter (3 cm to 8 cm 

hexahedral) were used. The elements were constrained with fixed boundaries on three sides, with 

no movement on the z-axis; the top boundary and the burden side were left as free boundaries. 

Table 5-2: Sandstone physical and mechanical properties 

Density 
(kg/m3) 

UCS 
(MPa) 

Tensile 
strength (MPa) 

Young modulus 
(GPa) 

Poisson 
ratio 

P-wave velocity 
(m/s) 

2400 88 0.1×UCS 25 0.3 2589 

 

A single blasthole 2D model is used in the simulation with a blasthole diameter of 203 mm and a 

square pattern of 5.5 m by 5.5 m. The same mesh sizes as the previous chapter (3 cm to 8 cm 
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hexahedral) were used. The elements were constrained with fixed boundaries on three sides, with 

no movement on the z-axis; the top boundary and the burden side were left as free boundaries. 

Table 5-3: Sandstone RHT material model parameters 

Density, RO (kg/m3) 2,400 Comp. strain rate exp., BETAC 0.026 

Elastic shear modulus, SHEAR (GPa) 9.8 Tens. strain rate exp., BETAT 0.007 

Unit conversion factor, ONEMPA 0 Pressure influence in tension, PTF 0.001 

Eroding plastic strain, EPSF () 2 Comp. yield surface par, GC 0.53 

Par for polynomial EOS (Pore crush), B0 1.2 Tensile yield surface par, GT 0.7 

Par for polynomial EOS (Pore crush), B1 1.2 Shear modulus reduction factor, XI 0.5 

Par for polynomial EOS, (Bulk mod) T1 (GPa) 12.87 Damage parameter, D1 0.04 

Failure surface parameter, A 1.6 Damage parameter, D2 1 

Failure surface parameter, N 0.6 Min damage residual strain, EPM 0.015 

Compressive strength, FC (MPa) 88 Residual surface parameter, AF 0.61 

Relative shear strength, FS 0.1 Residual surface parameter, NF 1.6 

Relative tensile strength, FT 0.1 Gruneisen gamma, GAMMA 0 

Lode angle dependency factor, Q0 0.68 Hug. polynomial coefficient, A1 (GPa) 12.87 

Lode angle dependency factor, B 0.05 Hug. polynomial coefficient, A2 (GPa) 18.02 

Par for polynomial EOS, (Bulk mod) T2 (GPa) 0 Hug polynomial coefficient, A3 (GPa) 6.69 

Reference compressive strain rate, EOC 3×10-5 Crush pressure, PEL (MPa) 58.67 

Reference Tensile strain rate, EOT 3×10-6 Compaction pressure, PCO (GPa) 6 

Break compressive strain rate, EC 3×1025 Porosity exponent, NP 3 

Break tensile strain rate, ET 3×1025 Initial porosity, ALPHA 1 

Figure 5-1 shows the peak pressure and PPV monitored at locations 0.2 m, 0.5 m, 1 m, 2 m, and 3 

m from the charge. Hard rock with a high-energy explosive (emulsion) experiences high pressure 

and low PPV, unlike soft rock. The pressure attenuates faster in soft rock. Due to higher strength 
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the size of the crushed zone formed around the hard rock is relatively small (0.33 m radius) and 

with a good energy confinement associated with rock hardness (also indicated by low PPV) a 

larger fractured zone is formed, extending to 5 m at 2.5 ms simulation time. On the contrary, a 

bigger crushed zone is formed around the soft rock (0.54 m radius) with a reduced fractured zone 

(4.0 m) as demonstrated by Figure 5-2. Further cracking is observed along the free face with 

different shapes for the two rock types used.  

With ANFO the peak pressures recorded are relatively lower for both rock types with much lower 

values in hard rock. Considerable stress wave energy is used up in forming the crushed zone (0.3 

m radius) slightly less than the emulsion and the fractured zone is reduced to 4.5 m. Burden 

fracturing is significantly reduced and much less energy is reflected on the free face. On the soft 

rock, the sizes of damage zones are the same: 0.54 m crushed zone and 4 m fracture zone. The 

overall energy distribution is improved with ANFO explosives, as demonstrated in Figure 5-2, but 

higher damage extents are achieved by emulsion, as seen in Figure 5-3. Similar results on stress 

wave decay and crack formation were obtained by Ding et al. (2022) from the numerical simulation 

and empirical formula.  



Chapter 5: Analysis of factors influencing blast-induced fragmentation                                                                     114                  

 

 

  
Figure 5-1: Pressure and PPV attenuations in soft and hard rock 

Hard rock & Emulsion (0.3 m,5 m) Soft rock & Emulsion (0.54m,4 m)  
 
 
 
 

 
 
 

  
Hard rock & ANFO (0.3 m, 4.5 m) Soft rock & ANFO (0.54m,4 m) 

  
Figure 5-2: Damage zone extents in soft and hard rock 
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Figure 5-3: Damage percentage distributions for various explosives and rocks 

5.3 Explosive energy transmission through rock contacts 

The natural rock mass is heterogeneous and usually consists of layers with different rock 

compositions, properties, thicknesses, etc., making their mechanical properties different from a 

homogeneous rock mass. Such responses need to be addressed in engineering designs, such as 

blast design. Contacts between different rock types are commonly formed from magma intrusion, 

faulting, or deformation of bedding rocks. The contact between soft rock and hard rock in blasting 

results in variable energy dissipation at the interface and hence variable stress wave attenuations. 

Studies on the behavior of the transmitted wave through interfaces with different impedances 

show that the wave can either be attenuated or enhanced depending on the direction of wave 

travel. The presence of interfaces may cause partial propagation, reflection, or total arrest of the 
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contact between “hard-to-soft” and “soft-to-hard” with the interface at 1.5 m from the blasthole.  

The second scenario is “hard-soft-hard” and “soft-hard-soft” with interfaces at 1.5 and 2.5 m from 

the blasthole and monitoring points at 1, 2, and 3 m distances (M1, M2, and M3) as demonstrated 

in Figure 5-4 for pressure and PPV monitoring. 

Comparing the intact soft rock, the stress wave attenuates when passing through the interface 

from “hard-to-soft” rock as seen in Figure 5-5 (a) and (c), and is enhanced through the “soft-to-

hard” interface, as seen in Figure 5-5 (b) and (d). This was also observed by Ding et al. (2022) and 

Fan et al. (2018). The pressure is reflected in the “hard-to-soft” interface, resulting in double peaks 

on the incident side. The PPV is enhanced through “hard-to-soft” contact, as seen in Figure 5-6 (a) 

and (b), and attenuates through “soft-to-hard” contact, as seen in Figure 5-6 (b) and (d). 

 

Figure 5-4: General models for the simulation of contacts between soft and hard rock 

On multiple contacts, energy transmission and reflection across the contacts follow the same 

trend, although depending on the interface, for example, on “hard-to-soft-to-hard” (HSH) in Figure 

5-5 (e) and (c), the pressure on the soft rock at 2 m increases due to increase in confinement 

causing increase in the pressure transmitted to the hard rock at 3 m distance. The opposite t this 
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is observed on “soft-to-hard-to soft” (SHS) in Figure 5-5 (d) and (f).  As demonstrated in Figure 

5-6(e) and (f), the PPV decreases on HSH contacts and increases on SHS contacts. 

Figure 5-5: Pressure curves across the interfaces of soft and hard rock 
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Figure 5-6: PPV curves across the interface of soft and hard rock 
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wave is higher than the rock's tensile strength, causing further fracturing. On the contrary, on the 

“hard-to-soft” interface, the stress is attenuated but still above the soft rock strength and 

therefore, the cracks propagate as seen in Figure 5-7 (a). Additional burden fracturing is observed 

on HSH contact from the stress wave reflection at the free face. Similarly, new cracks are 

observed mid-bench on the hard section of SHS contacts due to stress wave reflection on the 

second interface. Generally, cracks are likely to be terminated on the “soft-to-hard” interface and 

propagated on the “hard-to-soft” interface. 

(a) Hard/Soft rock contact (b) Soft/Hard rock contact  
 

 
 
 
 

 

  
(c) Hard-Soft-Hard contacts (d) Soft-Hard-Soft contacts 

  

Figure 5-7: Damage propagation beyond the contacts between soft and hard rock  
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5.4 The effects of joint parameters on blast fragmentation 

The most common feature encountered in the rock mass is the joints formed from brittle rock 

fracture, usually by tensile stress acting on a solid rock. The joints can be empty or filled with 

various materials such as clay, sand, etc. When the rock fractures and somehow gets displaced, 

it forms a fault. The joints and their properties influence overall rock strength, the interaction of 

explosive energy with the rock, and the subsequent fragmentation during blasting. Understanding 

the influences of joints’ properties is important in enhancing blast designs.  

5.4.1 Joint infill material 

The infill material influences energy distribution in blasting. Depending on the properties of the 

infill material, the joint can absorb, reflect, or propagate explosive energy at various proportions, 

leading to various outcomes. The effect of infill material is analyzed through simulations of empty 

joints (air-filled joints) and joints filled with clay material. Air is modelled as NULL material and 

ALE part with properties described in Table 5-4, while the clay infill is modelled using the plastic 

kinematic material model as a Lagrangian part with properties detailed in Table 5-5. A 2D model 

consisting of a single blasthole 203 mm in diameter and a square pattern 5.5 by 5.5 m is used in 

the simulation with a 3 cm joint wide 1 m from the blasthole. The same model size and blasthole 

size is used for the analysis of the remaining joint parameters. 

Table 5-4: Air material parameters 

Density (kg/m3) C4 C5 C6 Eo (MPa) Vo 

1.29 0.4 0.4 0 0.5 1 
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Table 5-5: Clay material parameters 

Density 
(kg/m3) 

Young's 
Modulus 

(GPa) 

Poisson's 
ratio 

Yield 
stress, 
(MPa) 

Tangent 
Modulus, 

(GPa) 

Hardening 
parameter 

Failure 
strain, 

FS 

1,600 5 0.35 0.4 4 0 0.5 

When the stress wave encounters the joint, partial or complete reflection and transmission occur 

with energy re-distribution depending on the material type. In this case, as demonstrated in Figure 

5-8 (a) reflection at the joint/rock boundary is observed on the pressure contours at 0.7 ms. More 

energy is reflected on air-infill joints leading to excessive failure on the incident side around the 

charge and less fracturing on the opposite side as illustrated by Figure 5-8 (b) and Figure 5-9. The 

number of damaged elements when the joint infill material is clay (see the dotted graphs in Figure 

5-9) is higher than in the air-infill joint model, except for higher damage levels between 0.8 and 1. 

This is contributed by the elements on the incident side of the air-filled joint as seen in Figure 5-8 

(b). The peak pressure from the blasthole was monitored at various intervals. Figure 5-10 

illustrates the relationship between pressure and distance from the two infill materials. The stress 

waves closer to the blasthole are lower when joints are present with a much lower value in the air-

filled joint. Pressure at 1 m is higher for the air-infill joint due to wave reflection at the joint; the 

pressure drops and falls below the clay curve beyond 2.5 m. Changing the properties of the clay 

will lead to different results depending on the material’s yield strength (Wang et al., 2018). The 

transmission of wave energy also depends on factors such as the angle at which the wave meets 

the interface. Further analysis of joint angles and their impact will be discussed in Section 5.4.4. 
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(a) Pressure  

   

(b) Damage 

   

Figure 5-8: The effect of empty joint and clay as joint infill material on the extent of damage 

 

 Figure 5-9: Cumulative damage distribution for empty joint and clay as infill material 

0

10,000

20,000

30,000

40,000

0

0.2

0.4

0.6

0.8

0 0.2 0.4 0.6 0.8 1

N
um

be
r 

of
 e

le
m

en
ts

C
um

ul
at

iv
e 

pe
rc

en
ta

g
e

Damage

Cum clay damage

Cum air damage

Clay damage

Air damage



Chapter 5: Analysis of factors influencing blast-induced fragmentation                                                                     123                  

 

 

 

Figure 5-10: Pressure across a 3 mm joint with clay and air-infill materials 

5.4.2 Joint width and persistence 

For the same type of infill material, various outcomes can be expected from various joint widths 

and persistence. Two cases are presented with joint widths set at 3 cm and 10 cm for the same 

pattern size and explosive. Clay material is used as a filling in the joints. Comparing the two cases, 

the damage on the opposite side of the joints decreases significantly as the width increases. From 

Figure 5-11(a), several cracks are observed on the opposite side of the joint on a 3 cm wide joint. 

When the joint width is 10 cm, the explosive energy attenuates significantly with the least 

fracturing on the opposite side of the joint.  

When the stress wave reaches the interface, the stiffness of the joint increases at a rate that 

depends on the joint’s thickness and the normal stress. For the same infill material and normal 

stress, smaller joints have higher specific stiffness growth than wider joints. An increase in joint 

stiffness increases the joint's transmission coefficient. 
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 Damage in 3cm full-size joint Damage in 10 cm full-size joint  

 

(a) 

  

(b) 

 

Figure 5-11: Damage distribution and pressure curves for 3 cm and 10 cm joint widths 

Figure 5-11(b) describes the pressure history for both cases before, within, and after the joint. The 

double peaks are observed on the pressure curves before the joint from the wave reflection at the 

joint; more energy is absorbed on a wider joint. The pressure inside the joint is higher than the 

incident pressure in both cases; lower peaks are observed in the wider joint due to higher joint 

compressibility. The transmitted stress wave on a wider joint is much lower due to joint 

deformation under the stress wave, which is also seen at the rock/joint interface in Figure 5-11(a); 

extra energy absorption causes a further decrease in the energy transferred across the joint. 

Joint persistence refers to the continuity of the joint in the rock mass. For the same joint 

properties and orientation, fracturing is favoured by discontinuous joints by the formation of new 

fractures from stress concentration on the cracks/joint tips and uninterrupted energy 
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transmission on the rock bridges as illustrated in by the damage and pressure contours in Figure 

5-12(a) and (b). Similar outcomes were observed by Jayasinghe et al. (2019). 

(a) Damage in 3 cm 5 m joint Damage in 10 cm 5 m joint  

 

 

  
(b) Pressure 10 cm joint full size at 0.6 ms Pressure 10 cm joint 5 m at 0.6 ms 

 

 

  

Figure 5-12: Variability in stress and damage distribution with joint continuity 

5.4.3 Joint distance from the blasthole 

During blasting, the stress wave encounters joints in the rock mass at various distances. The 

strength of the transmitted wave and, hence, fracture distribution beyond the joint depend on the 

properties of the joint and the distance the joint has been encountered, which, in light of 

attenuation, define the intensity of the incident wave. Four scenarios are presented with a joint at 

0.5, 1, 2, and 3.25 m; with the same joint properties and orientation. The analysis of the fracture 

pattern generated in the four cases indicates that the closer the joint is to the blasthole; the more 
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energy is reflected and used up on joint deformation, causing less fracturing on the opposite side 

as is the case with the 0.5 and 1 m distance joints in Figure 5-13.  

0.5 m distance 1 m distance  

  

 
 
 
 
 

 

2 m distance 3.25 m distance 

  

Figure 5-13: Damage distribution for variable joint distances from the blasthole 

Unlike the 1 m distance joint, when the joint is at 0.5 m distance, the high-stress wave energy 

associated with proximity to the blast influences the transmission of adequate energy across the 

joint to continue fracturing with additional enhancement from the wave reflection at the free face.  

At 1 m, the stress wave has slightly attenuated. With a substantial amount being used in joint 

deformation, the stress wave is weakened, causing less fracture on the opposite side. As distance 

increases, wave energy reflection and joint deformation decrease; hence, with increased stiffness 

at 2 m distance, the joint transmission improves along with fracturing on the opposite side of the 
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joint. At 3.25 m, the stress wave has attenuated, and way less energy is transmitted across the 

joint, resulting in little to no cracking on the opposite side of the joint. 

5.4.4 Joint orientation angle 

The dipping angle and orientation of the joints relative to the free face influence the propagation 

of the stress wave and distribution of fractures. Six scenarios for various joint orientations were 

analyzed, including a joint at 0, 15, 30, 45, 60, and 90 degrees relative to the free face. The joints 

are 3 cm wide with clay as the infill material and are 2 m from the blasthole. The general view of 

the models and the damage distribution for variable orientations and the intact rock are illustrated 

in Figure 5-14.  

The orientation of the joints influences the direction and propagation of cracks. Cracks 

propagation beyond the joint depends on the angle at which the stress wave strikes the joint 

interface. Regardless of the joint orientation, in the areas where the joints are hit perpendicularly 

or near perpendicular, sufficient energy is transmitted and cracks propagate across the joint. This 

was also observed by Fakhimi and Lanari (2014). Better crack propagation beyond the joints is 

observed on angled joints i.e. the 30 and 45 degrees joints.  

When the stress wave meets the discontinuity at an angle, it is reflected and causes tensile 

fractures on the incident side if it is higher than the tensile strength of the rock as seen in Figure 

5-14 (60° scenario). Further burden fracturing depends on the wave reflection at the free face. 

Energy reflection is limited to the area close to the free face when the joint is near or perpendicular 

to the free face as for 60° and 90° joints. Since the joints' orientations do not favor further cracking 

from wave reflection at the free face, fragmentation on the opposite side of the joint is reduced 

significantly. 
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Intact rock Horizontal joint 15 degrees joint 

   
30 degrees joint 45 degrees joint 

 

  
60 degrees joint Vertical joint 

  
Figure 5-14: Influence of joint orientations on damage distribution 

Joint dipping direction influences blast fracturing, as described in Figure 5-15. The joint is 8 cm 

wide with clay as the infill material and is at an average distance of 2.7 m from the blasthole. 

When the joint is dipping towards the blasthole, fractures propagate more easily along the joint 

planes, enhancing fracturing on the opposite side. Conversely, when the joint is dipping away from 

the blasthole, less stress wave energy propagates along the joints, reducing the extent of 

fracturing. 
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Figure 5-15: Joint dipping angle and its effect on fracturing 

5.4.5 Joint spacing (fracture frequency) 

The presence of joints interrupts energy transmission in the rock mass as discussed in sections 

above. Joints usually occur in multiples, evenly spaced, with the same orientation and physical 

properties forming a joint set. When two or more joint sets intersect, they create a joint system, a 

common feature of rock mass. The spacing between the joints (fracture frequency), orientations, 

and intersections affect the fracture distribution from blasting. For the joint sets, three scenarios 

are investigated for the influence of fracture frequency with 2, 3, and 4 joints per meter.  

The simulation results show that the increase in joint frequency reduces the burden cracking as 

illustrated in Figure 5-16(a). With the increase in joint frequency, the wave goes through multiple 

partial reflections and transmissions, weakening the strength of the wave. The stress wave is also 
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weakened by joint deformation, which is more significant with the increase in the number of joints. 

Stress concentration between adjacent joints also alters stress distribution and rock 

strengthening as also observed by Wei et al. (2024). 

The analysis of the joint system (randomness) with three parallel joints and three intersecting 

joints, all within 3 m width in Figure 5-16(b), shows better energy transfer in parallel than random 

joints, indicated by the least fracturing on the opposite side of the joints. This is caused by multiple 

reflections, refractions, and scattering at the joint interfaces, increasing the wave's attenuation.
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(a) 2 joints per metre 3 joints per metre 4 joints per metre 

 

   
(b) Parallel joints (3 in 3m) Joint system (3 within 3 m) 

 

 

 

Figure 5-16: Fracture frequency and joints randomness influence on rock mass fracturing
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5.5 Summary of the analysis 

Sections 5.2 to 5.4 cover the analysis of several factors influencing blast outcomes. The analysis 

of explosive energy and rock strength indicates that high-energy explosives offer a greater extent 

of fracturing, while low-energy explosives offer a better energy distribution. However, the extent 

of fracturing in soft rock does not improve with increasing explosive energy due to less 

confinement associated with the low strength and higher deformations.  

Regarding the influence of structural properties, the contacts between soft and hard can enhance 

or attenuate the stress wave depending on the direction of the wave. The intensity of the 

transmitted wave, hence its ability to cause fracturing, depends on the incident wave's strength 

and the associated rocks' impedance difference. 

The joint parameters affect explosive energy and fragmentation differently depending on the size 

(width) of the joint and the type of infill material. Other factors such as the orientation, continuity, 

fracture frequency, and distance from the charge intensify the effects. The influences of these 

parameters on the damage extent are summarized in Figure 5-17.  

The type of joint infill material and the width influence the transmission of the energy and crack 

propagation across the joint depending on the rock/joint material impedance difference and joint 

stiffness. Empty joints reflect most energy, while wider joints lower the transmitted wave energy 

from partial reflection and energy absorption in joint deformation. The analysis indicated reduced 

overall damage by 13% by increasing joint width from 3 cm to 10 cm. Joint persistence determines 

the surface area in which the joint affects the wave. Discontinuous joints favour more 

fragmentation by offering rock bridges for stress wave and crack propagation and by the stress 

concentration points on the joints' tips where fractures are initiated. 
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Stress energy and cracks can easily propagate in the areas where the stress wave strikes the 

interface perpendicularly or near perpendicular; more energy is reflected when the wave hits the 

interface at an angle, making the angled joints (in this case 30 and 45 degrees) favourable in 

energy and cracks propagation; see Figure 5-14. Fracturing on the opposite side of the joint can 

occur due to stress wave reflection at the free face. However, in the case of perpendicular joints 

to the free face, the limited exposure limits the improvements in fracturing from stress wave 

reflection.  

While there is consistent attenuation of energy and formation of cracks with an increase in 

fracture frequency, the increase in distance from the charge does not necessarily dictate stress 

wave and crack propagation. When the joint is very close to the blasthole, the stress wave is 

strong, allowing transmission of a strong enough stress wave across the joint. As the distance 

increases, from the high-intensity zone, most of the energy is either used in joint deformation or 

gets reflected on the interface, resulting in minimal fracturing on the opposite side. Further 

increase in distance enhances joint stiffness, and with less energy being used up on joint 

deformation, improvements in fracturing are observed. When the joint is the furthest, most of the 

fracturing occurs before the joint, and the stress wave weakens, resulting in less energy 

transmission and less fracturing on the opposite side. 

Joints usually occur in families with similar properties and orientations, forming joint sets or 

systems. Analysis shows that increased fracture frequency leads to a consistent decrease in 

radial crack formation on the opposite side of joints while enhancing tangential cracks.  Overall 

damage reduces by 9% when fracture frequency increases from one to four. Parallel joints 
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transmit energy more effectively than randomly oriented (intersecting) joints, primarily because 

random joints cause changes in stress wave direction, reducing energy transmission. 

 

  

(a) Damage for various joint widths compared to 
intact rock 

(b) Damage at various orientations compared to 
horizontal joint 

  

(c) Damage for various fracture frequencies 
compared to intact rock 

(d) Damage at various distances compared to 
intact rock 

Figure 5-17: Summary of the effect of joint parameters on rock mass fracturing 

5.6 Comparison of results with fragmentation analysis 

Fragmentation size analysis was done using Wip-frag software (WipWare, 2021) from the pictures 

taken from the blasted muckpile. The pictures were taken from a single point at the top of the 

muckpile. Usually, the oversize fragmentation on top of the muckpile can be expected due to 
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excessive stemming or toe problem from the upper bench, which was not the case in the study 

area. Blast movement observed from the tie-up plan in Figure 5-18 indicates material movement 

perpendicular to the pit wall, making a comparison between intact block size and resulting 

fragmentation size straight ahead justifiable. 

 

Figure 5-18: Blast movement from tie-up plan 

Figure 5-19 shows all mapped structures. Seven pairs of data for in-situ block size and resulting 

fragmentation were taken from the locations shown in Figure 5-20 and analyzed. The 

fragmentation images captured areas approximately 3 to 4 m wide by 4 m high at a perpendicular 

distance to the wall point as described in the figure. It should be noted that Figure 5-20 displays 

only the structures surrounding blastholes studies that could influence fragmentation around the 

fragmentation analysis point. Mapping was done by combining stereo photograph analysis 
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(sirovision) with scanline mapping. Figure 5-21 shows a sample set analysis from the pit wall 

structures in location 7 to fragmentation distribution in location 8.  

 

Figure 5-19: Mapped structures on Shot 910_6 

The average in-situ block size (B50) was estimated using Wang’s equation method (Wang et al., 

1990, Latham et al., 2006) based on the characteristics of joint sets. The in-situ block size is the 

intact rock fragment between joints and is influenced by joint sets' orientation, spacing, and 

persistence. Mapping is conducted to define the discontinuity sets (Set A, B, and C), the average 

spacing between joints in a set (SA, SB, and SC), and their average orientations (α, β, and θ) relative 

to the scanline orientation. From histogram plots of frequency versus joint spacing, the coefficient 

of spacing distribution for a particular percentage passing value (Cip) is selected based on the 

coefficients suggested by Wang et al. (1990). In this case, the 50% coefficient C50 is used to 
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calculate B50. The Wang Equation for estimating the in-situ block volume (V50) is shown in 

equation (5.1). B50 is calculated as the cube root of V50. 

50 50
cos cos cos  

   
  

  

A B CP P P
V C  5.1 

 

Figure 5-20: Locations for fragmentation analysis with associated structures 

From the fragmentation analysis, P50 is the average fragment size. The ratio of intact block size 

to muck-pile fragment size (B50/P50) is presented as a block reduction factor (BRF). Variation of 

P50 along the burden is illustrated in Figure 5-22 from the computations in Table 5-6. The analysis 

excludes P2 and P4 because these are buffer holes with different charge sizes. 
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Figure 5-21: Fragmentation sample set analysis 

Based on the fragmentation analysis, P8 has the smallest fragmentation size and is the closest 

to the blasthole. Although multiple random joints cross the burden (see Figure 5-20) they are very 

close to the blasthole. The monitoring location is also close to the blasthole (within 0.8 m) within 

the high-intensity stress wave zone, similar to the analysis results in Figure 5-13. P6 is the furthest 

from the blasthole and has several joints at random orientations crossing the burden, forming 

coarser fragmentation similar to the scenario in Figure 5-16 (b). 

 



Chapter 5: Analysis of factors influencing blast-induced fragmentation                                                                 139                  

 

 

Table 5-6: Block reduction factor estimations 

Muckpile 
Point 

Distance 
from BH 

(m) 

Intact rock 
size (B50) 

(m) 

Charge 
(kg) 

SD 
(m/kg0.5) 

PPV 
(m/s) 

Average frag. 
(P50, mm) 

BRF 
(B50/P50) 

P2 2.48 1.04 73.24 0.29 1.37 129.14 8.09 

P4 2.17 1.68 73.24 0.25 1.58 237.42 7.07 

P8 0.8 0.67 210 0.06 8.25 73.67 9.12 

P6 2.8 2.38 210 0.19 2.12 267.09 8.89 

P10 1.27 2.26 210 0.09 5.00 103.97 21.72 

P12 1.65 1.42 210 0.11 3.76 87.98 16.16 

P14 1.99 1.30 210 0.14 3.07 184.40 7.07 

 

Figure 5-22: Fragmentation along burden in various monitoring locations 

P10 and P12 are almost a quarter burden from the blasthole, with no significant joints between 

the blasthole and the monitoring point. A medium-size fragmentation is observed in both cases 

with the highest block reduction factor; the BRF for P10 and P12 are 22 and 16, respectively. The 

similarity between simulation and the blasting fragmentation on the increase of the fragmentation 
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size (reduced damage) with the distance and the role of joints on the redistribution of stress 

waves and fractures indicate that the simulation results are feasible. 

5.7 Chapter summary and conclusion 

Chapter 5 covers the analysis of the various factors that affect blast outcomes and the 

comparison of the outcomes with the resulting field blast fragmentation. The analysis shows that 

the explosive properties, rock strength, and structural properties influence the blast outcomes. 

When blasting an intact hard rock with a strong explosive, the size of the crushed zone formed is 

relatively small, followed by the longer widely spaced fractures. Using a less strong explosive on 

the same rock reduces the length of fractures significantly with better fracture distribution. On the 

other hand, when blasting a soft rock with a strong explosive, the size of the crushed zone formed 

is relatively bigger (from 0.33 to 0.54 cm) but the extent of fractures is reduced from 5 to 4.5 m: 

the intensity of damage increases significantly. Using less strong explosives on a soft rock 

achieves the same damage zone extents with a better distribution of fractures.  

The natural rock mass is heterogeneous, with various structures that cross-cut the mass. Such 

fractures affect the distribution of explosive energy and blast outcomes. The analysis of the 

structural properties shows the similarity in the behaviour of the stress wave and crack 

propagation at the interface from the impedance difference of materials and the intensity and 

direction of the stress wave. When the stress wave travels from the soft to hard rock, it is 

enhanced and attenuated when it travels in the opposite direction, similar to the cracks. The same 

is observed in multiple interfaces, although the outcomes may vary depending on the thickness of 

rock layers. 
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The presence of joints influences the stress wave and fracture propagation differently depending 

on the properties of the infill material, the width, and the continuity of the discontinuities. The 

distance from charge, the number of joints within the designed geometric boundaries, and their 

orientations intensify the effects. Regardless of the case, to ensure fracturing on the opposite 

side of the discontinuity, the stress wave has to be stronger than the rock strength; this also 

applies to the wave reflected on the free face. 

From this analysis, it is clear that several factors influence blast outcomes; therefore, no one 

design fits all sets of desired outcomes. Since the geology, rock, and structural properties cannot 

be altered, the blast design can be adjusted to mitigate their influence and improve the outcomes. 
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CHAPTER 6  

BLAST FRAGMENTATION MODELLING AND THE INFLUENCE OF 
DESIGN PARAMETERS ON BLAST-INDUCED FRAGMENTATION 

This chapter is the continuation of the work done in Chapter 5. The chapter covers blast-induced 

fragmentation modelling, including considerations for blast design to improve fragmentation in a 

discontinuous rock mass. Rock mass considerations are limited to intact hard and soft rocks, contacts 

between soft/hard rock, and a jointed rock mass.  
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6.1 Introduction 

The fragmentation size and size distribution affect the productivity and production costs of a hard 

rock mine. Blast-induced fragmentation is influenced by the encountered rock mass as discussed 

in Chapter 5. The rock mass encountered cannot be modified; therefore, blasting improvements 

depend solely on the blast design, which includes explosive selection, pattern design, and 

initiation sequencing and delays. Blast-induced fragmentation modelling as seen in Chapter 5, can 

be used to effectively predict blast outcomes from the explosives, rock mass properties, and the 

blast design.  

A high level of uncertainty in blast outcomes is caused by geological conditions, which vary from 

location to location. This and other factors, such as the strength of the explosive and interaction 

between neighbouring charges, make blasting design a complex task. There can not be one 

general design, and trial and error can be expensive and time-consuming; blast-induced 

fragmentation modelling is therefore instrumental in optimizing blast designs. 

Several methods are available to predict fragmentation from blasting. Regardless of the method 

used, it is essential to ensure that the results are feasible by comparing them to the laboratory 

and/or field measurements. This study used analytical and numerical modelling and covered the 

validation process in Chapters 4 and 5.  

The analysis shows that the rock and explosive strength properties govern the blast outcomes in 

the intact rock. In the actual blasts where various structures, such as rock contacts and joints are 

encountered, a layer of complexity is added to the blast process and the outcomes. In production 

blasts involving the detonation of multiple blastholes, the interaction between the blasts plays a 

crucial role in determining overall fragmentation. This chapter covers blast-induced fragmentation 
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modelling, including the role of blast design and the interaction of blastholes in improving 

fragmentation in different rock masses.  A summary of the modelling process is presented in 

Figure 3-3.  

6.2 Blast-induced fragmentation modelling 

6.2.1 Energy balance 

Fragmentation prediction models are based on the powder factor to determine the explosive 

charge required to fragment rock within the geometric boundaries based on the explosive strength 

and rock blastability (the strength and brittleness of material). The two important outcomes of 

blasting are the fragmentation size distribution and the average size of the fragments.  The energy 

used up in fragmentation to generate rock fragments or create new surface areas is termed 

fracture energy (Gc) and it is calculated from the density, fracture toughness (KIc), Young’s 

modulus, and the yield strength of the rock minerals. Equation (5.1) shows an expression used to 

estimate energy absorbed in creating a new fracture considering fracture toughness. Fracture 

toughness is a rock property indicating resistance to crack propagation and can be obtained 

through fracture toughness tests (Grady and Kipp, 1980). Experiments have shown that fracture 

toughness is controlled by critical stress; mostly the tensile stress. The regression analysis 

conducted Whittaker et al. (1992) shows that the relationship between the fracture toughness with 

tensile and uniaxial compressive strength is linear and can be estimated from equations (5.2) and 

(5.3) for tensile and uniaxial compressive strength, respectively. Like other rock properties, 

fracture toughness increases with the loading rate and should be considered in the prediction of 

blast-induced fragmentation.  

2

2
Ic

c

K
G

E
  (5.1) 
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 0.27 0.107
tIc tK   (5.2) 

 0.708 0.006
cIc cK   (5.3) 

In 1985, Berta presented a relationship to estimate powder factor (PF) required to achieve an 

average fragmentation from blasting based on the energy balance in equation (5.4); er is rock 

specific energy (kJ/m2), Eo is explosive specific energy (kJ/kg), and ηe account for energy transfer 

efficiency due to impedance difference between explosive and rock, the coupling ratio, and a 

fraction of energy used in actual fragmentation (Tomi et al., 2011). Experiments show that the 

energy absorbed by the rock in dynamic rock fracturing is around 11 to 18% of the total explosive 

energy; the rest is lost as seismic energy, and used up in other forms of energy like heat, 

translational and rotational energies of the fragments, etc.  (Zhang, 2016, Sanchidrián et al., 2007, 

Hamdi et al., 2008). Other studies have suggested this value to be as low as 0.1-1% of the total 

energy (Calnan, 2015, Ouchterlony et al., 2003). It should be noted that these studies ignored the 

effect of higher strain energy in rock fracturing which is significant in blasting loads.  

50 r

e o

P e
PF

E





 (5.4) 

The geometric parameters such as the burden, spacing, sub-drill, and stemming height can be 

estimated by the rule of thumb from the known blasthole diameter and the specific charge and 

later be modified depending on the properties of the rock mass.  

From the case study, the pattern is 5.5 m by 6.5 m by 10 m bench height. Targeting the average 

fragment size of 5 mm around the blasthole within 0.3 m and 200 mm on the rest and the fracture 

energy as 18% of the total energy, the powder factor is obtained as 0.76 kg/m3 estimated from 

equation(5.4). The fracture toughness is considered to increase with dynamic loading from 1.78 



Chapter 6: Blast induced fragmentation modelling                                                                                                    146                  

 

 

to 3.18 MPam0.5 in tension and from 1.46 to 2.57 MPa m0.5 in compression estimated from the 

equation (5.2) and (5.3), respectively. The total fracture energy requirement of 0.475 MJ/m3. 

Sample calculations are presented in APPENDIX C1. 

6.2.2 Influence of rock mass properties 

When the powder factor is decided, along with the initial geometrical design, the interaction 

between the energy produced with the encountered rock mass is important to inform further 

design modifications, including the decision on the firing sequence and delays. From the explosive 

detonation, high shock waves are transmitted to the blasthole walls at a pressure termed borehole 

pressure. This pressure is estimated to be half the detonation pressure, but from the 

thermodynamic calculations presented in APPENDIX C2, it can be as low as 20%. Simulation 

results show that the maximum recorded borehole pressure is 2.64 GPa for hard rock and 1.99 

GPa for soft rock, which is around 40% and 30% of the detonation pressure. 

The attenuation depends on rock properties such as strength and structural properties. Full-size 

models for hard rock and soft rock were created to analyze the attenuations in various rock 

properties. Fitting the curve from the peak pressures obtained from monitoring points 5 m from 

the bottom of the blasthole, the attenuations on the hard rock in the crushed zone up to 1 m 

distance, (Phc) and fractured zone (Phf), and on the soft rock (Ps) are as indicated in Figure 6-1; 

where r is blasthole radius, R is the distance from the blasthole, and the exponents are the 

attenuation constants. On the hard rock, the attenuation close to the charge is significantly rapid 

and gentle beyond 1 m; separate expressions are used to describe attenuations in these zones.  
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This was similarly observed by Sun (2013). On the soft rock, the peak pressure increases from the 

blasthole until the maximum is achieved at a 0.5 m distance, followed by constant attenuations. 

This can be caused by material compressibility; further studies on this theory are recommended.  

 

Figure 6-1: Pressure attenuation comparison for various rock masses 

These equations can be used to estimate the pressure/stress experienced at any distance from 

the blasthole. When the stress is compared to the rock strength, the burden, and spacing distances 

can be determined.  In the simulated cases, the cracks extend up to 5 m in hard rock along the 

burden with the cut-off pressure of 16 MPa and 4.5 m in soft rock at 15.3 MPa, spalling can occur 

along the burden beyond this point. Crack propagation along spacing occurs when the stress wave 

pressure (Peak Ps) is higher or equal to 25.6 MPa (black dotted line in Figure 6-1) which is 1.8 

times the rock’s tensile strength in hard rock and 19.7 MPa in the soft rock, which is 2.2 times the 

soft rock’s tensile strength.  
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When a 5 cm clay-filled joint is introduced in a hard rock 1.5 m from the blasthole perpendicular 

to the free face, the results indicate a drastic increase in peak pressure before the joint and a 

decrease after the joint below the intact hard rock peak pressure (see Figure 6-1). In this case, the 

stress wave falls below 25.6 MPa earlier, and the crack extents range from 3.2 m to 4.5 along 

spacing as illustrated in Figure 6-2.  

The formed crater depth also depends on rock mass properties as summarized in Figure 6-2. 

General observations indicate a decrease in crater depth with increasing in rock strength. The 

depth also increases on the incident side of the jointed rock mass from the energy reflection at 

the joint. 

If we assume that the cracks in an intact rock can extend up to 3.7 m along spacing referencing 

Figure 6-2, there is hardly any interaction between the cracks in these adjacent holes if cracks 

from the opposite side of the joint can extend to 3.2 m on a 6.5 m spacing. In such cases, design 

modification can be necessary to achieve a better distribution of fractures between blastholes. In 

the presence of structures, the expression to estimate peak pressure in Figure 6-1 is modified as 

suggested in equation (5.5). 

1 2

b t

r
P P

R R




 

  
 

 (5.5) 

R1 and R2 are distances before and after the structure, respectively and ηt is the structure’s 

transmission coefficient, and β the attenuation constant. From the discussion in Chapter 5, the 

transmission coefficient varies with the properties of the structure mainly the width and the type 

of infill material.  

  



Chapter 6: Blast induced fragmentation modelling                                                                                                    149                  

 

 

 Top view (x-y plane) Left view (z-x plane)  
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Intact hard rock 

  

Burden 
(m) 

5.0 

Spacing 
(m) 

3.7 to 4.5 

Depth (m) 1.4 

 Peak PS 

(MPa) 
25.6 

Intact Soft rock 

  

Burden 
(m) 

4.5 

Spacing 
(m) 

4.2 to 4.5 

Depth (m) 1.7 

Peak Ps 
(MPa) 

19.7 

Jointed rock mass 

  

Burden 
(m) 

5 

Spacing 
(m) 

3.2 to 4.5 

Depth (m) 1.8 

Peak Ps 
(MPa) 

21.2 

Jointed rock mass 
increased PF 

  

 

Burden 
(m) 

5 

Spacing 
(m) 

3.2 to 4.5 

Depth (m) 1.8 

Peak Ps 
(MPa) 

26.8 
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Some of the common design modifications to improve fracturing include changing the explosives' 

strength properties and varying the powder factor by changing the hole diameter or changing the 

dimensions of the geometric design like the burden and spacing. The change in bench height 

seldom occurs because that affects the pit wall and structure stability as well as the productivity 

of excavating equipment. When the powder factor was increased from 0.75 kg/m3 to 1.07kg/m3 

by changing the charge diameter from 203 mm to 240 mm on the jointed rock mass, the extent of 

the fractures did not significantly improve as seen in Figure 6-2. Other options, such as varying 

the pattern size or maximizing fracturing through the interaction between the blastholes can be 

explored. The latter is discussed in detail in the next section.  

6.3 Initiation delays and sequencing 

In mining production, surface or underground, several holes are initiated in the blast shots. The 

total number of blastholes, their arrangement, and the initiation pattern and delays are critical in 

the fragmentation, safety, and stability of the remaining rock and structures. From small-scale 

experiments, Katsabanis et al. (2006) determined that simultaneous initiation results in coarser 

fragmentation and higher disturbances on the pit wall and structures. In their study, Rossmanith 

(2002) and Vanbrabant and Espinosa (2006) noted that shorter delays are favourable for 

improving fragmentation since the tensile tail of the stress wave is enhanced by stress wave 

interaction between the holes. This was debated by Yi et al. (2017) from the theoretical and 

numerical investigation, which concluded that it is impossible to improve fragmentation from 

wave superposition when the stress waves interact between the blastholes because the increase 

in tensile stress occurs in a very small area around the collision zone.  
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Stagg and Rholl (1987) observed that better fragmentation is achieved when the subsequent hole 

is initiated after the failure process in the prior is completed. This is in line with the observations 

by Saadatmand Hashemi and Katsabanis (2020), who recommended the optimum delay as the 

time that allows cracks to grow and precondition the surrounding rock for subsequent blasthole.  

These studies provide important insight into the interaction between stress waves from adjacent 

blastholes. The theories presented are contradictory on the use of delays and their duration, and 

none of them offer insight into the influence of non-uniform rock mass on the blast process and 

how it would impact the interaction of stress waves between blastholes, the initiation sequencing, 

or delays.   

To evaluate the effect of initiation delays and sequencing on blast-induced fragmentation for 

various rock masses, three scenarios with two blastholes are modelled in a 2D axisymmetric 

model with a burden of 5.5 m and spacing of 6.5 m. The scenarios involve the intact rock (BIF), 

the contact between a soft and hard rock (BIF/Sandstone contact 1.5 m from the first blasthole), 

and a jointed rock mass (BIF as host rock and a 10 cm clay-filled and an empty joint 1.5 m from 

the first blasthole). In all cases, the emulsion is used for the explosive in 203 mm diameter 

blasthole. The initiation delays between the holes vary from 0 to 1.5 ms and since no further 

fracturing is observed beyond 2 ms of the last hole initiation, all models are run for 4.2 ms. 

Damage intensity for each delay is examined and compared to simultaneous initiation to 

investigate the effect on delay timing in blast-induced fragmentation. Switching the initiation 

sequencing by firing the further hole from the structure first is used to evaluate the effect of 

initiation sequencing on the overall damage. 
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6.3.1 Intact rock delays analysis 

The results for the damage intensity as a function of initiation delay in the intact rock are 

illustrated in Figure 6-3. From the figure, it is evident that in the absence of a free face, fracturing 

reduces significantly. When adjacent blastholes are fired simultaneously, the damage is 

concentrated directly along the blastholes axis, where the stress wave is intense and is mainly 

compressional. A wider area of the burden (diagonal) between the blastholes remains un-

fractured. This is caused by destructive interference of the stress wave as illustrated by the 

elements velocity vectors in Figure 6-4 and the stress curve plots at the mid burden/spacing (x, y 

= 3.25 m, 2.75m) in Figure 6-5. When a 0.5 ms delay is used on the second hole, the damage 

around the first blasthole increases, and with increased delay the interference moves closer to the 

second hole, causing less damage around it as seen in Figure 6-3(c).  

(a)  No free-face (b)  0.0 ms 

 

 
 
 

  

(c) 0.5 ms (d) 1.0 ms 

  

Figure 6-3: Damage intensity with delays for the intact rock 
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Simultaneous initiation 0.5 ms delay 

 
 

  

1 ms delay 

 

Figure 6-4: Velocity vectors between blastholes for various initiation delays 

  

  

Figure 6-5: Stress curves mid-bench for various initiation delays 
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the second detonates. Constructive interference occurs mid-bench, as observed in Figure 6-5d 

causing the increase in the wave pulse, fracturing between the blastholes, and overall damage, as 

seen in Figure 6-3d. 

Additional observations from Figure 6-5 are: when blastholes are fired simultaneously, the second 

peak of the stress wave diminishes to almost zero once the waves interact, shortening the wave 

pulse. When the delay is 0.5 ms, the second peak appears much quicker and is short-lived. At a 1 

ms delay, the stress wave is in phase with one blasthole, which is equivalent to the first blasthole; 

the wave is therefore enhanced, and the pulse is increased/extended. 

Shorter delays in addition to causing destructive interference between the blastholes, also 

influence stress concentration around the succeeding blasthole, as demonstrated in Figure 6-6.  

 

Figure 6-6: Stress curves around the blastholes for various initiation delays 

When the blastholes are initiated simultaneously, the stress around the first and the second 
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blasthole increases to 1,420 MPa when the delay is 0.3 and 0.5 ms and falls back to 1020 MPa 

with a similar shape as the first hole at 1 ms. 

The overall observation suggests that an optimum delay is a delay that allows enough time for the 

fractures to form around the preceding hole and its stress wave to attenuate and cause less 

interference with the detonation and fracturing of the succeeding holes. If these conditions are 

achieved, fragmentation is improved, as illustrated in Figure 6-7a. From the stress wave 

monitoring between holes at various distances, the optimum delay forms a smooth peak stress 

curve as seen in Figure 6-7(b).  For the intact rock, the optimum delay is 1 ms, causing a 10% 

improvement in fracturing. No improvement in fracturing is observed with a further increase in 

delay timing as also observed by Saadatmand Hashemi and Katsabanis (2020). Initiation 

sequencing does not affect intact rock fracturing unless there is a limitation on the direction of 

the free face. 

(a) Stress and damage for intact rock (b) Peak stress curves 

  

 

Figure 6-7: Damage extents and interference illustration for various initiation delays 

0.22

0.23

0.24

0.25

0.26

0

300

600

900

1,200

1,500

0 0.3 0.6 0.9 1.2 1.5

D
am

ag
e 

(%
)

S
tr

es
s 

(M
P

a)

Delay (ms)
Hole 1 Hole 2 Damage

50

150

250

350

450

0 2 4 6

S
tr

es
s 

(M
P

a)

Distance (m)

0 ms 1 ms



Chapter 6: Blast induced fragmentation modelling                                                                                                    156                  

 

 

6.3.2 Stress wave interaction and delays across rock contacts 

The stress wave is enhanced across from soft rock to hard rock, and it attenuates in the opposite 

direction, as discussed in section 5.3. This section investigates the role of initiation delays and 

initiation sequences in enhancing fracturing through contacts of soft and hard rocks. The general 

analysis model is illustrated in Figure 6-8.  

 

Figure 6-8: General model for rock contacts analysis 

In the first case, the sequence is from ‘hard to soft’ (H-S), where the second hole (on soft rock) is 

fired at variable delays.  With increasing delays, the damage to the soft rock declines, as illustrated 

in Figure 6-9. The stress wave from the first blasthole influences detonation on the second with 

shorter delays, as seen in 0.3 and 0.5 ms delays in Figure 6-10.   

0ms 0.5 ms 

 

  
1 ms 1.5 ms 

  

Figure 6-9: Damage distribution when firing from hard rock to soft rock at various delays 
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High damage formed around the first blasthole is from wave reflection at the interface. The 

transmitted wave through the interface increases confinement on the soft rock, which moves 

towards the second blasthole as the delay increases. The increased delay allows more fractures 

to form across the contact from the first hole, while the development of fractures around the 

second is significantly halted by the increased confinement, as seen in Figure 6-9. 

 

Figure 6-10: Borehole peak stresses and overall damage for hard to soft initiation sequence 

In the second case, the rock types are switched, and the interface is closer to the blasthole in the 

soft rock, and the firing sequence is from ‘soft to hard (S-H) with the blasthole on a hard rock fired 

at various delays. The highest damage occurs at a 0.3 ms delay with damage improvement of 5% 

as seen in Figure 6-11 and Figure 6-12. Extra damage is observed on the soft rock side and slightly 

beyond the interface. The stress wave is enhanced through the interface but does not affect 

fracturing on the hard rock side when the delay increases from 0 to 0.3 ms. The enhanced stress 
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wave at the interface causes the confinement to shift towards the hard rock with a further increase 

in delay, hindering fracturing around it as observed in the damage contours for 0.5 and 1 ms. 

0 ms 0.3 ms 

 

  

0.5 ms 1.0 ms 

  

Figure 6-11: Damage distribution with the interface is close to soft rock and firing from soft to hard 

 

Figure 6-12: Blasthole peak stresses and damage when firing from soft to hard rock 
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various delays. This scenario is the same as the first case, except in this case the soft rock is fired 

ahead of the hard rock. The results in Figure 6-13 indicate that longer delays are favourable as 

they allow fractures to form around the first blasthole in the soft rock before the second 

detonates.  

0 ms 0.5 ms 

 

  

1 ms 1.2 ms 

  

Figure 6-13: Damage distribution when firing from soft to hard rock with a longer interface 

Shorter delays permit fracture development beyond the contact from the second charge. This is 

accompanied by higher confinement that limits fracture development around the interface on the 

soft rock side. The situation improves with higher delays. The optimum delay is 1.2 ms with a 

fracture improvement of 7%. Beyond 1.2 ms, no further improvements occur as seen in Figure 

6-14. 
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Figure 6-14: Borehole peak stresses and damage on a longer interface firing from soft to hard rock 

6.3.3 Stress wave interaction across the joint 
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improving the fracturing. Beyond the 1.2 ms delay, fracturing around the second hole is halted. 

Maximum damage is also achieved at a 0.9 ms delay with only a 5% fracturing improvement. 

The optimum delay is 0.9 ms regardless of the firing direction, with better results obtained when 

the charge closer to the joint is fired first, as illustrated in Figure 6-16. Fracturing a jointed rock 

mass requires a slightly shorter delay (0.9 ms) than the intact rock (1 ms) since the stress waves 

attenuate at the joint and, therefore, reduce the interference when they meet. 

 Clay joint case 1: Closer hole fired first Clay joint case 2: Further hole fired first 

 
 
 
 
 

0 ms 

  

0.5 ms 

  

0.9 ms 

  

1.2 ms 

  

Figure 6-15: Damage extents across the joint for various delays and sequence 
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Figure 6-16: Damage extents comparison when changing firing sequence across a clay joint 

6.3.3.2 Empty joint 

When an empty joint is introduced between the two blastholes, regardless of the sequencing, the 

two blastholes act as individual charges with the least to no interaction between them. The joint 

acts as a free face from which most/all the energy is reflected, as observed in Figure 6-17 and 

Figure 6-18. In this case, maximum fracturing is attained when both charges are fired 

simultaneously (Figure 6-19).  

 

 
 

Figure 6-17: Pressure contours for 1 ms delay when changing firing sequence through an empty joint 
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 Air joint case 1: Closer hole fired first Case 2: Further hole fired first 

 
 

0 ms 

  

0.5 ms 

  

1 ms 

  

Figure 6-18: Damage extents for various delays and sequences with air joint between adjacent blastholes 

 

Figure 6-19: Damage across an empty joint in various firing sequences and delays 
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the development and distribution of fractures from blasting. Various rock properties influence the 

interaction differently making the decision on initiation delay and sequencing critical to achieving 

good fragmentation. Figure 6-20 summarizes the analysis. 

 

Figure 6-20: Summary of damage variations in variable rock masses for various delays and sequence 

Fracturing can be increased by 10% on the intact rock by using a delay between adjacent holes’ 

initiations: firing direction does not influence fracturing. The delay in this case should ensure 

fractures around the first hole are formed with minimum interference on detonation and fracturing 

of the succeeding hole. Shorter delays increase destructive interference between the blastholes, 

causing less fracturing and longer delays hinder fracture development around the succeeding 
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higher than 1 ms for the intact hard rock. Additional delay can be explained by the fact that the 

wave travels slower in the soft rock than in hard rock in addition to disruption at the interface. 

Overall damage is higher than that of hard rock, partly due to the application of a stronger 

explosive on a soft (weaker) rock as discussed in Chapter 5. 

When a clay-filled joint is introduced between two blastholes, good fracturing is achieved by firing 

the blasthole closer to the joint first. By allowing enough delay, fractures form around the first 

blasthole and across the joint. It also allows attenuation of the stress wave and hence lowers 

destructive interaction between the holes and the succeeding blasthole. The optimum delay is 

slightly less than the intact rock (0.9 ms) since some of the energy is reflected at the joint reducing 

the interference during stress wave interaction. The overall damage increases from the interaction 

of the stress wave with the joint’s interface, as discussed in section 5.4.1. 

When an empty joint is introduced, the blastholes behave as independent charges with the least 

to no interaction between them. The joint acts as a free face from which most or all of the energy 

reflects. Sequential initiation does not improve the fracturing, making simultaneous initiation 

though attention must be paid to the induced vibrations.  

Overall improvements are observed with the use of proper delays and sequence. The simulation 

shows that the delays range from 0.9 to 1.2 ms, which is relatively small. In selecting appropriate 

delays, the total amount of explosives detonated from adjacent blastholes within an 8 ms window 

should be considered to control ground vibrations, following USBM guidelines.  

6.4 Chapter summary and conclusion 

Chapter 6 covered the blast fragmentation modelling and the overview of steps to design a blast. 

The first step in blast design is deciding the powder factor required to fracture the rock to a certain 
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fragmentation size. One way is through energy balance, which is based on the explosive 

energy/strength, the rock mass strength, and energy transfer and fracturing efficiencies. When 

the powder factor is decided on, the geometric design can be estimated by the rule of thumb from 

the diameter of the blasthole and the bench height. This is a base design, and from the simulation 

results, it is observed that fracturing can occur within the designed boundaries of the intact rock 

hard rock.  

The rock mass is heterogeneous and anisotropic, with various structures cross-cutting the mass. 

The analysis has shown that when variability is encountered, the outcomes vary; for example, 

using the same design on a softer rock reduces the fracture extent with higher fracture intensity. 

When the joint is introduced on a harder rock, the overall distribution of explosive energy changes, 

and most of the fractures are terminated at the joint. Design modification is inevitable in ensuring 

a better distribution of explosive energy and is influenced by the rate of energy attenuation in the 

rock mass and properties of the encountered structures. 

Several design modification options can be applied to ensure better energy distribution within the 

designed geometry, such as increasing the powder factor by changing the hole diameter within 

the same pattern size, changing the pattern size for the same blasthole size, changing explosive 

type, and/or applying the initiation delays and sequencing between adjacent holes. The increase 

in powder factor did not have any significant improvement in fracturing in this case. Varying 

initiation sequences and delays have been observed to improve fracturing between blastholes in 

the intact and jointed rock mass, and through contacts of soft and hard rock.  

Although sequencing does not affect fracturing in the intact rock, it is observed to improve the 

fragmentation through rock contacts of variable strengths and in a jointed rock mass. When 
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blasting through contact with soft and hard rock, fracturing improves by firing the soft rock ahead 

of the hard rock with delays depending on the impedance difference between the two rock types. 

Fragmentation improves through a jointed rock mass by firing the blasthole closer to the joints 

first when infill material soft like clay. On empty or less transmitting joints, the joint acts like a 

free face in which delays and hole sequencing do not affect fracturing. Simultaneous initiation 

offers better outcomes.  

Overall the optimum initiation delay is observed to be the one that allows enough time for the 

fractures to form around the preceding hole and its stress wave to attenuate enough to cause less 

interference with the detonation and fracturing of the succeeding holes. 
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CHAPTER 7  

SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 

Chapter 7 contains the summary and conclusion of this thesis. The contributions of this research are 
emphasized, as well as recommendations for future work. 
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7.1 Summary and conclusion 

This research focused on assessing the distribution and usage of blast energy in hard rock open-

pit mines, to understand the extent of blast-induced damage. The research involved both 

analytical and numerical approaches to evaluate how key factors such as explosive properties, 

design parameters, and rock mass properties affect stress wave propagation, energy attenuation, 

and crack formation. 

The developed methodology for analysis involved collecting data from existing mines to define 

rock mass properties, estimate explosive energy, and assess fragmentation after blasting. The 

study included extensive data collection through laboratory tests and field measurements, along 

with estimating parameters that could not be directly measured. This data was then applied in a 

proposed analytical approach and numerical simulation to estimate damage zones around the 

blasthole. 

The results were verified and validated through field measurements, including PPV monitoring 

and fragmentation analysis, as well as comparisons with estimates from other verified 

approaches. The comparison demonstrated that both the analytical and numerical models are 

feasible and effective in predicting blast-induced damage zones, but they have some limitations, 

as discussed in the next section. 

In a blast shot with several blastholes in a complex rock mass, analyzing the influence of 

individual parameters and their combined effects on blast outcomes is challenging. Numerical 

modelling is a valuable tool for studying the blasting process, allowing for examining variable 

inputs in a simplified and controlled environment. This study employs numerical modelling to 
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investigate explosive and rock mass properties' influence on blast outcomes and explore methods 

for improving fracturing under different conditions. 

Single-hole blast simulation provides valuable insight into the impact of explosive and rock 

properties on energy and crack distribution within a rock mass, particularly the explosive strength 

properties, rock strength, and structures, such as contacts between soft and hard rock and joints. 

However, since a blast shot typically involves multiple blastholes, the interaction between 

adjacent blastholes is crucial in rock mass fragmentation. To address this, multiple-hole blast 

simulation was employed to study the interactions between blastholes and to examine the roles 

of initiation delays and sequencing in enhancing fragmentation. The following observations were 

made: 

 The choice of explosive is a critical aspect of blast design, highly dependent on the rock 

mass encountered and the desired outcomes. The size of damage zones around the 

blasthole depends solely on the explosive and rock strengths. Stronger explosives tend to 

create longer, more extended fractures in hard rock. In soft rock, using stronger explosives 

does not necessarily extend the fractures further; instead, it intensifies the damage within 

the same boundaries. Less powerful explosives reduce the extent of fractures in hard 

rocks but form a more uniform distribution of fractures in both soft and hard rocks.  

 The analysis of structural properties reveals similar behaviour in stress wave and crack 

propagation at rock/structure interfaces, influenced by the impedance difference between 

them, the intensity of the incident wave, and its direction. When a stress wave travels from 

hard to soft rock, it is enhanced and attenuated when traveling in the opposite direction. 

Fractures propagate more easily from hard to soft rock than in the opposite direction 
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because the stress wave attenuates more rapidly in soft rock, potentially falling below the 

strength of the hard rock, depending on the interface's distance from the blasthole. This 

behaviour is also observed with multiple interfaces, though the extent may vary depending 

on the thickness of the rock layers. Regardless of whether the stress wave is enhanced or 

weakened, it must be stronger than the rock strength on the opposite side of the interface 

for fractures to propagate.  

 The influence of joints on stress wave and fracture propagation varies significantly 

depending on the properties of the infill material, joint width, and continuity. Other factors, 

such as the distance from the charge, the number of joints within the blast pattern 

boundaries, and their orientations, further intensify these effects. Of all the joint properties 

evaluated, the type and size of the joint infill material, as well as the fracture frequency, 

have the most significant influence on fragmentation. 

Analysis of empty joints and joints filled with clay revealed that a large proportion of the 

stress wave is reflected at empty joints. In joints filled with clay, some energy is reflected, 

some is absorbed in joint deformation, and some is transmitted through the joint. The 

proportions of energy distribution vary with the width of the joint, where more energy is 

used up on joint deformation in wider joints. Similar to rock contacts, the stress wave must 

be stronger than the rock's strength for fractures to propagate on the opposite side of the 

joint. This principle also applies to the reflected wave at the free face. 

 Blast design is the art of balancing strength and confinement. The strength involves 

matching the explosive energy with the rock strength, while rock mass properties, 

geometric design parameters, initiation sequencing, and delays typically govern 
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confinement. This implies that the rock’s strength properties determine the decision on 

the type of explosive while structural properties and the interaction between blastholes 

dictate the other aspects of the blast design. 

 Blast design involves selecting and adjusting key controlled factors, such as explosive 

type, geometric layout, initiation delays, and sequencing, to account for variations in the 

rock mass. In intact rock, the size of the burden is primarily determined by the strength of 

the rock and explosive, which then influences other design parameters and initiation delay. 

In a structured rock mass, the firing sequence is crucial, whereas in intact rock, it has a 

lesser impact on fracturing unless there are restrictions on the direction of the free face. 

 Variation in rock mass properties necessitates design modifications to improve blasting 

outcomes. While adjusting the firing sequence and delays can significantly improve 

fragmentation in blasting, increasing the powder factor for the same burden and spacing 

may not be effective in a jointed rock mass, as observed in the studied case. Overall, an 

effective blast design should ensure that the explosive is strong enough to induce 

fractures within the geometric design boundaries and that the energy is contained long 

enough to maximize fracturing. 

7.1.1 Assumptions of the study 

The study covered the analysis of several factors affecting blast outcomes. It came up with 

valuable conclusions but did not exhaust all influencing factors and techniques as stipulated in 

section 7.3. Other limitations include; 
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 The study relies on field measurements and laboratory tests, but certain parameters, such 

as in-situ rock mass properties under dynamic loading, could not be directly measured; 

instead, empirical models and estimates were used.  

 The application of the analytical approach in variable rock masses averages the effects 

of rock mass properties based on measured PPV at a distance. This approach is limited 

in its ability to assess the specific influence of individual rock mass properties on blast 

outcomes. 

 Numerical modelling requires a large dataset, some of which cannot be obtained from 

common field tests. In this study, for example, the JWL constants, some RHT model 

parameters, and stemming material parameters were sourced from the literature on 

similar materials, which may introduce uncertainties in the results. Additionally, 

fragmentation size could not be directly generated in LS-DYNA; therefore, the analysis 

relied on estimating damage zones from damage contours to assess fracturing. 

 While field measurements were used to validate the results, the validation was limited to 

far-field vibration monitoring and fragmentation analysis. Far-field monitoring may be 

inadequate for accurately predicting shock wave pressure and PPV close to the blasthole.  

 The results and recommendations are based on the conditions encountered in the studied 

mine and may not be directly applicable to other mines with different geological settings 

or blasting conditions without further testing and validation. 

7.2 Contributions of the Research 

The following is the summary of the contribution of this thesis; 
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 The research highlights the significant role that rock mass properties play in determining 

blast outcomes. It provides deeper insights into the mechanisms of blast-induced rock 

fragmentation, particularly in complex rock masses with varying properties. The study 

advances the understanding of how factors such as rock strength and structural 

properties influence explosive energy distribution and the extent and quality of 

fragmentation. This is particularly valuable for mines with complex geological settings, 

where blast design modifications may be necessary. 

 The study offers practical recommendations for optimizing blast design, particularly in 

challenging rock masses. The insights gained from analyzing different blast parameters, 

such as initiation sequence, delay timing, and explosive selection, can help engineers 

design more effective and efficient blasts. 

 The research contributes to the advancement of numerical modelling techniques, 

particularly in the use of LS-DYNA for blast simulations. It highlights the importance of 

parameter selection and model calibration, which can guide future studies and 

applications in rock blasting and related fields. 

 The methodologies and findings developed in this study provide a foundation for future 

research in the field of rock blasting. They can be used to refine predictive models, explore 

new blasting techniques, or further investigate the interactions between various rock mass 

properties and blast parameters. 

7.3 Recommendations for Future Research 

The blasting process is a complex process involving several inputs and mechanisms. This 

research did not exhaust all the factors that influence blast fragmentation.  Further analysis of 
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the influencing factors and techniques is recommended to increase understanding of the blasting 

process. Studies on the proportions of shock waves and gas pressure and how they influence 

fracturing in variable rock masses will be a good extension of this study. Other influencing factors 

such as water content and techniques such as the use of decoupling charges, explosive decking, 

etc. can also be investigated. 

Laboratory tests are recommended to further explore the influence of explosive properties and 

rock mass characteristics on the extent of damage in rock blasting. The test design should start 

with analyzing intact rock and gradually extend to include various rock structural properties, 

explosive types, and geometric designs. The interaction between blastholes can be investigated 

by altering the firing sequence and delay times. Pressure and PPV monitoring at different 

distances should be conducted to capture the impact of various input parameters. The analysis 

should document the extent of damage mechanisms, the damage zones around the blasthole, and 

the overall fragmentation size distribution. A complete dataset from these tests can then be used 

as inputs in equation (5.5) to guide blast designs. 

The numerical models used in this study are based on assumptions and simplifications, such as 

the uniformity of rock properties and idealized boundary conditions. The rock mass is not uniform 

and continuous as represented in the RHT material model. The simulation of the rock mass could 

be improved by incorporating algorithms that can model semi-continuous media, which would 

enhance the accuracy of predictions. Additionally, coupling LS-DYNA with other software could 

allow for the generation of fragmentation size distributions from the damage plots, enabling 

comparisons with those obtained from field measurements. This will also improve the reliability 

of the simulation results. 
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APPENDIX A  

CHAPTER 8         ADDITIONAL MAPPING 

This section summarizes the information on the structures mapped from the study area; Nyankanga Cut 8 
Eastern pit wall and the Brazilian tensile strength test results done at the University of Alberta, Rock 
Mechanics Lab. 

Table A8-1: Pit wall mapping data 

SN Easting Northing Elevation Dip 
Dip 

Direction 
Size Type Section 

1 50440.91 10621.13 920.00 30.7 239.7 10 Joint 135 

2 50482.98 10637.59 923.22 82.0 243.0 2 Joint 13 

3 50478.83 10637.69 920.00 69.5 325.0 10 Joint 100 

4 50478.56 10638.30 920.00 65.2 311.7 10 Joint 100 

5 50481.82 10639.52 922.78 90.0 58.9 0 Joint 13 

6 50481.80 10639.63 921.82 58.0 321.2 3 Joint 13 

7 50481.57 10640.28 922.71 43.0 306.9 3 Joint 13 

8 50477.39 10640.44 920.00 65.2 321.4 17 Joint 100 

9 50480.58 10641.50 922.40 77.0 129.7 3 Joint 13 

10 50480.20 10642.13 922.26 62.0 141.0 3 Joint 13 

11 50479.74 10643.33 923.71 30.0 318.3 4 Joint 13 

12 50479.71 10643.46 922.93 21.0 243.0 3 Joint 13 

13 50478.94 10644.19 922.16 49.0 136.5 3 Joint 13 

14 50478.24 10645.61 921.87 54.0 316.6 3 Joint 13 

15 50477.91 10645.65 920.86 58.0 180.4 3 Joint 13 

16 50472.10 10648.86 920.00 66.0 348.0 3 Joint 100 

17 50468.52 10654.23 920.00 68.0 172.0 3 Joint 100 

18 50470.95 10656.48 921.64 55.0 280.0 10 Joint 11 

19 50470.66 10656.89 926.36 82.0 170.0 10 Joint 11 

20 50470.21 10657.54 924.87 38.0 300.0 10 Joint 11 

21 50470.04 10657.79 922.08 47.0 320.0 10 Joint 11 

22 50469.95 10657.92 925.59 17.0 335.0 10 Joint 11 

23 50469.34 10658.80 924.68 20.0 350.0 10 Joint 11 

24 50469.05 10659.22 925.38 20.0 350.0 10 Joint 11 

25 50467.97 10660.79 925.47 75.0 120.0 10 Joint 11 

26 50467.46 10661.52 924.86 63.0 170.0 10 Joint 11 

27 50462.66 10662.87 920.00 79.5 70.4 4 Joint 100 
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28 50466.47 10662.94 924.85 42.0 145.0 10 Joint 11 

29 50408.47 10664.41 920.00 83.9 255.0 7 Joint 100 

30 50464.94 10665.16 925.57 45.0 270.0 10 Joint 11 

31 50461.04 10665.36 920.00 55.4 226.1 5 Joint 100 

32 50464.21 10666.21 925.24 51.0 145.0 10 Joint 11 

33 50458.99 10668.38 920.00 85.8 68.6 6 Joint 100 

34 50405.20 10668.82 920.00 46.1 221.2 9 Joint 100 

35 50457.17 10671.00 920.00 72.6 81.4 7 Joint 100 

36 50460.33 10673.77 921.73 70.0 340.0 10 Joint 9 

37 50460.32 10673.79 921.55 17.0 345.0 10 Joint 9 

38 50460.20 10673.95 923.14 61.0 156.0 10 Joint 9 

39 50460.08 10674.10 921.94 47.0 340.0 10 Joint 9 

40 50459.83 10674.43 923.43 47.0 330.0 10 Joint 9 

41 50459.56 10674.79 921.52 84.0 340.0 10 Joint 9 

42 50459.47 10674.91 924.18 86.0 340.0 10 Joint 9 

43 50459.47 10674.91 922.16 52.0 335.0 10 Joint 9 

44 50459.41 10674.99 924.90 18.0 140.0 10 Joint 9 

45 50459.34 10675.09 923.84 30.0 350.0 10 Joint 9 

46 50459.27 10675.17 924.24 30.0 350.0 10 Joint 9 

47 50459.21 10675.25 924.17 35.0 350.0 10 Joint 9 

48 50459.18 10675.28 923.67 40.0 350.0 10 Joint 9 

49 50459.18 10675.29 923.93 33.0 350.0 10 Joint 9 

50 50459.18 10675.29 924.41 35.0 350.0 10 Joint 9 

51 50459.05 10675.47 924.40 30.0 350.0 10 Joint 9 

52 50458.84 10675.74 925.00 88.0 135.0 10 Joint 9 

53 50458.50 10676.19 923.23 65.0 100.0 10 Joint 9 

54 50458.41 10676.30 923.89 35.0 350.0 10 Joint 9 

55 50458.21 10676.57 923.52 65.0 100.0 10 Joint 9 

56 50458.03 10676.81 923.79 35.0 210.0 10 Joint 9 

57 50457.45 10677.56 923.11 85.0 170.0 10 Joint 9 

58 50397.91 10678.38 920.00 46.4 222.2 7 Joint 100 

59 50455.90 10679.61 921.05 84.0 164.0 10 Joint 9 

60 50455.20 10679.78 920.99 34.0 336.5 4 Joint 7 

61 50450.42 10679.83 920.00 19.0 8.0 4 Joint 100 

62 50455.58 10680.02 922.73 29.0 140.0 10 Joint 9 

63 50454.79 10680.04 922.64 21.0 143.0 10 Joint 7 

64 50449.95 10680.38 920.00 76.6 300.6 5 Joint 100 

65 50454.43 10680.50 923.24 86.0 143.0 10 Joint 7 

66 50453.75 10681.39 923.31 63.0 323.0 10 Joint 7 

67 50453.65 10681.52 921.45 17.0 323.0 10 Joint 7 

68 50448.92 10681.58 920.00 84.0 164.0 8 Joint 100 
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69 50453.60 10681.58 920.74 6.0 323.0 10 Joint 7 

70 50448.49 10682.11 920.00 73.2 301.6 5 Joint 100 

71 50452.93 10682.46 921.37 87.0 340.0 10 Joint 7 

72 50452.42 10683.12 923.07 89.0 142.0 10 Joint 7 

73 50451.19 10684.72 924.06 73.0 323.0 10 Joint 7 

74 50445.83 10685.19 920.00 64.4 283.5 3 Joint 100 

75 50390.06 10688.13 920.00 47.2 240.7 4 Joint 100 

76 50442.30 10689.26 920.00 57.1 295.3 4 Joint 100 

77 50388.40 10690.04 920.00 88.4 263.6 14 Joint 100 

78 50440.46 10691.35 920.00 34.0 339.0 2 Joint 100 

79 50436.85 10695.60 920.00 51.9 201.1 7 Joint 100 

80 50435.66 10696.81 920.00 54.2 188.7 5 Joint 100 

81 50433.30 10699.58 920.00 57.9 206.4 4 Joint 100 

82 50434.05 10706.34 929.78 62.0 298.1 4 Joint 135 

83 50433.55 10706.73 923.50 62.0 347.1 3 Joint 135 

84 50433.01 10707.16 925.33 42.0 110.3 2 Joint 135 

85 50432.80 10707.37 925.60 35.0 123.0 3 Joint 135 

86 50433.00 10707.41 923.26 59.0 341.2 3 Joint 135 

87 50432.47 10707.78 925.35 42.0 110.3 3 Joint 135 

88 50432.28 10707.97 924.91 42.0 106.0 3 Joint 135 

89 50432.29 10707.99 925.25 42.0 105.6 3 Joint 135 

90 50431.98 10708.61 923.82 48.0 311.5 3 Joint 135 

91 50431.30 10708.98 925.05 69.0 87.7 4 Joint 135 

92 50431.82 10709.18 925.09 58.0 275.8 4 Joint 135 

93 50431.13 10709.30 924.21 69.0 86.9 3 Joint 135 

94 50430.32 10710.25 923.71 52.0 99.9 3 Joint 135 

95 50430.59 10710.38 924.86 62.0 293.3 3 Joint 135 

96 50430.63 10710.49 926.16 58.0 290.4 4 Joint 135 

97 50430.07 10710.58 923.34 40.0 125.0 3 Joint 135 

98 50430.18 10710.60 922.78 52.0 131.9 3 Joint 135 

99 50429.76 10710.99 925.25 41.0 120.7 3 Joint 135 

100 50429.85 10711.13 926.74 62.0 307.4 3 Joint 135 

101 50429.47 10711.37 922.66 55.0 128.8 2 Joint 135 

102 50429.53 10711.40 924.88 66.0 129.7 2 Joint 135 

103 50429.42 10711.60 921.51 58.0 325.2 3 Joint 135 

104 50428.97 10712.00 926.93 45.0 132.4 3 Joint 135 

105 50428.85 10712.09 926.04 45.0 119.4 3 Joint 135 

106 50428.70 10712.21 924.23 47.0 117.8 3 Joint 135 

107 50428.73 10712.24 922.03 80.0 191.6 5 Joint 135 

108 50428.24 10712.89 925.72 59.0 121.9 3 Joint 135 

109 50428.43 10712.92 921.79 80.0 21.6 6 Joint 135 
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110 50427.87 10713.51 926.12 79.0 299.8 4 Joint 135 

111 50427.89 10713.52 922.01 80.0 20.9 5 Joint 135 

112 50428.42 10713.53 923.07 45.0 353.8 7 Joint 135 

113 50426.73 10714.75 921.45 89.0 107.2 3 Joint 135 

114 50383.54 10715.23 920.00 53.6 237.3 4 Joint 100 

115 50425.87 10715.29 922.90 2.0 185.0 5 Joint 135 

116 50426.28 10715.37 923.72 69.0 314.0 4 Joint 135 

117 50426.28 10715.43 922.73 67.0 306.5 4 Joint 135 

118 50384.47 10715.77 920.00 47.0 228.4 3 Joint 100 

119 50426.06 10715.98 929.95 72.0 277.0 5 Joint 135 

120 50425.76 10716.03 923.17 60.0 325.8 7 Joint 135 

121 50425.35 10716.56 923.32 64.0 305.8 4 Joint 135 

122 50424.47 10716.72 920.78 65.0 202.5 7 Joint 135 

123 50425.01 10716.78 924.07 85.0 120.6 3 Joint 135 

124 50424.70 10717.27 922.88 64.0 306.7 3 Joint 135 

125 50424.40 10717.52 927.41 89.0 98.2 5 Joint 135 

126 50416.17 10717.63 920.00 78.0 127.0 2 Joint 100 

127 50423.03 10719.26 925.19 88.0 233.9 14 Joint 135 

128 50422.89 10719.40 921.27 65.0 306.0 5 Joint 135 

129 50422.76 10719.74 922.81 67.0 292.2 4 Joint 135 

130 50413.53 10720.37 920.00 58.0 122.0 2 Joint 100 

131 50422.57 10720.41 924.10 65.0 263.2 13 Joint 135 

132 50412.98 10720.93 920.00 66.4 162.9 3 Joint 100 

133 50411.43 10722.64 920.00 72.3 158.5 3 Joint 100 

134 50410.47 10723.63 920.00 25.0 338.0 9 Joint 100 

135 50409.70 10724.51 920.00 74.9 170.4 3 Joint 100 

136 50407.54 10726.70 920.00 79.4 172.2 3 Joint 100 
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APPENDIX B  

FURTHER INSIGHT TO ROCK FRACTURING MECHANISMS  

 

Several tests were conducted at the University of Alberta, Rock Mechanics Lab, and in the field to 

get insight into fracture mechanism, failure modes, and the effect of loading rate on the peak load. 

For this purpose, rock strength tests such as the Brazilian tensile strength test, the drop weight 

impact test, and the point load strength index tests were conducted on various rock types.  

8.1 Brazilian tensile strength tests 

The Brazilian tensile strength tests (splitting tensile strength tests) were conducted on limestone 

and sandstone using ELE Digital Tritest 50 of 50 kN capacity with spherical loading platens. The 

equipment setup is shown in Figure B8-1. The spherical loaded Brazilian load-displacement/time 

curves are classified into three regions; initial compression section (I), elastic loading (II), and 

post-peak deformation section(III) (Gong et al., 2019). A sample curve for limestone is shown in 

Figure B8-2. Spherical loading is believed to cause local compression which restricts crack 

propagation during the loading process and hence higher vertical forces. This results in higher 

tensile strength as compared to the direct tensile strength method (Gong et al., 2019). Along with 

the main crack, secondary cracks are formed during the post-peak stage forming multiple central 

fractures. 
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Figure B8-1: Brazilian test setup 

As indicated by ASTM standards, samples of around 50 mm diameter and 25 mm thickness were 

used in this case. Tests were conducted with loading rates varied from 0.015, 0.03 0.05, 0.15, 0.3, 

to 0.5mm/min. A total of 16 samples of limestone and 13 samples of sandstone were tested. The 

average tensile strength of limestone is 12.61 ± 2.33 MPa and for sandstone is 9.10 ± 2.1 MPa. 

Figure B8-3 and Figure B8-4 presents the plots of tensile strength against loading rate. From the 

plots, it is clear that at lower loading rates which in this case is less than 0.01 s-1 the tensile 

strength is almost constant.  
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Figure B8-2: Brazilian test load-time curve 

 

Figure B8-3: Limestone tensile strength vs. loading speed 
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Figure B8-4 Sandstone tensile strength vs. loading speed 

Four major fracture modes were observed; central fracture, multiple central fractures, non-central 

fracture, and layer activation. Central fracture, if it is not associated with structures is the tensile 

strength of the rock. This type of failure is observed more often in less strong rocks. In the tests 

conducted, all sandstone samples had central fractures. Central multiple structure is the 

dominant failure mode in high tensile strength rock where multiple fractures are developed to 

release stored strain energy. This was observed mostly in the limestone samples.  

The other two failure modes were not common but could also be observed from the tests. Non-

central fractures were observed on the limestone. Non-central fractures occur as curved lines 

starting from or around loading platens when the sample fails under high tensile strength.  Layer 

activation occurs when structures are parallel or near parallel to the loading direction. The fracture 

process uses them because of their weaker mechanical properties of the intact rock and the 
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to the loading direction, tensile strength obtained is the strength of intact material. Table B8-2 

shows the summary of the failure modes in limestone. The detailed test results are presented in  

Table B8-4  to Table B8-7. 

Table B8-2: Brazilian test failure modes 

Failure type 
Central fracture 

failure 
Central-multiple 
fractures failure 

Non-Central 
fracture failure 

Layer activation 
failure 

Tensile 
strength (MPa) 

11.32 13.91 12.27 9.57 

Images after 
failure 

    

8.2 Drop weight test 

The drop weight test is an experiment developed to assess breakage characteristics of rock 

material required for AG/SAG mills and crushers (Napier-Munn, 1996). It is also used to determine 

the influence of the energy levels on particle size in crushing or blasting. The test operates under 

the concept that product size distribution is a function of the applied comminution energy. Drop 

weight tests operate under strain rates ranging from 1s-1 to 10s-1. In this range, strain rate effects 

become considerable although the magnitude can be small and in some cases unsubstantial. This 

test was performed to estimate energy absorbed by the sample when breaking and determine 

particle size distribution as a function of energy applied.  

Samples were prepared from a 1-inch diameter limestone core cut to a disc of half the diameter 

thickness. The impacting mechanism for the drop weight test is a weight dropped by gravity on a 

striker placed on the specimen. A tube is used to guide the falling mass. The load and drop height 

weight provide a range of impact velocities and energy capacities for impact tests. The energy 
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absorbed by the test specimen is equal to the impact energy required to fracture the specimen. 

ASTM rock toughness tester was used in this experiment, with a drop weight (2004 g) falling free 

by gravity impacting the striker (1008.4 g) placed on the specimen. The test setup is shown in 

Figure B8-5. 

 

Figure B8-5: Drop weight test setup 

Eight (8) samples are tested, varying dropping height from 5cm to 80cm. Each sample’s weight 

(m) and thickness (t) were measured. As the mass falls from initial height hi to final height hf the 

decrease in potential energy is the energy absorbed to create fracture and can be calculated from 

equation (B1). Table B8-3 shows the results. 

 i fPE mg h h   (B1) 

 
  



Apprendix B                                                                                                                                                            197                  

 

 

Table B8-3: Drop weight test results 

Sample 
Weight 

(g) 
Thickness 

(mm) 
Drop height 

(cm) 
Potential 

Energy (J) 
Specific 

energy (kWh/t) 
Sample after 

crushing 

1 14 11.53 80 15.73 0.285 

 

2 13.9 11.43 40 7.86 0.156 

 

3 14 11.51 30 5.90 0.117 

 

4 14.2 11.69 20 3.93 0.077 

 

5 14 11.57 10 1.97 0.039 

 

6 14.5 11.83 5 0.98 0.019 

 

7 14.3 11.71 5 0.98 0.019 

 

8 14.9 11.87 5 0.98 0.018 

 

The crushed samples were collected and sieved for particle size analysis. The results of the sieved 

samples have slightly less weight than the original samples which can be due to samples being 

thrown out during impact or errors in the weighing balance. Cumulative weight was calculated for 

each sample and t10 was obtained which is the percentage passing 1/10th of the original sample 
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size. For the sample of 23.93 mm, t10 is between 3.35mm and 2 mm sieves; an interpolation was 

done to obtain the value. When t10 was compared to specific energy input, it was observed that 

the amount of smaller fragments increased with an increase in specific energy. Figure B8-6 shows 

the relationship between specific energy and t10 obtained for the samples tested. 

 

Figure B8-6: Percentage of fines vs fracturing energy 

Further analysis into the fragmentation distribution with the variable fracturing energy shows that 

limestone fractures at a specific energy of 0.019kWh/t. The increase in specific energy increases 

the production of smaller fragments resulting in a fragmentation distribution curve curving more 

towards the right-hand side as seen in Figure B8-7; the legend is the specific energy in kWh/t. 
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Figure B8-7: Fragmentation size distribution from the drop weight impact test 
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Table B8-4: Brazilian tests on limestone (1-8) 

Limestone 
tests 

Sample 1 Sample2 Sample 3 Sample 4 Sample 5 Sample 6 Sample 7 Sample 8 

Loading 
speed 
(mm/min) 

0.15 0.50 0.30 0.15 0.50 0.30 0.15 0.50 

Maximum 
load (KN) 

25.54 20.21 28.76 28.76 26.01 24.22 24.77 25.07 

Breaking 
time (sec) 

328 228 306 309 302 281 293 267 

Loading 
ratio (N/s) 

77.88 88.64 93.98 93.07 86.12 86.21 84.53 93.89 

Sample 
thickness 
(mm) 

24.78 25.04 24.27 24.68 25.90 25.15 25.65 25.83 

Tensile 
Strength 
(MPa) 

13.13 10.28 15.09 14.84 12.79 12.27 12.30 12.36 

Fracture 
mode 

Central 
multiple 

Central 
Central 
multiple 

Central 
multiple 

Central 
multiple 

Non-central, 
curved line 

Central 
multiple 

Central 

Strain rate 
(s-1) 

5.00E-05 1.67E-04 1.00E-04 5.00E-05 1.67E-04 1.00E-04 5.00E-05 1.67E-04 

Sample 
images after 
the test 

        

 

 



Appendix B                                                                                                                                                                                                                                                         201                  

 

 

 

 

  

Limestone 
tests 

Sample 9 Sample 10 Sample 11 Sample 12 Sample 13 Sample 14 Sample 15 Sample 16 

Loading 
speed 
(mm/min) 

0.30 0.10 0.3 0.015 0.015 0.03 0.03 0.05 

Maximum 
load (KN) 

19.30 35.07 22.35 31.47 32.46 26.13 27.62 32.60 

Breaking time 
(sec) 

354 354 265 325 344 344 335 383 

Loading ratio 
(N/s) 

54.53 99.06 84.34 96.83 94.36 75.97 82.44 85.12 

Sample 
thickness 
(mm) 

25.69 24.87 24.46 24.97 25.37 25.36 25.37 25.01 

Tensile 
Strength 
(MPa) 

9.57 17.96 11.64 16.06 16.30 13.13 13.87 16.61 

Fracture mode 
Layer 

activation 
Central 
multiple 

Central 
multiple 

Central 
multiple 

Central 
multiple 

Central 
multiple 

Central 
multiple 

Central 
multiple 

Strain rate  
(s-1) 

1.00E-04 3.33E-05 1.00E-04 5.00E-06 5.00E-06 1.00E-05 1.00E-05 1.67E-05 

Sample 
images after 
the test 

        

Table B8-5: Brazilian tests on limestone (9-16) 
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Table B8-6: Brazilian tests on Sandstone (1-7) 

 

 

  

 Sandstone 
tests 

Sample 1 Sample2 Sample 3 Sample 4 Sample 5 Sample 6 Sample 7 

Loading 
speed 
(mm/min) 

0.50 0.30 0.15 0.05 0.03 0.015 0.50 

Maximum 
load (KN) 

15.68 15.81 21.22 20.14 17.23 15.31 19.53 

Breaking 
time (sec) 

215 222 268 264 232 238 272 

Loading 
ratio (N/s) 

72.91 71.23 79.19 76.29 74.25 64.32 71.82 

Sample 
thickness 
(mm) 

25.2 25.5 25.3 25.5 25.7 27.9 25.3 

Tensile 
Strength 
(MPa) 

7.92 7.90 10.69 10.06 8.54 7.00 9.84 

Fracture 
mode 

Central Central Central Central Central Central Central 

Strain rate 
(s-1) 

1.67E-04 1.00E-04 5.00E-05 1.67E-05 1.00E-05 5.00E-06 1.67E-04 

Sample 
images 
after the 
test 
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Table B8-7: Brazilian tests on sandstone (8-13) 

 Sandstone 
tests 

Sample 8 Sample 9 Sample 10 Sample 11 Sample 12 Sample 13 

Loading speed 
(mm/min) 

0.30 0.15 0.05 0.03 0.03 0.015 

Maximum load 
(KN) 

19.97 18.91 21.49 18.75 19.60 20.48 

Breaking time 
(sec) 

282 271 292 261 281 276 

Loading ratio 
(N/s) 

70.83 69.78 73.59 71.85 69.76 74.21 

Sample 
thickness 
(mm) 

26.1 25.9 26.0 27.8 28.0 28.0 

Tensile 
Strength 
(MPa) 

9.75 9.30 10.52 8.60 8.91 9.32 

Fracture mode Central Central Central layer activation Central Central 

Strain rate  
(s-1) 

1.00E-04 5.00E-05 1.67E-05 1.00E-05 1.00E-05 5.00E-06 

Sample 
images after 
the test 
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APPENDIX C  

POWDER FACTOR AND BOREHOLE PRESSURE ESTIMATION 

This section summarizes the calculations to estimate powder factor and borehole pressure as stipulated in 
section 6.2. 

C1. POWDER FACTOR ESTIMATION 

As discussed in section 5.6.3, the powder factor is estimated from the rock properties and 

explosive energy after deciding on the size of the fragmentation. For the hard rock, the size of the 

crushed zone formed is 0.3 m maximum with the fracture zone covering the rest. The crushed 

zone fragments are formed when the shock wave exceeds the dynamic compressive strength of 

the rock and the fracture zone from the dynamic tensile strength. Data required to estimate 

fracture toughness in both regions are presented in Table C8-8. The powder factor is estimated 

to achieve a 5 mm fragment size in the crushed zone and a 200 mm fragment size in the fracture 

zone. The estimation is done for the B x S x BH dimensions of 5.5 m x 6.5 m x 10 m. Table C8-9 

presents the summary of calculations to estimate the powder factor. 

Table C8-8: Powder factor estimation parameters 

 

 

K1csc 
(MPam0.5) 

K1cst 

(MPam0.5) 
σcd (MPa) σtd (MPa) 

K1cdc 
(MPam0.5) 

K1cdt 
(MPam0.5) 

1.46 1.79 310.51 27.17 2.57 3.18 

Ed (GPa) VOD (m/s) ρe (kg/m3) ρr (kg/m3) Vp (m/s)  

122.73 4789.125 1207.75 2680 4369  
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Table C8-9: Powder factor estimation 

Geometric dimensions 

Parameter Value Units 

rock volume per blasthole 5.5 x 6.5 x 10 (m) 

Crushed zone 0.3 x 0.3 x 10 (m) 

Fracture zone  the rest   

Initial surface area total 311.5 m2 

Surface area calculations for the crushed zone 

Initial crushed surface area 12.18 m2 

Initial crushed volume 0.9 m3 

Crushed zone fragment size 0.005 m 

volume of each fragment 0.000000125 m3 

Number of fragments                7,200,000    

New surface area of each fragment 0.0001875 m2 

Total of the new surface area                      1,350  m2 

Surface area calculations for the fractured zone 

Initial fracture area 299.32 m2 

Initial fracture volume 356.6 m3 

Fractured zone fragment size 0.2 m 

Volume of each fragment 0.008 m3 

Number of fragments                      44,575    

New surface area of each fragment 0.24 m2 

New surface fracture zone                    10,698  m2 

Fracture energy requirements 

Crushed zone                36,276.86  J/m3 

Fractured zone             438,877.53  J/m3 

Total energy             475,154.39  J/m3 

Powder factor estimation 

rock impedance              11,708,920  kg/m2s 

Explosive impedance                5,784,066  kg/m2s 

Energy transfer coefficient 0.89   

Fracture energy efficiency 0.18   

Total energy 3.98 MJ/kg 

Powder factor 0.76 kg/m3 
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C2: BOREHOLE PRESSURE ESTIMATION  

Borehole pressure can be estimated from the heat of explosion which is obtained from the 

difference between the heat of formation of the products to the heat of breakdown of elements 

after detonation. The information in section 2.3.2 and equations 2.1 to 2.5 will be used in this 

section to estimate the borehole pressure produced from the detonation of ANFO. The inference 

of the borehole pressure produced from emulsion detonation will also be made using BWD. The 

heat of the formation of ANFO compounds is as shown in Table C8-10, (Hustrulid, 1999). 

Table C8-10: Heat of formation of ANFO 

Compound Chemical 

Formula 

Molecular weight 

(g) 

Number of 

moles 

Heat of formation 

(kCal/mole) 

Ammonium Nitrate HNO4O3 80 3 -87.3 

Fuel Oil CH2 14 1 -7 

Carbon dioxide CO2 44 1 -94.1 

Water H2O 18 7 -57.8 

Nitrogen gas N2 28 3 0 

A chemical reaction in explosive detonation is used to calculate the energy released using 

equation (C1).  For standard ANFO explosives with the composition of 94.5% Ammonium nitrate 

and 5.5% Fuel oil (CH2), the chemical reaction is presented as follows; 

4 3 2 2 2 23 7 0 3CH NO CH CO H N     (C1) 

The heat of formation of reactants 

3( 87.3) ( 7) 268.9kCal/ mole      (C2) 

The heat of the formation of products 

( 94.1) 7( 57.8) 0 498.6kCal/ mole       (C3) 
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From the equation (C2) and (C3) heat of the explosion, QE is -229.7 kCal/mole which is equivalent 

to -903.3 kCal/kg. Standard ANFO has a density of 0.8 g/cm3 and an effective energy of 2.30 

MJ/kg making the initial volume occupied by one kilogram of gases 1.25 litres. The number of 

moles of gaseous products per kilogram of ANFO is derived as shown in Table C8-11 with the 

molar heat capacities obtained from Cook (1958). The linear relationship between the heat of 

explosion (QE) and final explosion temperature (TE) is plotted in Figure C8-8 and for QE = 904.3 

kCal/kg TE is obtained to be 2789.5 °K. Gas pressure from the explosive reaction is calculated 

from Equation (2.5) to be 803.96 MPa. 

Table C8-11: Ideal Molar Heat Capacities 

Gases CO2 H20 N2 QE (kCal/kg) 

Temperatures 

(°K) 

2500 11.293 8.656 6.082 780.66 

2750 11.456 8.862 6.155 886.97 

3000 11.600 9.045 6.219 994.66 

Number of moles per kg 3.94 27.56 11.81 - 

The velocity of detonation of standard ANFO is estimated using the thermodynamic formulae by 

Hustrulid (1999) to be 4529 m/s, making the detonation pressure 4102.36 MPa from equation 

(2.6). Therefore, the ratio of gas pressure to detonation pressure is estimated to be 19.6%.  
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Figure C8-8: The plot of the heat of explosion vs temperature 

Relative bulk effective energy (REE) is the effective energy of an explosive compared to the 

effective energy of an equal volume of standard ANFO and can be estimated from the relative 

weight strength (RWS) using Equation (C4). For the density of 1.207 g/cm3 of Fortis Extra used, 

the REE and explosive bulk energy (BE) are interpolated as presented in Table C8-12. Using REE 

to estimate borehole pressure from Fortis Extra from the borehole pressure produced by ANFO, it 

is obtained as 1,415 MPa which is 20% of the detonation pressure. 

, REEe
e ANFO

ANFO

REE RWS BE BE   



 (C4) 

Table C8-12: Explosive bulk energy 

Explosive density 

(g/cm3) 

Relative weight 

strength, RWS (%) 

Relative bulk energy, 

REE (%) 

Bulk energy, BE 

(MJ/kg) 

1.1 1.1 1.51 3.48 

1.25 1.21 1.89 4.35 

1.207 1.17 1.76 3.98 

 


