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Abstract

Cognitive radio is an emerging spectrum-agile technology to alleviate the upcoming spec-

trum shortage problem. In a cognitive radio network, unlicensed users (secondary users)

can access the licensed spectrum if there is no transmission/reception activity of licensed

users (primary users) in an overlay mode, or the interference of secondary users to primary

users is below a threshold in an underlay mode. Spectrum sensing is essential in an overlay

mode, while resource allocation is challenging in both modes due to the lower priority of

secondary channel access. The focus of this thesis is on optimal spectrum sensing and re-

source allocation in cognitive radio networks, to provide necessary protection for primary

users and achieve resource efficiency for secondary users.

Firstly, optimal sensing time allocation in multichannel cognitive radio network is stud-

ied, to maximize the average throughput of secondary users while protecting primary activ-

ities. The initially formulated optimization problems are non-convex, which are very hard

to be solved optimally. By finding special properties of the problems, the problems are

decomposed into bi-level convex optimization problems, which can be solved optimally.

Secondly, channel sensing order setting in a two-user multichannel cognitive radio net-

work is investigated. Two sub-optimal algorithms are proposed and numerically verified to

have comparable performances to optimal solutions. When adaptive modulation is adopted,

it is shown that the stopping rule should be designed jointly with sensing order setting strat-

egy of the two users.



Thirdly, joint sensing time setting and resource allocation in a multichannel cognitive

radio network is studied. An optimization problem is formulated to maximize the weighted

average throughput of secondary users. The problem is non-convex. With the aid of mono-

tonic optimization and bi-level optimization, the non-convex problem is solved optimally.

The research is also extended to cases maximizing the proportional or max-min fairness

level of the users.

Last but not least, optimal resource allocation in an underlay mode is investigated. The

average rate of secondary users is maximized while limiting the interference to primary

users. Convex problems are formulated. By deriving special properties of the optimal

solutions, simple online algorithms are given, with closed-form solutions.
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Chapter 1

Introduction

1.1 Spectrum Scarcity and Under-utilization Problems

The past decades have witnessed the rapid growth of wireless communication networks.

Among them, cellular networks and wireless local area networks (WLANs) are the two

most popular wireless communication networks, and are involved in people’s daily activi-

ties, including voice conversation, messaging, web browsing, emails, etc.

A cellular network is a radio network distributed over a wide geographic area, which

is divided into a number of smaller areas, referred to as cells. In each cell there is a base

station that provides wireless access service to mobile users within its coverage. A mobile

user can receive seamless service when it moves from one cell to another cell, or from

one cellular network to another cellular network. In other words, the cellular networks

provide ubiquitous wireless access coverage to mobile users. The first-generation (1G)

cellular networks are based on analog techniques, and can support only voice conversations

[1]. The second-generation (2G) cellular networks adopt digital communication techniques,

and use time division multiple access (TDMA) or code division multiple access (CDMA)

[2]. Data service, such as short message service (SMS) and wireless application protocol

(WAP) service, is also provided, with data rate ranging from 56 kbps to 236.8 kbps. So

far the 2G networks are popularly deployed in the world. To improve the data transmission

rate and to better support multimedia service, the third-generation (3G) networks are based

on advanced CDMA technology and are expected to replace 2G networks [3]. As defined

by International Telecommunication Union (ITU), the 3G networks can provide a minimum

data rate of 2 Mbps for stationary or walking users and 384 kbps for users with high velocity

1



(for example, in a moving vehicle) [4]. High-speed Internet access and data transmission are

also supported in 3G networks. Nowadays researchers are still working on standardization

of the four-generation (4G) cellular networks, for which many issues are still open. 4G

networks are expected to offer a peak data rate of 1 Gbps for static or low-speed users and

100 Mbps for high-speed mobile users [5]. Long-term-evolution advanced (LTE Advanced)

and Worldwide Interoperability for Microwave Access (WiMAX) are two major candidate

standards [6].

Different from cellular networks that can support ubiquitous coverage, WLANs provide

high-speed wireless access service via an access point for wireless devices (such as laptops

and tablet computers) in a local area, such as campus, airport, hotel, office, etc. [7]. The

IEEE 802.11 is one most popular standard family for WLANs. According to IEEE 802.11,

a WLAN can take a bandwidth of more than 20MHz [8] and can be effective within the

range of approximately 38 m for indoor service or 140 m for outdoor service. With a large

bandwidth in a local area, it is possible for a WLAN to provide high data rates for its users.

The IEEE 802.11b, an early version of IEEE 802.11 standards, adopts the direct-sequence

spread spectrum (DSSS) modulation technique, and is able to provide a maximum rate of 11

Mbps for one user. The subsequent IEEE 802.11a and IEEE 802.11g adopt the orthogonal

frequency division multiplexing (OFDM) technique in physical layer and can support a data

rate up to 54 Mbps. The most latest IEEE 802.11 standard, IEEE 802.11n, adopts OFDM

and multiple input multiple output (MIMO) techniques, and can support a data rate up to

150 Mbps [9]. It can be seen that the users in a WLAN can transmit data at high rates.

Various wireless communication networks enable users to communication anywhere

and anytime. This also motivates new wireless applications, along with the increasing de-

mands of users for faster and more stable wireless services. However, it seems that there

is no much wireless spectrum left for future wireless applications. Fig. 1.1 shows the U.S.

radio spectrum frequency allocation [10]. It can be seen that there is almost no spectrum

available for new wireless applications. To alleviate the spectrum scarcity problem in the

future, the spectrum resources should be more efficiently utilized.

One possible way to better utilize the spectrum is to use more advanced modulation

and coding techniques. However, the current advanced transmission techniques nowadays

have been able to reach the Shannon capacity closely, which is the theoretical upper bound

on achievable rate. Therefore, there is no much room for increasing the data rate by more

2



advanced modulation and coding techniques.
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Fig. 1.1. U.S. frequency allocation chart as of October 2011.

On the other hand, a report from the U.S. Federal Communications Commission (FCC)

indicates that the allocated spectrum is utilized at a percentage ranging from 15% to 85% in

major US metropolitan areas, according to real measurements of the spectrum usage [11].

Therefore, the allocated spectrum is severely under-utilized, which is also supported by

measurements from other organizations.

Both the spectrum scarcity and spectrum under-utilization motives the idea of dynamic

spectrum access, which allows unlicensed users to temporarily access the spectrum in a

period of time or at a particular region, which does not have harmful effects to licensed

users. Cognitive radio is an emerging technique to realize the idea of dynamic spectrum

access [12], [13].

1.2 Cognitive Radio: History and Progress

The term “cognitive radio” is first proposed by Joseph Mitola in 1999 [14], targeting at en-

hancing the flexibility of personal wireless devices. According to Joseph Mitola, cognitive

radio is a smart radio which can observe the wireless communication environment, detect
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the user communication demands, and adjust its communication parameters intelligently.

This definition of cognitive radio only describes its characteristics, such as environment

awareness, intelligence, and adaptiveness. How the cognitive radio works is not specified.

Recently, in [13], how cognitive radio works is described, by specifying the basic cognitive

cycle with three fundamental tasks, namely radio-scene analysis, channel identification, and

transmit-power control and dynamic spectrum management.

When cognitive radio is used to achieve dynamic spectrum access, licensed users and

unlicensed users are referred to as primary users and secondary users, respectively. Primary

users have priority in spectrum access. Secondary users can access the spectrum only when

they do not affect primary activities. For spectrum sharing of secondary users, there are

two modes: spectrum overlay mode and spectrum underlay mode [15]. In the overlay

method, secondary user can access the spectrum only when primary users are not active.

Therefore, secondary users first search, by spectrum sensing, for spectrum holes, i.e., the

spectrum bands that are not utilized by primary users at a particular time or location, and

then access those spectrum holes for a limited time. Since the primary users may return in

some spectrum bands, the secondary users need to perform spectrum sensing periodically.

Since the secondary users are not active simultaneously with primary users, there is few

constraints on transmission power of secondary users. On the other hand, in underlay mode,

secondary users and primary users can be simultaneously active at a location. To protect the

activities of primary users, the interference from secondary users to primary users should

be limited under a certain level.

Due to the ability of cognitive radio to alleviate the spectrum scarcity problem, many

research institutions, radio management and standardization organizations have paid much

attention to cognitive radio. In 2002, the FCC published a report [16], aiming at address-

ing ubiquitous spectrum issues such as spectral efficiency, interference protection and so

on by improving the spectrum policies. To improve the utilization of spectrum resources,

this report recommends the adoption of cognitive radio techniques. This report paves the

way for the development of cognitive radio. In 2004, the IEEE started the standardization

of the IEEE 802.22, which is the first worldwide air interface standard targeting at sharing

of geographically unused spectrum assigned to the television broadcast service [17]. Other

standards, such as European Computer Manufacturers Association 392 (ECMA 392) [18],

IEEE Standards Coordinating Committee 41 (IEEE SCC41) [19] and IEEE 802.11af [20],
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also contribute to release cognitive radio’s potential for commercial use. Some research

institutions have also started projects on cognitive radio. For example, the neXt Generation

(XG) program is to develop the technology to realize dynamic spectrum utilization; the Eu-

ropean Dynamic Radio for IP Services in Vehicular Environments (DRiVE) project and the

Spectrum Efficient Uni- and Multicast Over Dynamic Radio Networks in Vehicular Envi-

ronments (OverDRiVE) project focus on the dynamic spectrum allocation in heterogeneous

networks [21].

1.3 Thesis Motivations and Contributions

In cognitive radio, the two most important issues are channel sensing [22]–[31] and channel

access [32]–[41]. Channel sensing is particularly for overlay mode, when secondary users

first sense the availability of spectrum before transmitting over the spectrum. For channel

access in either overlay mode or underlay mode, secondary users need to determine how to

allocate limited resources optimally. This thesis focuses on optimal channel sensing, and

optimal resource allocation in channel access.

1.3.1 Optimal Channel Sensing Setting

In a cognitive radio network with overlay mode, it is likely that there are multiple primary

channels. And due to hardware constraint, a secondary user may be able to sense one

channel at a time, and thus, each secondary user performs spectrum sensing sequentially,

from one channel to another.

In addition, to increase the sensing accuracy, cooperative sensing is a good solution.

In cooperative sensing, multiple secondary users first sense the channels, and send their

sensing results to a coordinator, which makes decisions on presence or absence of primary

activities. Details of cooperative spectrum sensing are to be discussed in Chapter 2.

1.3.1.1 Optimal Sensing Time Allocation in multichannel Cooperative Sensing

For cooperative sensing, the secondary users first sense the channels, and report results to

the coordinator; the coordinator makes the decisions, and informs the secondary users how

they can transmit their data over channels that are considered free. One important question

is: how much time should be allocated for the secondary users to use in sensing? Generally,
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a larger portion of time for sensing leads to more accurate spectrum sensing, which gives

primary activities more protection. However, a larger portion of sensing time also means a

smaller portion of time for data transmission, which leads to a lower average throughput of

secondary users. So there is a tradeoff between protection of primary activities and average

throughput of secondary users. Optimal spectrum sensing strategy should be able to adjust

the sensing time to balance two conflicting objectives: maximizing the average transmission

rate of the secondary users, and protecting the activities of primary users at a certain level.

In Chapter 3, the research work on optimal spectrum sensing time setting in a multi-

channel cognitive radio network with multiple secondary users is reported. The average

throughput of multiple secondary users is targeted to be maximized while protecting the

activities of primary users at a certain level. Optimization problems are formulated and

proved to be non-convex, which are very hard to be solved optimally. A series of special

properties of the formulated optimization problems are found. Then the non-convex opti-

mization problems are decomposed into bi-level optimization problems, and each level can

be converted to convex problems based on the special properties. Polynomial-complexity

algorithms are developed to solve the formulated optimization problems optimally.

1.3.1.2 Channel Sensing Order with Noncooperative Spectrum Sensing

In this scenario, channels are sensed and accessed independently by multiple secondary

users. If one channel is sensed to be free, a secondary user will stop sensing and start to

access the channel. As the channel availabilities (which are usually measured by channel

free probabilities) are always heterogeneous, how to set the spectrum sensing order is an

open question. And when there are multiple secondary users, if two or more secondary

users sense the same free channel simultaneously, they may access the channel at the same

time, and cause a collision. Possible collisions should be considered when determining the

sensing orders of the users, and actions need to be taken to avoid collisions.

As the first step to study the channel sensing order setting problem for multiple users,

Chapter 4 considers a case with two secondary users. When adaptive modulation is not

adopted by the secondary users, a secondary user stops sensing once a free channel is de-

tected. Two sub-optimal algorithms are proposed, both of which are numerically verified

to have comparable performance with the optimal solution by exhaustive search, and have

much less computation complexity. When adaptive modulation is adopted by the secondary
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users, a secondary user stop sensing when a free channel with good channel quality is de-

tected. Our results show that the stopping rule (when to stop sensing) should be designed

jointly with the sensing order setting strategy of the two users.

1.3.2 Optimal Resource Allocation

Resource allocation is an important issue for any wireless network, as the resources are

always limited. Resource allocation problems have been well investigated in the literature

for traditional wireless networks such as cellular networks, WLANs, relay network, wire-

less sensor networks (WSNs) and many others. The resource allocation generally includes

power allocation and spectrum allocation. An effective resource allocation strategy should

be able to provide a wireless network with high throughput, low delay, low energy con-

sumption, etc. To achieve this, optimization methods are widely used. In a cognitive radio

network, however, the resource allocation has to be subject to the priority of primary ac-

tivities. Therefore, cognitive resource allocation is much more challenging than traditional

resource allocation, and is one focus of this thesis.

In a cognitive radio network in overlay mode, both spectrum sensing time and resource

allocation strategy have impact on the average throughput of a secondary user. To maxi-

mize the average throughput of secondary users, previous works in the literature focus only

on how to set the spectrum sensing time optimally while ignoring optimal resource allo-

cation. In Chapter 5 of this thesis, resource allocation and sensing time configuration are

investigated jointly in a multichannel cognitive radio network. An optimization problem is

formulated by optimizing transmission power, accessible bandwidth of the secondary users

and the spectrum sensing time such that the weighted average throughput of secondary

users is maximized. The problem is non-convex. By applying monotonic optimization and

bi-level optimization techniques, the non-convex problem can be solved optimally. The re-

search is also extended to cases when the objective is to maximize the proportional fairness

level or the max-min fairness level of secondary users.

In a cognitive radio network in underlay mode, spectrum sensing is not needed; but

the secondary users have to limit the generated interference to primary users. Therefore,

secondary resource allocation is subject to the constraint on interference to primary users.

In this case, Chapter 6 investigates how to maximize average rate (the average of the in-

stant rates over a long period) of the cognitive network with limited transmission power
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constraint, by performing power and bandwidth resource allocation. In the problem, the

constraint of the transmission power of the secondary users can be either long-term or short-

term, and the constraint of the interference-power to primary users can also be long-term

or short-term. Then there are four possible combinations of power constraints. For each

combination, the average rate maximization problem is formulated as a convex problem,

which can be solved by traditional methods, but with high complexity and without closed-

form solutions. In this research, special properties for the optimal solutions are derived,

and based on these properties, simple online algorithms are given to quickly find optimal

closed-form solutions.

1.4 Thesis Outline

The thesis is organized as follows. In Chapter 2, basic concepts of spectrum sensing and

resource allocation in cognitive radio are introduced, and related literature is surveyed.

Chapter 3 reports the research results on optimal spectrum sensing time allocation in a

multichannel cognitive radio network with cooperative spectrum sensing. In Chapter 4, the

channel sensing order setting problem is studied for a two-user cognitive radio network

with noncooperative sequential spectrum sensing. In Chapter 5, spectrum sensing time

and resource allocation are optimized jointly in a multichannel cognitive radio network in

overlay mode. Chapter 6 presents the research results on optimal resource allocation for

a cognitive radio network in underlay mode. Chapter 7 concludes the thesis and presents

future research topics.
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Chapter 2

Background and Literature Review

2.1 Spectrum Sharing

As introduced in Chapter 1, there are two modes of spectrum sharing by secondary users:

spectrum underlay and spectrum overlay. In underlay mode, the interference from sec-

ondary users to primary users should be limited under a certain level. When the statistical

information of primary channels is unknown by the secondary users [42], the power spec-

trum density (PSD) of secondary transmission should be much lower than a normal level in

a traditional network. To guarantee the communication quality of secondary users, a widely

spread bandwidth is required, which is typically achieved by CDMA or ultra-wideband

(UWB) communications. When the statistical information of primary channel is known

by the secondary users, the PSD of secondary transmission only needs to be less than an

acceptable level for primary users, which probably does not need to be much lower than a

normal level. So the secondary users do not have to resort to CDMA or UWB communica-

tions.

In the overlay method, secondary users can be active only when and where primary

users are idle. A secondary user may need to access multiple spectrum holes that are not

continuous. OFDM is a good candidate for this requirement. On a busy frequency band

with active primary user, transmission activity of any secondary user is not allowed, which

can be easily realized by OFDM through switching off the corresponding subcarriers. The

goal of this method is to make the best use of opportunities in time and space.

In the framework of overlay sharing, after a secondary user has sensed idle channels, it

can access the channels. However, if primary users become active subsequently, collisions
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may happen between secondary and primary users. One intuitive solution to this problem

is to require that a secondary user terminate its transmission after a period of time and

re-sense the channel availability. Thus, the dynamic spectrum access becomes periodical.

In other words, the channel sensing and access is performed in each unit of time, e.g., in

a slotted time structure, where each time slot can be divided into two parts: sensing and

transmission. The slot structure can be categorized into two classes: constant access time

(CAT) and constant data time (CDT) [43]. In the CAT class, the length of every time slot

is fixed, i.e., the transmitter of a secondary user has a fixed amount of time in total for both

sensing and data transmission. In the CDT class, the secondary transmitter has a constant

amount of time for data transmission no matter how many channels it has sensed and how

much time it has spent in sensing.

In the sensing part, multiple channels can be sensed sequentially (in the situation of

limited hardware [21]) or in parallel (with the aid of wide-band spectrum sensing [44]).

When the channel is sensed sequentially, the sensing part can be further divided into smaller

time intervals. Each interval represents the time required for sensing one channel. In the

transmission part, secondary user will transmit data if the target channel is sensed to be idle.

2.2 Spectrum Sensing in Cognitive Radio

2.2.1 Spectrum Sensing Technologies

Spectrum sensing plays an important role in cognitive radio. With the ability of spectrum

sensing, secondary user can detect the activity of primary users and hence make a deci-

sion on whether or not to access spectrum. Three typical spectrum sensing techniques are:

matched filter detection, cyclostationary detection and energy detection. The energy detec-

tion method is the most popular one for cognitive radio, due to its low complexity.

Matched Filter Detection: Matched filter is widely used in wireless communications

for signal detection at the receiver as it can offer higher signal-to-noise ratio (SNR) [42].

Matched filter is realized by convolving unknown input signal with a conjugated time-

reversed version of a known template signal to detect the presence of the template signal in

the unknown input signal. When a secondary user has a priori knowledge of the primary

user signal and uses it as the template signal, matched filter can be implemented to detect

the presence of primary signal. However, knowing information of primary user signal at the
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secondary user is generally impractical.

Cyclostationary Detection: A cyclostationary signal is the signal with statistical prop-

erties varying cyclically with time [45]. In a wide sense, a signal can be classified to be

cyclostationary if its autocorrelation function is a periodic function of time t. Specifically,

for a random signal a(t), the autocorrelation function is

Ra(t,∆t) = E
[
a

(
t− ∆t

2

)
a∗
(
t+

∆t

2

)]
(2.1)

where E[·] means expectation. The signal a(t) can be said to be wide-sense cyclostationary

with period T0, if

Ra(t,∆t) = Ra(t+ T0,∆t). (2.2)

When a primary user signal has a strong cyclostationary property, the cyclostationary detec-

tion method can be used for spectrum sensing in cognitive radio. In addition, if a primary

user signal is cyclostationary, the cyclostationary features are usually different from those

of noise signal or secondary user signal. So cyclostationary detection method is robust to

noise uncertainty and the interference signal from other secondary users.

Energy Detection: When secondary user knows little information of primary user sig-

nal, it is better to use energy detection. In energy detection approaches, the energy of

interested spectrum is collected and compared with a predefined threshold ε. When the col-

lected energy is larger than ε, the spectrum is estimated as busy; when the collected energy

is lower than ε, the spectrum is estimated to be idle.

There are also some other spectrum sensing technologies, such as wavelet detection and

covariance detection [46]. Interested readers please refer to [47] and [48].

Due to the simplicity and no requirement on primary signal information, energy detec-

tion is the most popular spectrum sensing technique, and is adopted in our research when

spectrum sensing is needed.

2.2.2 Energy Detection

The collected energy can be expressed as the energy of sampled signals in time domain.

Next is one illustration from [49]. Denote µ as the sampling rate and τ as sensing time, the
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binary hypothesis of spectrum sensing is given as:

H0 : y(i) = w(i), i = 1, 2, ..., µτ

H1 : y(i) = r(i) + w(i), i = 1, 2, ..., µτ
(2.3)

where H0 and H1 mean that the primary user is idle and busy, respectively, i is the sample

index, y(·) is the received signal at the secondary user, w(·) is background noise which is

assumed to be circular symmetric complex gaussian (CSCG), independent and identically

distributed (i.i.d) random process with mean being 0 and variance being σ2, r(·) is the

received primary user signal at the secondary user which is assumed to be an i.i.d random

process with mean being zero and variance being σ2
r . The test statistic of received signal

energy at the secondary user is defined as [49]

T =
1

µτ

µτ∑
i=1

|y(i)|2. (2.4)

The primary user will be estimated to be busy when T ≥ ε, or idle when T < ε.

The accuracy of spectrum sensing can be measured by two metrics: detection proba-

bility (i.e., the probability that, if there is primary activity, the secondary user can detect

it successfully) and false alarm probability (i.e., the probability that, if there is no primary

activity, the secondary user falsely concludes that primary user is active). Denote the detec-

tion probability as Pd and false alarm probability as Pf . When r(i) is also a CSCG random

variable, reference [49] shows that Pd and Pf can be expressed approximately as functions

of detection threshold ε and number of samples µτ (or sensing time τ when sampling rate

µ is fixed), as

Pd (τ, ε) = Pr
(
T ≥ ε|H1

)
= Q

(( ε

σ2
− γ − 1

)√
µτ/(γ + 1)2

)
(2.5)

and

Pf (τ, ε) = Pr
(
T ≥ ε|H0

)
= Q

(( ε

σ2
− 1
)√

µτ
)

(2.6)

respectively, where γ is the average SNR of primary user signal received by the secondary

user, defined as γ ∆
= (σr)2

σ2 , Q(·) is the Q function, defined as Q(x) = 1√
2π

∞∫
x
exp

(
− z2

2

)
dz

and Pr(·) stands for the probability of an event. From (2.5) and (2.6), the Pf can be also
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expressed as a function of Pd and τ as

Pf (τ, Pd) = Q
(
(γ + 1)Q−1 (Pd) + γ

√
µτ
)
. (2.7)

Alternatively, another way to express the collected energy is to write it as the energy

of received signal in frequency domain, which can be obtained by performing fast Fourier

transform (FFT) over sampled signal in time domain. In particular, reference [44] proposes

a wideband spectrum sensing technique that can detect the activities of primary users span-

ning over multiple frequency bands, namely multiband joint detection. To realize multiband

joint detection, a capability of high sampling rate at the secondary user is assumed. Sup-

pose there are N frequency bands to be sensed. In a multipath fading environment, denote

h(l), l = 0, 1, ..., L− 1 as the discrete-time channel impulse response between the primary

transmitter and the secondary user, where L is the number of resolvable paths. The received

signal at the secondary user can be expressed as

y(i) =

L−1∑
l=0

h(l)s(i− l) + w(i) (2.8)

where s(i) denotes the ith sample of transmitted signal of primary user, and w(·) is i.i.d

and CSCG random process with mean being 0 and variance being σ2. The N -point FFT

(N ≥ L) of received signal y(i) is given as:

Yn = 1√
N

N−1∑
i=0

y(i)e
−j2πin

N

= HnSn +Wn, n = 1, 2, ..., N

(2.9)

where Hn, Sn and Wn are N -point FFT of the discrete-time channel impulse response

h(l), the primary signal s(i) and noise signal w(i) respectively. The binary hypotheses of

the activity on channel n can be given as:

H0
n : Yn = Wn

H1
n : Yn = HnSn +Wn

(2.10)

where H0
n and H1

n mean that the primary user in channel n is idle and busy respectively.

Within a duration of τ in the sensing phase, the secondary user collects µτ samples of
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received signal. By doing the FFT on every sampled N points, we have a number, µτ
N ,

of values for Yn, denoted Yn(1), Yn(2), ..., Yn(
µτ
N ). By employing energy detection, test

statistic Tn is defined and the decision rule is given as

Tn
∆
=

N

µτ

µτ/N∑
k=1

|Yn(k)|2
 ≥ εn,H1

n

< εn,H0
n

(2.11)

for n = 1, 2, ..., N , where εn is the threshold on nth frequency band.

For energy detection in frequency domain, detection probability and false alarm prob-

ability on channel n, denoted as P d
n and P f

n respectively, can be also approximately ex-

pressed as a function of τ and εn similarly to equations (2.5) and (2.6) [44]. In addition,

P f
n can be also expressed as a function of τ and P d

n , like equation (2.7).

An energy detection method is easy to be implemented and requires little information

of primary user signal. An obvious drawback of an energy detection method is that the

energy detector cannot distinguish primary user signal from the interference signal coming

from other secondary transmitters. This drawback can be addressed by coordinating the

transmissions of all secondary users.

2.2.3 Cooperative Spectrum Sensing

When the channel from a primary transmitter to a secondary user experiences shadowing or

multipath fading, it is difficult for the secondary user to detect the presence of the primary

transmitter. In this case, the secondary user may mistakenly access the licensed spectrum

with a primary user being active on it, and bring significant interference to the primary re-

ceiver that might be near the secondary user. This issue can be addressed by employing co-

operative spectrum sensing, in which multiple spatially disjoint secondary users cooperate

to sense interested frequency bands together [46]. Cooperative spectrum sensing is usually

performed in the following procedure: In the first stage, every secondary user senses the in-

terested spectrum independently. In the second stage, all the secondary users forward their

sensing data or local decisions to a coordinator. In the final stage, the coordinator makes a

final decision on whether a primary user is present or absent.

Depending on the information forwarded from every secondary user to the coordinator,

there are two kinds of cooperative spectrum sensing: decision fusion cooperative spectrum
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sensing and data fusion cooperative spectrum sensing [50]. In decision fusion cooperative

spectrum sensing, every secondary user makes a local binary decision on the presence or

absence of primary user over the interested spectrum, and forwards the one-bit decision

information to the coordinator. In data fusion cooperative spectrum sensing, the coordinator

collects sensing data from each secondary user, which are generally test statistics obtained

independently by each secondary user. After collecting these test statistics, the coordinator

linearly combines the test statistics to obtain an overall test statistic for deciding on the

presence or absent of primary user [44].

2.2.4 Tradeoff between Sensing Accuracy and Data Transmission

In the slot structure for sensing and data transmission, a longer spectrum sensing time can

produce a higher detection probability and a lower false alarm probability as shown in

equations (2.5) and (2.6), respectively, and therefore, more protection for primary users

is provided, and more real spectral opportunities for secondary users are detected. On

the other hand, longer spectrum sensing time will lead to less portion of time for data

transmission of secondary users. How to set spectrum sensing time to balance sensing

accuracy and data transmission is an interesting topic.

In a single-channel scenario, optimal sensing time duration is derived in [49], to max-

imize the throughput of secondary user while guaranteeing the detection probability above

a threshold. CAT slot structure is assumed with total slot duration T and sensing du-

ration τ . A secondary user can transmit data in two cases: when the primary user is

idle and is sensed to be idle, the secondary user will transmit at rate C0; when the pri-

mary user is busy but is sensed to be idle, the secondary user will transmit at a lower

rate C1, due to the interference introduced by busy primary user. The first case hap-

pens with probability Pr(H0)(1 − Pf ), while the second case happens with probabil-

ity Pr(H1)(1 − Pd). The average capacity, or average throughput, in a slot is given as

(1 − τ
T )
[
Pr(H0)(1− Pf )C0 + Pr(H1)(1− Pd)C1

]
, which is maximized while guaran-

teeing the detection probability Pd to be larger than a threshold.

In [51], a different perspective is taken for the spectrum sensing time configuration. The

primary user activity is described as a two-state (ON and OFF) birth-death process. The On

state and OFF state represent the period when primary user is active and idle, respectively.

Both the duration of ON and OFF state are independent and exponentially distributed. CAT
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slot structure is also used with total slot duration T and sensing time τ . Both T and τ are

optimized to maximize T−τ
T (the portion of time used for data transmission) while limiting

the potential interference to primary users.

2.2.5 Sequential Sensing

In one time slot, sequentially sensing multiple channels is also possible. In this case, there

is a gain coming from the fact that more and/or higher-quality available channels may be

sensed and accessed. On the other hand, there is also a loss coming from the less data

transmission time. So when sensing multiple channels sequentially in a slot, a tradeoff

exists in whether to sense more channels or to stop at a sensed-free channel. This problem

falls into the definition of well known optimal stopping problem [52], [53].

In [54], optimal stopping rule is applied to maximize expected usable bandwidth when

a secondary user senses multiple channels in one slot. CDT slot structure is employed with

data transmission duration Tf and one-channel sensing duration δ. N channels are sensed

sequentially from channel 1 to channel N . In each step of sequential spectrum sensing, the

secondary user makes a decision on whether to proceed to sense next channel or to stop

sensing and start data transmission over channels that are sensed free.Take the ith step of

decision for example. Assume sensing is perfect. Let Xn represent the random state and xn

represent the sensing result of nth channel. Xn is a random variable but xn is not. Xn = 0

and Xn = 1 means the nth channel is busy and idle respectively. After performing spectrum

sensing over the ith channel, the instantaneous reward yi(x1, x2, ..., xi) is expressed as

yi(x1, x2, ..., xi) =
Tf

Tf + iδ
bi(x1, x2, ..., xi), (2.12)

where bi(x1, x2, ..., xi) is the maximal usable bandwidth over the channel set {1, 2, ..., i}.

The expected reward if secondary user proceeds to sense the (i + 1)th channel, E
[
V N
i+1

]
,

can be obtained by following the iteration formulas recursively, which are given as

V N
N (x1, ..., xN ) = yN (x1, ..., xN ) =

Tf

Tf +Nδ
bN (x1, ..., xN ) (2.13)

V N
i+1(x1, ..., xi+1) =

max
(
yi+1(x1, ..., xi+1),E

[
V N
i+2(x1, ..., xi+1, Xi+2)|X1 = x1, ..., Xi+1 = xi+1

])
(2.14)
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where V N
i+1 means the maximum throughput when the secondary user proceeds to sense the

(i+ 1)th channel. In the ith step of sensing procedure, if yi is larger than

E
[
V N
i+1(x1, ..., xi, Xi+1)

]
, sequential channel probing should be stopped. Otherwise the

secondary user should proceed to sense next channel.

Reference [55] also works on optimal stopping problem to maximize average through-

put in cognitive radio. Different from [54], reference [55] exploits the potential gain when

knowing the SNR between secondary transmitter and secondary receiver. In addition, refer-

ence [55] also analyzes the maximal average throughput as a function of spectrum sensing

time and SNR probing time.

In real applications, it is very likely that the multiple channels are not homogeneous,

especially in sense of available probability. The heterogeneity among multiple channels

introduces another dimension of flexibility by selecting the sensing order of multiple chan-

nels.

Reference [56] considers both optimal stopping and spectrum sensing order problem.

CAT slot structure is employed with total slot length as T and single channel sensing time as

δ. N channels are assumed with free probabilities θ1, θ2, ..., θN , respectively. The sensing

order is denoted as (s1, ..., sN ). In channel sensing, if channel si is not free, the secondary

user continues to sense channel si+1; if channel si is sensed to be free with channel gain

SNRsi , the secondary user will transmit on channel si when the average transmission rate(
1− iδ

T

)
ln(1 + SNRsi) is larger than the expected average rate at the (i + 1)th sensing,

Ui+1, which can be also obtained by following certain iterative formulas. Intuitively, the

optimal sensing order should be sorted by θi in a descending order. However, it is proved

that the intuitive rule is not optimal in general. In addition, special properties are proved to

provide simple sensing order searching methods when some conditions are met.

2.3 Resource Allocation in Cognitive Radio

As the resources (generally regarded as transmission power and spectrum) are always lim-

ited, it is important to allocate the resources efficiently for any wireless network, so as to

improve the performance of the wireless network. An efficient and effective resource al-

location strategy should be able to provide a wireless network with longer lifetime [57],

higher throughput [58]–[62], more fairness [63] or better quality of service (QoS) [64].
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When studying the cognitive radio, both underlay mode and overlay mode should be con-

sidered. In overlay mode, the secondary users first sense the availability of the spectrum.

Then resource allocation can be performed on idle channels. In this case, resource alloca-

tion strategies in traditional networks can be followed. In underlay mode the interference

to primary users should be limited [65]–[67]. The request for restricting the interference to

primary users imposes additional constraint on the transmission power of secondary users.

In the following, the resource allocation (including power allocation and spectrum alloca-

tion) in cognitive radio is introduced. Without the loss of generality the power allocation is

discussed in the setup of underlay mode.

2.3.1 Power Resource Allocation

As of power allocation, it usually means the power allocation over multiple channels. Con-

sider a general cognitive radio network with N channels and M secondary users. The set

of channels is denoted as N and the set of secondary users is denoted as M. The trans-

mission power of the mth user on the nth channel is denoted as pn,m. The channel gain

from the mth secondary transmitter to the primary receiver on the nth channel is denoted as

hn,m. The set of transmission powers have to satisfy the following two kinds of constraints

simultaneously:

• Transmission-power constraint: For a secondary user, the transmission power over

all the channels should be not larger than the maximal transmission power of the

secondary transmitter, i.e.,
∑N

n=1 pn,m ≤ Pm,∀m ∈ M, where Pm is the maximal

transmission power of the mth secondary transmitter.

• Interference-power constraint: To protect the data transmission of the primary user

on the nth channel, the interference generated by all the secondary users to the

primary receiver on the nth channel should be no larger than a threshold In, i.e.,∑M
m=1 pn,mhn,m ≤ In, n ∈ N [68].

As usually presented in literatures, the power constraints can also fall into either one or

both of the following two types of constraints [67], [69].

• Average (Long-term) power constraint: Average power constraint is the kind of con-

straint that restricts transmission power on average over a period of time, during

which the channel state varies and is usually assumed to be an ergodic process.

18



• Instantaneous (Short-term) power constraint: The instantaneous power constraint is

the kind of constraint that holds at every instant. In the perspective of power supply

of the transmitter, the instantaneous power constraint can be also interpreted as peak

power constraint.

Restricted by the power constraints, optimization problems are formulated in [67], [70],

[71], to maximize (or minimize) a certain utility, e.g., data rate, power consumption, of the

secondary users.

2.3.2 Spectrum Resource Allocation

In a cognitive radio system, the spectrum can be divided into multiple small bands, called

channels for simplicity of presentation. Aided by orthogonal frequency division multiple

access (OFDMA) technique, a secondary user can access a subset of all available channels.

In this context, the spectrum allocation can be realized by performing channel allocation,

which determines which set of channels is allocated to the secondary user. Whether or

not to allocate a channel can be indicated by an integer variable with the value being 0

or 1. In this case, the channel allocation problem can be formulated as a mixed-integer

optimization problem, which is usually difficult to solve optimally. Suboptimal algorithms

are always developed in literature [72], [73].
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Chapter 3

Sensing Time Allocation in

Multi-channel Cooperative Sensing

For spectrum sensing, a slotted time frame structure is widely used [56], [74], [75]. In each

time slot, the first portion is used for spectrum sensing, and the second portion is used for

packet transmission (if the channel is detected idle). A longer sensing time in a time slot

will lead to a higher detection probability and a lower false alarm probability, which are

desired. But it also results in less time in actual information transmission (assuming the

duration of each time slot is fixed). Therefore, a tradeoff exists in the sensing time setting.

The optimal tradeoff in sensing time setting is investigated in [49], [76] so as to optimally

utilize the transmission opportunities in a single channel.

Different from the work for a single channel, in this chapter, we investigate the sensing

time setting for a multi-user multi-channel case with cooperative sensing. A cognitive ra-

dio network with multiple potential channels is considered. Secondary users cooperatively

sense the channels and send the sensing results to a coordinator, in which energy detection

with a soft decision rule is employed to estimate whether there are primary activities in

the channels. An optimization problem is formulated, which maximizes the throughput of

secondary users while keeping detection probability for each channel above a pre-defined

threshold. In particular, two sensing modes are investigated: slotted-time sensing mode and

continuous-time sensing mode. With a slotted-time sensing mode, the sensing time of each

secondary user consists of a number of mini-slots, each of which can be used to sense one

channel. The initial optimization problem is shown to be a nonconvex mixed-integer prob-
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lem. A polynomial-complexity algorithm is proposed to solve the problem optimally. With

a continuous-time sensing mode, the sensing time of each secondary user for a channel can

be any arbitrary continuous value. The initial nonconvex problem is converted into a convex

bilevel problem, which can be successfully solved by existing methods. Numerical results

are presented to demonstrate the effectiveness of our proposed algorithms. 1

3.1 System Model

We consider a cognitive radio network with N frequency bands and M secondary users.

In each channel, a primary user exists (which may not be active all the time). CAT slot

structure is employed in the cognitive radio network. In each CAT slot, the primary user

in a channel is either active for the whole slot, or idle for the whole slot. In the sensing

phase of a CAT slot, each secondary user senses a number of channels sequentially by

energy detection in time domain as introduced in Chapter 2.2.1 with sampling rate µ and

threshold εn, n ∈ N where N = {1, 2, ..., N}. The duration of the sensing phase is a

design parameter. It is assumed that the channel gains in each channel (from the primary

user to secondary users or between secondary users) keep fixed within the duration of a

CAT time slot.

There is a coordinator in the cognitive radio network to perform data fusion cooperative

spectrum sensing. If the coordinator estimates a channel, say channel n, to be idle, it notifies

the secondary user assigned in the channel to transmit. The transmission power is psn, and

the transmission rate is given by log(1 + SNRss
n ), where SNRss

n means the SNR from the

secondary user to its receiver at channel n.

Let tmn denote the time duration that secondary user m spends in sampling channel

n. So within duration tmn , user m has µtmn samples for channel n, which follow a binary

hypothesis:

H0
n : ymn (i) = wn(i), i = 1, 2, ..., µtmn

H1
n : ymn (i) = rmn (i) + wn(i), i = 1, 2, ..., µtmn

(3.1)

where H0
n and H1

n mean that the primary user in channel n is idle and busy respectively, i

is the sample index, ymn (·) is the received signal of channel n at secondary user m, wn(·)

is background noise in channel n, which is assumed to be CSCG with mean being zero and
1A version of this chapter has been published in IEEE Trans. Wireless Commun., 9: 1128-1138 (2010).
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variance being σ2, and rmn (·) is the signal of primary user in channel n received at secondary

user m. As in Chapter 2.2.1, rmn (i) is assumed to be a zero mean CSCG random variable.

Furthermore, we also suppose rmn (i) are independent and identically distributed random

variables with variance (σr
n)

2 for m ∈ M, where M = {1, 2, ...,M}. This assumption

is valid for a small-sized cognitive network (i.e., distance between the secondary users is

much less than the distance from the primary user to the secondary users).

Then, the test statistic of secondary user m’s received signal energy in channel n is

calculated as

Tm
n (y) =

1

µtmn

∑µtmn

i=1
|ymn (i)|2. (3.2)

By performing data fusion cooperative sensing, secondary user m,∀m ∈ M will transmit

the number Tm
n (y), ∀n ∈ N to the coordinator, and the overall test statistic for channel n

is calculated at the coordinator as

T all
n (y) =

∑M
m=1 µt

m
n · Tm

n (y)
M∑

m=1
µtmn

. (3.3)

With the overall test statistic T all
n (y), the detection probability and false alarm probability

on channel n, P d
n and P f

n , can be expressed as the way in Chapter 2.2.1

P d
n

(∑M
m=1 t

m
n , εn

)
= Pr

(
T all
n (y) > εn|H1

n

)
= Q

((
εn
σ2 − γn − 1

)√
µ

M∑
m=1

tmn /(γn + 1)2

)
(3.4)

and

P f
n

(
M∑

m=1

tmn , εn

)
= Pr

(
T all
n (y) > εn|H0

n

)
= Q

(εn
σ2
− 1
)√√√√µ

M∑
m=1

tmn

 (3.5)

respectively, where γn is the average SNR of primary user signal received by a secondary

user in channel n, defined as γn
∆
= (σr

n)
2

σ2 .

In a real system, the detection probability P d
n should be no less than 0.5 and the false

alarm probability should be no larger than 0.5. From (3.4) and (3.5), the constraints P d
n ≥
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0.5 and P f
n ≤ 0.5 are equivalent to the following inequality.

σ2 ≤ εn ≤ σ2(1 + γn), n ∈ N . (3.6)

The following equation rewrites the false alarm probability as a function of the detection

probability P d
n like the way in (2.7).

P f
n

(
M∑

m=1

tmn , P d
n

)
= Q

(γn + 1)Q−1
(
P d
n

)
+ γn

√√√√µ

M∑
m=1

tmn

 . (3.7)

Within this expression, the constraint P f
n ≤ 0.5 is equivalent to

(γn + 1)Q−1
(
P d
n

)
+ γn

√√√√µ
M∑

m=1

tmn ≥ 0, n ∈ N . (3.8)

From (3.4) and (3.5) it can be seen that only the total time used to sense channel n, i.e.,∑M
m=1 t

m
n , affects the detection performance for channel n, regardless of how this total

time is distributed among the secondary users.

For the sensing in channel n, we have the following four scenarios:

• If channel n is idle and is estimated by the coordinator to be idle, then the secondary

user assigned to channel n will transmit in the associated transmission phase of the

slot, with the average transmission rate given by R0
n = E

[
log
(
1 + |hss

n |2psn
σ2

)]
, where

hssn is the channel coefficient from the secondary user assigned to channel n to its

receiver.

• If channel n is idle and is estimated by the coordinator to be busy (i.e., a false alarm

happens), the secondary user assigned to channel n will not transmit in the associated

transmission phase of the slot.

• If channel n is busy and is estimated by the coordinator to be busy, the secondary

user assigned to channel n will not transmit in the associated transmission phase of

the slot.

• If channel n is busy and is estimated by the coordinator to be idle (i.e., a missed

detection happens), then the secondary user assigned to channel n will transmit in
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Fig. 3.1. The slotted-time sensing mode with 3 channels and 3 secondary users.
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Fig. 3.2. The continuous-time sensing mode with 3 channels and 3 secondary users.

the associated transmission phase of the slot. As the primary user’s signal will serve

as an interference to the secondary transmission, the average transmission rate of the

secondary user is given by R1
n = E

[
log
(
1 + |hss

n |2psn
|hps

n |2ppn+σ2

)]
, where ppn is the trans-

mission power of the primary user in channel n, and hpsn is the channel coefficient

from the primary user to the secondary receiver in channel n.

It can be seen that R0
n > R1

n.

In the sensing phase, a secondary user needs to sequentially sense a number of channels,

using one of the two modes: slotted-time sensing mode and continuous-time sensing mode.

• Slotted-time sensing mode: The sensing phase in each slot is further divided into a
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number, k, of mini-slots, each with duration δ. Here the value of k is a parameter to

be optimized. Each mini-slot can be used by a secondary user to sense any channel.

Fig. 3.1 shows an example for N = 3 channels, M = 3 secondary users, and k = 8

mini-slots in a sensing phase. The number inside each mini-slot means the channel to

be sensed. By counting how many mini-slots are used to sense every channel by each

secondary user, the sensing time tmn , ∀n ∈ N ,m ∈ M can be obtained. Take User

1 for example, 2 mini-slots are used to sense channel 1, and 3 mini-slots are used to

sense channel 2 and channel 3 respectively, so t11 = 2δ, t12 = 3δ and t13 = 3δ. Note

that in the example, user 2 first senses channel 2, then channel 3, and finally channel

1. Actually the sensing order of channels 1, 2 and 3 does not affect the detection

performance.

• Continuous-time sensing mode: In the sensing phase, the time to sense a channel can

be any arbitrary-length duration bounded by the total duration in the sensing phase,

while the duration of the sensing phase is also a parameter to be optimized. Fig. 3.2

shows an example for N = 3 channels and M = 3 secondary users.

In the following two sections, optimal sensing time settings in the slotted-time sensing

mode and continuous-time sensing mode are investigated respectively to maximize the total

throughput of the secondary network.

3.2 Optimal Sensing Time Setting in the Slotted-Time Sensing

Mode

In the system, the sensing phase in a slot has k mini-slots. The value of k is a parameter

to be optimized. Each mini-slot can be used by a secondary user to sense a channel. So

there are totally kM mini-slots among the M secondary users to sense the N channels.

Let kn > 0 denote the number of mini-slots (among the kM mini-slots) that are used for

sensing channel n ∈ N . Then we have

N∑
n=1

kn = kM. (3.9)

Let T denote the length of a time slot. Then the average throughput of channel n can
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be expressed [49] as

Cn(k, kn, εn) =
T − kδ

T

(
Pr(H0

n)
(
1− P f

n (kn, εn)
)
R0

n+Pr(H1
n)
(
1− P d

n(kn, εn)
)
R1

n

)
(3.10)

where

P d
n(kn, εn) = Q

((εn
σ2
− γn − 1

)√ knδµ

(γn + 1)2

)
(3.11)

and

P f
n (kn, εn) = Q

((εn
σ2
− 1
)√

knδµ
)

(3.12)

are from (3.4) and (3.5), respectively, Pr(H0
n) ≥ 0 is the available probability of channel

n, and Pr(H1
n) = 1− Pr(H0

n) ≥ 0 is the busy probability of channel n.

Our goal is to maximize the throughput of secondary users in all the channels, denoted

C(k, {kn}, {εn}),2 while keeping the detection probability of any channel, P d
n , above a

pre-specified threshold Pth(Pth > 0.5) and the false alarm probability of any channel, P f
n ,

no larger than 0.5. 3 So the problem can be defined as follows.

Problem 3.1.

max
k,{kn},{εn}

C(k, {kn}, {εn}) = T−kδ
T ·

∑N
n=1

(
Pr(H0

n)
(
1− P f

n (kn, εn)
)
R0

n

+ Pr(H1
n)
(
1− P d

n(kn, εn)
)
R1

n

)
s.t. P d

n(kn, εn) ≥ Pth, n ∈ N

σ2 ≤ εn ≤ σ2(1 + γn), n ∈ N
N∑

n=1
kn = kM

kn > 0, kn ∈ I, n ∈ N

0 < k ≤ ⌊Tδ ⌋, k ∈ I.

Here I is the set of all positive integers and ⌊·⌋ is the flooring function. Note that the

constraints σ2 ≤ εn ≤ σ2(1+γn) are equivalent to the constraints P d
n ≥ 0.5 and P f

n ≤ 0.5

according to equations (3.11) and (3.12).
2Note that here {kn} means the set of {k1, k2, ..., kN}, and {εn} means the set of {ε1, ε2, ..., εN}.
3When additional constraints P f

n ≤ P f
th (where P f

th is the pre-specified threshold such that P f
th ≤ 0.5),

∀n ∈ N are imposed for the proposed optimization problems in slotted-time sensing mode and continuous-time
sensing mode, the methods presented in this chapter also work.
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3.2.1 Nonconvexity of Problem 3.1

Lemma 3.1. Problem 3.1 is not a convex problem.

Proof. Assume that problem 3.1 is a convex problem. Thus, the objective function

C(k, {kn}, {εn}) is a concave function with respect to k, {kn}, and {εn}. Based on (3.11)

and (3.12), we have

∂2P f
n (kn, εn)

∂kn
2 =

1

4
√
2π

(εn
σ2
− 1
)
e−

(( εn
σ2 −1)

√
knδµ)

2

2 ·

(√
δµ

k3n
+ (δµ)3/2

(εn
σ2
− 1
)2 1√

kn

)
(3.13)

and

∂2P d
n(kn, εn)

∂kn
2 =

1

4
√
2π

(εn
σ2
− γn − 1

)
e−

(
( εn
σ2 −γn−1)

√
knδµ

(γn+1)

)2

2

·

(√
δµ

(γn + 1)2
1√
k3n

+
(δµ)3/2

(γn + 1)3

(εn
σ2
− γn − 1

)2 1√
kn

)
. (3.14)

Among the constraints of problem 3.1, we have σ2 ≤ εn ≤ σ2(1 + γn). So in the

feasible region of problem 3.1, we have

∂2P f
n (kn, εn)

∂kn
2 > 0 (3.15)

and
∂2P d

n(kn, εn)

∂kn
2 < 0. (3.16)

Since Pr(H1
n) = 1− Pr(H0

n), it can be obtained that

∂2C(k, {kn}, {εn})
∂kn

2 =
T − kδ

T
·

(
− ∂2P d

n(kn, εn)

∂kn
2 R1

n

− Pr(H0
n)

(
∂2P f

n (kn, εn)

∂kn
2 R0

n −
∂2P d

n(kn, εn)

∂kn
2 R1

n

))
.

Therefore, if

Pr(H0
n) <

−∂2P d
n(kn,εn)

∂kn
2 R1

n

∂2P f
n (kn,εn)

∂kn
2 R0

n −
∂2P d

n(kn,εn)

∂kn
2 R1

n

(3.17)
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then we have
∂2C(k, {kn}, {εn})

∂kn
2 > 0 (3.18)

which contradicts the assumption that C(k, {kn}, {εn}) is a concave function with respect

to variable kn. Note that, from (3.15) and (3.16), it can be seen that the right-hand side of

(3.17) is within (0, 1). Therefore, there exists Pr(H0
n) such that inequality (3.17) holds.

This completes the proof.

Besides being nonconvex, problem 3.1 is also a mixed-integer problem, which is usually

NP-hard to be solved directly [77]. In order to solve problem 3.1, we resort to transforma-

tion of the problem into subproblems with low complexity, as follows.

In the expression of the objective function C(k, {kn}, {εn}) in problem 3.1, it can be

seen that variable k appears only in the term T−kδ
T . So problem 3.1 can be transformed to

max
k

C(k) = T−kδ
T · U∗(k)

s.t. 0 < k ≤ ⌊Tδ ⌋, k ∈ I
(3.19)

where U∗(k) is the optimal objective value of the following problem with a specific k value:

Problem 3.2. (with a specific k value)

max
{kn},{εn}

U({kn}, {εn}) =
N∑

n=1

(
Pr(H0

n)
(
1− P f

n (kn, εn)
)
R0

n

+ Pr(H1
n)
(
1− P d

n(kn, εn)
)
R1

n

)
s.t. P d

n(kn, εn) ≥ Pth, n ∈ N

σ2 ≤ εn ≤ σ2(1 + γn), n ∈ N
N∑

n=1
kn = kM

kn > 0, kn ∈ I, n ∈ N

k ∈ I.

Problem 3.2 is actually a subproblem of problem 3.1. In the following, we first discuss

the properties of problem 3.2 and provide an optimal solution to it in Chapter 3.2.2, and then

provide an optimal algorithm to solve problem 3.1 in Chapter 3.2.3 based on the optimal

solution of problem 3.2.
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3.2.2 Properties and Optimal Solution of Problem 3.2

Lemma 3.2. With the condition Pth > 0.5, the objective function U({kn}, {εn}) in prob-

lem 3.2 achieves the maximal value when P d
n(kn, εn) = Pth, n ∈ N .

Proof. Denote

Un(kn, εn) = Pr(H0
n)
(
1− P f

n (kn, εn)
)
R0

n + Pr(H1
n)
(
1− P d

n(kn, εn)
)
R1

n (3.20)

and therefore we have U({kn}, {εn}) =
N∑

n=1
Un(kn, εn).

From equations (3.11) and (3.12), it can be seen that both
(
1 − P f

n (kn, εn)
)

and
(
1 −

P d
n(kn, εn)

)
in Un(kn, εn) grow with the increase of εn. On the other hand, the term

(
1−

P d
n(kn, εn)

)
should be bounded by 1 − Pth. Therefore, Un(kn, εn) achieves its maximal

value when
(
1 − P d

n(kn, εn)
)

reaches its upper bound (1 − Pth), which happens when

P d
n(kn, εn) = Pth.

This completes the proof.

Define

S({kn}) =
N∑

n=1

Pr(H0
n)
(
1− P f

n (kn, P
d
n = Pth)

)
R0

n (3.21)

where P f
n (kn, P

d
n) is from (3.7), i.e.,

P f
n

(
kn, P

d
n

)
= Q

(
(γn + 1)Q−1(P d

n) + γn
√

µknδ
)
. (3.22)

Based on Lemma 3.2, we substitute P d
n with Pth in the objective function U({kn}, {εn})

in problem 3.2, and we have

U({kn}, {εn})|P d
n(kn,εn)=Pth

= S({kn}) +
N∑

n=1

Pr(H1
n)(1− Pth)R

1
n

in which the second term on the right-hand side of the equality is a fixed value.

Consider the constraints in problem 3.2. From equation (3.11), the constraint εn ≤

σ2(1+γn) in problem 3.2 corresponds to the constraint P d
n ≥ 0.5, which can be guaranteed

by setting P d
n = Pth > 0.5. From equation (3.12), the constraint εn ≥ σ2 in problem 3.2

corresponds to the constraint P f
n ≤ 0.5, which can be expressed similarly to equation (3.8)
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as

(γn + 1)Q−1 (Pth) + γn
√

µknδ ≥ 0, n ∈ N (3.23)

and is equivalent to

kn ≥
(
−(γn + 1)Q−1(Pth)√

δµγn

)2

, n ∈ N . (3.24)

Then by defining zn =

⌈(
−(γn+1)Q−1(Pth)√

δµγn

)2⌉
(where ⌈·⌉ is the ceiling function) and qn =

kn− zn (n ∈ N ), and rewriting S({kn}) in the form of S({qn}), problem 3.2 is equivalent

to the following problem.

Problem 3.3. (with a specific k value)

max
{qn}

S({qn}) =
N∑

n=1
Pr(H0

n)
(
1− P f

n (qn, P
d
n = Pth)

)
R0

n

s.t.
N∑

n=1
qn = kM −

N∑
n=1

zn

qn ≥ 0, qn + 1 ∈ I, n ∈ N

k ∈ I

(3.25)

in which

P f
n (qn, P

d
n = Pth) = Q

(
(γn + 1)Q−1(Pth) +

√
(qn + zn)δµγn

)
. (3.26)

Note that to make the constraints in problem 3.3 feasible, k should satisfy k ≥


N∑

n=1
zn

M

.

The following lemma is in order.

Lemma 3.3. The function S({qn}) in problem 3.3 is an increasing concave function with

respect to qn (n ∈ N ) within the region
N∑

n=1
qn = kM −

N∑
n=1

zn, qn ≥ 0 (n ∈ N ).

Proof. The first order derivative of S({qn}) over qn is

∂S({qn})
∂qn

= −Pr(H0
n)R

0
n ·

∂Q
(
(γn+1)Q−1(Pth)+

√
δ(qn+zn)µγn

)
∂qn

= Pr(H0
n)R

0
n

2
√
2π

e−
((γn+1)Q−1(Pth)+

√
δ(qn+zn)µγn)

2

2

√
µδ

(qn+zn)
γn

> 0.

(3.27)

So S({qn}) is an increasing function with respect to qn.
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We define sn(qn)
△
= Pr(H0

n)
(
1 − P f

n (qn, P
d
n = Pth)

)
R0

n. Therefore, S({qn}) =
N∑

n=1
sn(qn). The second order derivative of sn(qn) over qn is given in (3.28).

∂2sn(qn)
∂qn2 = −Pr(H0

n)R
0
n

4
√
2π

·
(
e−

((γn+1)Q−1(Pth)+
√

δ(qn+zn)µγn)
2

2

√
µδ

(qn+zn)
3γn + µδ

(qn+zn)
γ2n

·e−
((γn+1)Q−1(Pth)+

√
δ(qn+zn)µγn)

2

2 ·
(
(γn + 1)Q−1(Pth) +

√
δ(qn + zn)µγn

))
< 0.

(3.28)

Note that the inequality in the derivation in (3.28) is based on
(
(γn + 1)Q−1(Pth) +√

δ(qn + zn)µγn
)
≥ 0, which is from (3.23) based on the fact that P f

n ≤ 0.5.

Define qa
△
= (qa1 , q

a
2 , ..., q

a
N ) and qb

△
= (qb1, q

b
2, ..., q

b
N ) such that

qan ≥ 0, qbn ≥ 0, 1 ≤ n ≤ N ;
N∑

n=1
qan =

N∑
n=1

qbn = kM −
N∑

n=1
zn.

(3.29)

For any λ ∈ [0, 1], it is easy to see that qc
△
= λqa + (1− λ)qb satisfies

qcn ≥ 0, 1 ≤ n ≤ N ;
N∑

n=1

qcn = kM −
N∑

n=1

zn. (3.30)

So in the region
N∑

n=1
qn = kM −

N∑
n=1

zn, qn ≥ 0 (n ∈ N ), we have

S({qcn}) =
N∑

n=1

sn(q
c
n)

=

N∑
n=1

sn(λq
a
n + (1− λ)qbn)

from (3.28)

≥
N∑

n=1

λsn(q
a
n) +

N∑
n=1

(1− λ)sn(q
b
n)

= λS({qan}) + (1− λ)S({qbn}) (3.31)

which means that the function S({qn}) is concave within the region
N∑

n=1
qn = kM −

N∑
n=1

zn, qn ≥ 0 (n ∈ N ).

This completes the proof.
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From Lemma 3.3, problem 3.3 becomes a convex mixed-integer problem. Generally

a mixed-integer problem is NP-hard [77]. However, for problem 3.3, thanks to the sep-

arability and concavity of the objective function and the linear constraints with variable

coefficients all being 1’s, an incremental algorithm [78, page 384] can be used to solve

problem 3.3 with polynomial complexity upper bound O (kMN) , which can converge to

the global optimal point as proved in reference [79, pages 53-54].

The procedure of the incremental algorithm for problem 3.3, referred to as algorithm

3.1, is as follows.

Algorithm 3.1 Incremental algorithm for problem 3.3.

1: If kM −
N∑

n=1
zn < 0, problem 3.3 is infeasible for the given k, return. Otherwise, set

qn = 0, n ∈ N .

2: If
N∑

n=1
qn < kM −

N∑
n=1

zn, find n∗ = argmax
n∈N

(
sn(qn + 1) − sn(qn)

)
, and proceed to

Step 3; Otherwise, proceed to Step 4.

3: qn∗ = qn∗ + 1, proceed to Step 2.

4: Output {qn, n ∈ N}.

Since problems 3.2 and 3.3 are equivalent, the optimal objective value of problem

3.2 (with a specific k value), i.e., U∗(k), can be obtained by setting kn = qn + zn and

P d
n(kn, εn) = Pth, n ∈ N .

Lemma 3.4. U∗(k) has two properties: (1) U∗(k) is an increasing function; (2) U∗(k) −

U∗(k − 1) ≥ U∗(k + 1)− U∗(k) for k ≥


N∑

n=1
zn

M

 , k ∈ I.

The proof of Lemma 3.4 is given in the Appendix A.

3.2.3 Optimal Solution to Problem 3.1

In Chapter 3.2.2, we have provided an optimal solution to problem 3.2, which is a sub-

problem of problem 3.1. Now, we can proceed to solve problem 3.1. With the solution of
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problem 3.2, denoted U∗(k) for a specific k, problem 3.1 is equivalent to

max
k

C(k) = T−kδ
T · U∗(k)

s.t.


N∑

n=1
zn

M

 ≤ k ≤ ⌊Tδ ⌋, k ∈ I.
(3.32)

We have the following lemma for the objective function of this problem.

Lemma 3.5. C(k + 1)− C(k) < C(k)− C(k − 1), for


N∑

n=1
zn

M

 < k < ⌊Tδ ⌋, k ∈ I.

Proof.

[C(k + 1)− C(k)]− [C(k)− C(k − 1)]

=

[(
1− (k + 1)δ

T

)
U∗(k + 1)−

(
1− kδ

T

)
U∗(k)

]
−
[(

1− kδ

T

)
U∗(k)−

(
1− (k − 1)δ

T

)
U∗(k − 1)

]
=

(
1− kδ

T

)[(
U∗(k + 1)− U∗(k)

)
−
(
U∗(k)− U∗(k − 1)

)]
+

δ

T

(
U∗(k − 1)− U∗(k + 1)

)
.

From Lemma 3.4, U∗(k+1)−U∗(k) ≤ U∗(k)−U∗(k− 1), and U∗(k− 1) < U∗(k+1).

Thus we have

[C(k + 1)− C(k)]− [C(k)− C(k − 1)] < 0.

This completes the proof.

From Lemma 3.5, we see that as k grows, the increase of C(k), denoted D(k) =

C(k)− C(k − 1), becomes smaller. Then, the optimal point of k, denoted k∗, satisfies

D(k∗) ≥ 0 ≥ D(k∗ + 1). (3.33)

In the search for k∗, for a round (with a specific k value), the results in previous rounds

are still useful, and can be used to reduce the computation complexity in the current round.

And the total complexity is upper bounded by O
(
⌊Tδ ⌋MN

)
.
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3.3 Optimal Sensing Time Setting in the Continuous-Time Sens-

ing Mode

In this section, we consider the continuous-time sensing mode. The duration of the sensing

phase in a slot is denoted τ . So the total sensing time among all the secondary users is

Mτ . The total sensing time assigned to channel n ∈ N is τn. Note that τ and τn’s are all

continuous variables. Similar to problem 3.1, we have the following problem formulation.

Problem 3.4.

max
τ,{τn},{εn}

Cc = (1− τ
T ) ·

( N∑
n=1

(
Pr(H0

n)
(
1− P f

n (τn, εn)
)
R0

n

+ Pr(H1
n)
(
1− P d

n(τn, εn)
)
R1

n

))
s.t. P d

n(τn, εn) ≥ Pth, n ∈ N

σ2 ≤ εn ≤ σ2(1 + γn), n ∈ N
N∑

n=1
τn = τM

0 < τ ≤ T

τn > 0, n ∈ N

in which P f
n (τn, εn) and P d

n(τn, εn) are given in (3.5) and (3.4), respectively.

Similar to Lemma 3.1, it can be proved that problem 3.4 is not a convex problem. In

order to solve it, we transform problem 3.4 to:

max
τ

Cc(τ) = (1− τ
T ) · U

∗
c (τ)

s.t. 0 < τ ≤ T.
(3.34)

where U∗
c (τ) is the optimal objective value of the following problem with a specific τ value:

34



Problem 3.5. (with a specific τ value)

max
{τn},{εn}

Uc({τn}, {εn}) =
N∑

n=1

(
Pr(H0

n)
(
1− P f

n (τn, εn)
)
R0

n

+ Pr(H1
n)
(
1− P d

n(τn, εn)
)
R1

n

)
s.t. P d

n(τn, εn) ≥ Pth, n ∈ N

σ2 ≤ εn ≤ σ2(1 + γn), n ∈ N
N∑

n=1
τn = τM

τn > 0, n ∈ N .

Similar to the proof of Lemma 3.2, it can be proved that function Uc({τn}, {εn})

achieves the maximal value when P d
n(τn, εn) = Pth.

Define

Sc({τn}) =
N∑

n=1

Pr(H0
n)
(
1− P f

n (τn, P
d
n = Pth)

)
R0

n (3.35)

where P f
n (τn, P

d
n) is from (3.7), i.e.,

P f
n

(
τn, P

d
n

)
= Q

(
(γn + 1)Q−1(P d

n) + γn
√
µτn

)
. (3.36)

We substitute P d
n(τn, εn) with Pth in the objective function Uc({τn}, {εn}) in problem

3.5, and we have

Uc({τn}, {εn})|P d
n(τn,εn)=Pth

= Sc({τn}) +
N∑

n=1

Pr(H1
n)(1− Pth)R

1
n

in which the second term on the right-hand side of the equality is a fixed value.

Similar to the discussion in Chapter 3.2, the constraint εn ≤ σ2(1+ γn) in problem 3.5

is satisfied when P d
n = Pth > 0.5, and the constraint εn ≥ σ2 is equivalent to the following

inequality

(γn + 1)Q−1 (Pth) + γn
√
µτn ≥ 0, n ∈ N (3.37)

which means

τn ≥
(
−(γn + 1)Q−1(Pth)√

µγn

)2

, n ∈ N . (3.38)

Denote zcn =
(
−(γn+1)Q−1(Pth)√

µγn

)2
. Then problem 3.5 is equivalent to the following prob-
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lem.

Problem 3.6. (with a specific τ value)

max
{τn}

Sc({τn}) =
N∑

n=1

(
Pr(H0

n)
(
1− P f

n (τn, P
d
n = Pth)

)
R0

n

)
s.t.

N∑
n=1

τn = τM

τn ≥ zcn, n ∈ N .

It can be easily proved that in the feasible region of problem 3.6 (in which P f
n ≤ 0.5

is guaranteed), the objective function of problem 3.6 is a concave function, and therefore,

problem 3.6 is a convex problem.

Let S∗
c (τ) denote the optimal objective value of problem 3.6 with a specific τ value.

Lemma 3.6. Function S∗
c (τ) is an increasing concave function for τ ≥

N∑
n=1

zcn

M .

Proof. We first prove it is an increasing function.

Define a function

scn(τn) = Pr(H0
n)
(
1− P f

n (τn, P
d
n = Pth)

)
R0

n, τn ≥ zcn. (3.39)

It is easy to prove that function scn(τn) is an increasing function.

For any two variables τ † ≥

N∑
n=1

zcn

M and τ ‡ ≥

N∑
n=1

zcn

M , assume that τ † < τ ‡. For τ = τ †,

the optimal solution to problem 3.6 is denoted {τ †n}, with the optimal objective value being

S∗
c (τ

†). For τ = τ ‡, the optimal solution to problem 3.6 is denoted {τ ‡n}, with the optimal

objective value being S∗
c (τ

‡). Let τ ′N = τ ‡M −
∑N−1

i=1 τ †n. Since
∑N

i=1 τ
†
n = τ †M , we

have

τ ′N = τ ‡M − (τ †M − τ †N ) = (τ ‡ − τ †)M + τ †N > τ †N .

Since scN (τN ) is an increasing function, we have scN (τ ′N ) > scN (τ †N ), and further we have

S∗
c (τ

†) =

N−1∑
i=1

sci (τ
†
i ) + scN (τ †N ) <

N−1∑
i=1

sci (τ
†
i ) + scN (τ ′N ). (3.40)

On the other hand, {τ †1 , ..., τ
†
N−1, τ

′
N} is also a feasible solution for problem 3.6 with τ =

τ ‡. Recall that S∗
c (τ

‡) is the optimal objective value of problem 3.6 when τ = τ ‡. So we
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have

S∗
c (τ

‡) ≥
N−1∑
i=1

sci (τ
†
i ) + scN (τ ′N ). (3.41)

From (3.40) and (3.41), we have S∗
c (τ

†) < S∗
c (τ

‡), which means that S∗
c (τ) is an increasing

function.

Next we prove that S∗
c (τ) is a concave function. Denote a vector ν= (τ1, τ2, ..., τN ),

and two functions

Htc(ν) =

N∑
n=1

(
Pr(H0

n)
(
1− P f

n (τn, P
d
n = Pth)

)
R0

n

)
(3.42)

and

Hc(x) = max
ν∈C(x)

Htc(ν) (3.43)

where C(x) = {(τ1, τ2, ..., τN )|
N∑

n=1
τn = x, τn ≥ zcn, n ∈ N}. It is obvious that Htc(ν) is

a concave function with respect to ν when τn ≥ zcn, n ∈ N .

For any two values x1, x2 > 0, and any ϵ > 0, there exist ν1 ∈ C(x1) and ν2 ∈ C(x2)

such that Htc(ν1) ≥ Hc(x1)− ϵ and Htc(ν2) ≥ Hc(x2)− ϵ. For any θ ∈ [0, 1], we have

Hc(θx1 + (1− θ)x2) = max
ν∈C(θx1+(1−θ)x2)

Htc(ν)

≥ Htc(θν1 + (1− θ)ν2)

> θHtc(ν1) + (1− θ)Htc(ν2)

≥ θHc(x1) + (1− θ)Hc(x2)− ϵ.

(3.44)

This inequality holds for any small ϵ > 0. So we have

Hc(θx1 + (1− θ)x2) > θHc(x1) + (1− θ)Hc(x2) (3.45)

which means Hc(x) is a concave function. And therefore, S∗
c (τ) = Hc(τM) is also a

concave function [80, page 84] .

This completes the proof.

With the optimal objective value of problem 3.5, i.e., U∗
c (τ), problem 3.4 is equivalent
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to the problem in (3.34) with constraint

N∑
n=1

zcn

M ≤ τ ≤ T .4 And the objective function Cc(τ)

of the problem in (3.34) has the following property.

Lemma 3.7. Cc(τ) is a concave function when τ ≥

N∑
n=1

zcn

M .

Proof. The second-order derivative of Cc(τ) is given by

d2Cc(τ)

dτ2
=

d2S∗
c (τ)

dτ2

(
1− τ

T

)
+ 2 ·

(
− 1

T

)
dS∗

c (τ)

dτ
. (3.46)

Since the function S∗
c (τ) is increasing and concave (from Lemma 3.6), we have dS∗

c (τ)
dτ > 0

and d2S∗
c (τ)

dτ2
< 0. Therefore, d2Cc(τ)

dτ2
< 0, which means that function Cc(τ) is a concave

function.

From Lemma 3.7, it can be seen that, problem 3.4 is transformed to a bilevel opti-

mization problem [78], where the upper level problem (i.e., the problem in (3.34), which

optimizes τ ) and lower level problem (i.e., problem 3.5 or 3.6, which optimizes {τn}) are

both convex problems. The bilevel problem can be solved by existing methods.

3.4 Performance Evaluation

In this section, numerical results are presented to verify the effectiveness of our proposed

algorithms. Similar to [49], the system setup is as follows. The sampling rate is µ= 6 MHz;

the slot duration is T= 100 ms; the threshold of detection probability is Pth = 0.9; and

SNRss
n between secondary users are all assumed to have a mean 20 dB. Both SNRps

n (the

SNR from the primary user to a secondary user on channel n) and SNRss
n are assumed to

be exponentially distributed.

3.4.1 Verification of Our Algorithms

The slotted-time sensing mode is tested first. Consider N = 2 channels, with the available

probability as Pr(H0
1) = 0.8 and Pr(H0

2) = 0.6, and mean SNR from primary user to both

secondary users as γ1 = −15 dB in channel 1 and γ2 = −20 dB in channel 2. There are

4Note that when 0 < τ <

N∑
n=1

zcn

M
, other constraints in the original problem, problem 3.4, cannot be

satisfied simultaneously.
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Fig. 3.3. C(k) versus k.

M = 2 secondary users. The mini-slot duration is δ = 0.1 ms. To get the value of C(k)

(given in (3.19)) at each k, we use two methods: through exhaustive search of the kn’s and

εn’s, and through our algorithm 3.1. The results are demonstrated in Fig. 3.3. It is obvious

that the results match well with each other. And the concave-shaped C(k) is also consistent

with the conclusion in Lemma 3.5. All these verify the correctness of our algorithm.

For continuous-time sensing mode, similar observations are noticed, and the results are

omitted here.

3.4.2 Complexity of Algorithm 3.1

Next, we illustrate the complexity of algorithm 3.1 for slotted-time sensing mode, when

the mini-slot duration is 0.01 ms and the available probability of each channel is set as

0.8. The number of iterations to reach the optimal solution is taken as the measure of

complexity. In the solving algorithm for slotted-time sensing mode, k is increased from

k0
△
=


N∑

n=1
zn

M

 until k∗. Then the number of iterations to reach the optimal solution is

given as (k∗ − k0)MN .

Fig. 3.4 shows the complexity when the number of channels, N , is fixed as 10, while

Fig. 3.5 shows the complexity when the number of secondary users, M , is fixed as 10.

It can be seen that the number of iterations ((k∗ − k0)MN ) is monotonically increasing
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with M sublinearly, and with N superlinearly in the demonstrated intervals. This means

(k∗ − k0) is monotonically decreasing with respect to M , and monotonically increasing

with respect to N in the demonstrated intervals.

Note that Fig. 3.5 does not mean that the number of iterations always increases with N

superlinearly. This is because the upper bound of the number of iterations, ⌊Tδ ⌋MN , grows

linearly with N . So the number of iterations will grow with N sublinearly or even decrease

with N when N further increases. Due to space limit in the figure, the results for larger N

are not shown here.

3.4.3 Comparison between the Slotted-time Sensing Mode and Continuous-

time Sensing Mode

To compare the performance between slotted-time sensing mode and continuous-time sens-

ing mode, consider N = 5 channels. These 5 channels have available probabilities as 0.8,

0.7, 0.6, 0.5, and 0.4, with γn being -19 dB, -18 dB, -17 dB, -16 dB, and -15 dB, respec-

tively. By running our algorithms for the continuous-time sensing mode, and slotted-time

sensing mode with different mini-slot duration δ =0.01 ms, 0.05 ms, 0.1 ms, 0.5 ms, or 1

ms, the obtained optimal network throughput is 17.4 in all cases.

In comparison of slotted-time sensing mode and continuous-time sensing mode, it is

difficult to tell which one is better. Generally, it is easier to implement the slotted-time

sensing mode in a real system. On the other hand, the complexity in solving the problem

with continuous-time sensing mode is lower than that with the slotted-time sensing mode.

Since both sensing modes can reach almost the same optimal network throughput, in

the following, we evaluate the performance of slotted-time sensing mode only.

3.4.4 Impact of the Number of Channels and the Number of Users

In the system setup, there are N =5, 9, or 19 channels. Channel n (1 ≤ n ≤ N ) has a

free probability Pr(H0
n) = 1 − 0.05 ∗ n, and the average channel gain from the primary

user to a secondary user is γn = (−20 + n − 1) dB. Fig. 3.6 shows the optimal network

throughput (obtained from our algorithm) as a function of the number, M , of secondary

users, with different N values. It can be seen that when the number of channels or the

number of secondary users increases, the optimal network throughput also increases. In-

terestingly, with a fixed N value, when the value of M further increases beyond a certain
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Fig. 3.6. Optimal network throughput versus M and N .

value, the optimal network throughput seems to keep almost constant. The reason is as

follows. When M increases, the total sensing time for the channels also increases, which

means that a smaller false alarm probability for each channel is expected. When M is large

enough, the false alarm probability for each channel is almost zero. Recall that the opti-

mal objective function of problem 3.1 is achieved when the detection probability is exactly

the threshold Pth (from Lemma 3.2). Therefore, when the false alarm probability of each

channel is almost zero, the optimal objective function in problem 3.1 can be approximated

as
∑N

n=1

(
Pr(H0

n)R
0
n + Pr(H1

n) (1− Pth)R
1
n

)
, which is a constant. Note that in the ap-

proximation, we omit the factor T−kδ
T , since the sensing duration is only a small portion of

the total duration T .

3.5 Conclusions

In this chapter, we have explored the optimal multichannel cooperative spectrum sensing

strategies in cognitive radio networks. We have studied the problem of how to determine

the total sensing time and how to distribute the total sensing time to different channels in

cooperative soft-decision spectrum sensing. For the slotted-time sensing mode, we have

transformed the initial nonconvex mixed-integer problem into convex mixed-integer sub-

problems, and provided a polynomial-complexity algorithm to achieve the optimal solu-
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tion of the initial problem. For the continuous-time sensing mode, we have successfully

transformed the initial nonconvex optimization problem into a convex bilevel optimization

problem. This research should provide helpful insights into the sensing time configuration

in cognitive radio networks.
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Chapter 4

Channel Sensing Order Setting in

Cognitive Radio Networks: A

Two-User Case

This chapter investigates the sensing order problem in two-user multichannel cognitive

medium access control. When adaptive modulation is not adopted, although brute force

search can be used to find the optimal sensing order setting of the two users, it has huge

computational complexity. Accordingly, we propose two sub-optimal algorithms, namely

greedy search algorithm and incremental algorithm, which have comparable performance

to brute force search and have much less computational complexity. It is shown that, with

a high probability, either sub-optimal algorithm can reach an optimal point if a backoff

mechanism is used for contention resolution. When adaptive modulation is adopted, it is

observed that the traditional stopping rule does not lead to an optimal point in the two-

user case. Furthermore, we demonstrate that the adoption of adaptive modulation affects

the optimal sensing order setting of the two users, compared with the case without adap-

tive modulation. These findings imply that the stopping rule and the sensing order setting

should be jointly designed in a systematic point of view. 1

1A version of this chapter has been published in IEEE Trans.Veh. Technol., 58: 4997-5008 (2009).

44



4.1 Introduction

A brief review for optimal sensing order and optimal stopping rule in cognitive radio is

given as follows. In [43], the optimal channel sensing strategy including the sensing order

and the stopping rule is derived for a single-user case, with an assumption that recall (i.e.,

the secondary user can go back to access a previously sensed channel) and guess (i.e., the

secondary use is permitted to access a channel that has not be sensed yet) are allowed. In

[81], it is shown that prohibitive complexity is needed to obtain the optimal channel sensing

strategy, and polynomial-complexity algorithms with parameter ϵ are given whose rewards

are at most ϵ less than that of the optimal strategy. Recall and guess are permitted. In

[56], the optimal channel sensing order problem is investigated for a single-user case, when

neither recall nor guess is allowed. It is shown that, in some special scenarios, a simple

sensing order does exist. It can be seen that references [43], [56], [81] all focus on the opti-

mality of a single user inside a time frame, assuming that the state (e.g., free/busy, channel

capacity, etc.) of a channel is independent of other channels’ states and also independent

of the states of the same channel in other time slots. In [82], a centralized coordinator is

used to discover the spectrum opportunities for a cognitive radio network. The optimal

channel sensing order is derived for channels with homogeneous capacities, and it is shown

that the problem of the optimal sensing order for channels with heterogeneous capacities is

NP-hard. In [54], all the channels have the same free probabilities. So the sensing order

problem is not applicable. The optimal stopping rule is derived.

From the above discussion, it can be seen that the optimal sensing order problem and

related stopping rule problem are investigated in the literature either for a single-user case

or in a centralized system, when only one sensing order (for the single user or for the

coordinator) is considered. The problem is still open for a distributed multi-user case when

the channel sensing and estimation are performed by the users in a distributed manner (i.e.,

each user has a unique sensing order). As a follow-up of the research in [56] and also as

our first step to solve the sensing order problem with multiple users, here we target at a

cognitive radio network with two secondary users.
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4.2 System Model

Consider a cognitive radio network with a coordinator and two secondary users2, user 1 and

user 2. For the network, there are a number, N , of potential channels, with channel indices

1, 2, ..., N , respectively. Each user can sense one channel at a time. Each user has a sensing

order, (a1, a2, ..., aN ) for user 1 and (b1, b2, ..., bN ) for user 2, which are permutations of

(1, 2, ..., N). The sensing position of a channel with a user is defined as the position of the

channel in the user’s sensing order. So channel ak’s (or bk’s) sensing position with user 1

(or user 2) is k.

CAT slot structure is adopted here with fixed total slot duration T . In each time slot,

each channel is either occupied by primary activities for the whole slot duration or free of

primary activity for the whole slot duration. For channel n ∈ N = {1, 2, ..., N} in a slot, it

is free of primary activity with probability θn ∈ (0, 1), which is referred to as primary-free

probability of channel n in the sequel. For each channel, the primary activity state (idle

or busy) in a slot is independent of the states in other slots, and also independent of the

primary activity state of any other channel in any slot. A similar assumption is also taken

in [43], [56], [81]. For simplicity of presentation, we assume θn ≥ θn+1, ∀n ∈ N\{N}.

A coordinator exists in the cognitive radio network. The coordinator keeps scanning the

N channels at all time, and estimates the primary-free probability of each channel. Based

on estimated primary-free probabilities, the coordinator determines the sensing orders of the

two users, and announces the sensing orders to the two users. Note that the primary-free

probabilities may be time-varying. So new sensing orders will be determined and updated

to the two users upon significant changes in the estimated primary-free probabilities. In this

research, we are interested in how the coordinator determines the sensing orders of the two

users, with any specific estimated {θ1, θ2, ..., θN}.

In the sensing part of each slot, a user first senses the channels sequentially according

to its sensing order until it finds a free channel and transmits in the channel in the remaining

time of the slot. Here “a channel is (sensed) free" means that the channel is primary-free

and is not occupied by the other user in its prior sensings in the slot. A user decides to

access a channel (i.e., starts its transmission if a contention resolution strategy, which will

be introduced later in detail, is not adopted, or starts its channel contention procedure if
2By “secondary users", we mean secondary transmitters in this chapter.
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a contention resolution strategy is adopted), or say the user stops at that channel, if the

channel is sensed to be free. This procedure is repeated in each of the following slots, i.e.,

each user repeats sensing channel(s) & choosing a channel to transmit in each slot. No

recall or guess is allowed. The time (in a slot) required for sensing a channel is denoted by

δ. If a user stops at the kth channel in its sensing order, the length of the sensing phase and

transmission phase are kδ and T − kδ, respectively. The effectiveness of a slot is defined

as the ratio of the transmission phase length to the slot length. So if a user stops at the kth

channel in its sensing order, the effectiveness is

ck = 1− kδ

T
. (4.1)

In this research, each user may sense up to N channels sequentially in a slot. Thus, a

short sensing duration for each channel is required. Energy detection is qualified to fulfill

this requirement and is used in this research.

If the two users decide to stop at the same channel simultaneously (i.e., the two users

sense the same channel in their kth sensing, find the channel is primary-free, and decide to

access the channel), one of the following three contention resolution strategies will apply.

• FAIL_THEN_CONTINUE: Each user uses a backoff mechanism to avoid possible colli-

sion (e.g., similar to the IEEE 802.11 and its variants [83]–[86], each user can pick up

a random backoff time before its channel access3). One user wins in the contention

and transmits in the channel until the end of the slot. The other user (that fails in

the contention) continues to sense other channels in the slot according to its sensing

order.

• FAIL_THEN_QUIT: Similar to FAIL_THEN_CONTINUE, the two users use a backoff

mechanism to avoid possible collision, and one user wins in the contention and trans-

mits in the channel until the end of the slot. However, the other user (that fails in the

contention) quits its subsequent sensings in the slot (i.e., loses its chance to transmit

and earns no reward in the slot). Note that compared with FAIL_THEN_CONTINUE,

FAIL_THEN_QUIT is not practical. It is adopted here only as an extreme case.
3Similar to the IEEE 802.11, a backoff slot duration can be 20 µs. So if the contention window size is

bounded (say ≤ 5), the backoff overhead is also bounded by a value much less than the sensing duration. This
means that backoff does not cause significant overhead.
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• COLLIDE: No backoff mechanism is applied. When the two users decide to stop at

the same channel simultaneously, they both transmit in the channel until the end of

the slot, and thus, a collision happens. In other words, no user can earn rewards in

the slot due to the collision.

If one user decides to stop at a channel, it may select a transmission rate with or without

adaptive modulation. Without adaptive modulation, the transmission rate of each user is

fixed, denoted by R. With adaptive modulation, the transmitter can select a rate according

to its SNR in the channel.

In the following, the case without adaptive modulation is discussed first, in Chapters

4.3-4.6, then the case with adaptive modulation is investigated in Chapter 4.7.

4.3 Some Examples without Adaptive Modulation

If adaptive modulation is not adopted, a user will decide to stop at a channel if the channel

is sensed free. We define the reward of a user as the information bits it can transmit at a

slot. So if a user stops at its kth channel in its sensing order, the reward is

Uk = R ·
(
1− kδ

T

)
. (4.2)

The system throughput is the summation of the two users’ rewards. And our objective is to

find an optimal sensing order setting of the two users so as to achieve the maximal system

throughput.

In this section, we use some examples to demonstrate the factors that affect the optimal

sensing order setting of the two users. In the examples, a cognitive radio network with

N = 4 potential channels is considered. The fraction of sensing time for each channel in a

slot is δ
T = 0.1.

Example 1: The primary-free probabilities of the four channels are θ1 = 0.9, θ2 =

0.8, θ3 = 0.7, and θ4 = 0.6, respectively. FAIL_THEN_QUIT is the contention resolution

strategy.

By brute force search, we can obtain the optimal sensing order setting of the two users,

which is (1, 4, 3, 2) for user 1 and (2, 3, 4, 1) for user 2. This setting is reasonable because

the four primary-free probabilities are comparable to each other. So if a user picks up a
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channel to sense, the other user will pick up another.

Example 2: The primary-free probabilities of the four channels are θ1 = 0.9, θ2 =

0.8, θ3 = 0.7, and θ4 = 0.1, respectively. FAIL_THEN_QUIT is the contention resolution

strategy.

By brute force search, the optimal sensing order setting is (1, 3, 4, 2) for user 1 and (2,

3, 4, 1) for user 2, which is different from that in Example 1. This is because θ4 is much

less than θ3. Consider the moment when user 2 is selecting4 its second channel to sense

(among channels 1, 3, and 4, since channel 2 has been selected as the first channel in the

sensing order). User 2 knows5 that the first two channels in user 1’s sensing order are 1 and

3, respectively. From user 2’s point of view at its second sensing, we observe the following:

• Channel 1 is always busy, since channel 1 should be occupied by either primary users

or user 1. Therefore, if channel 1 is selected as user 2’s second sensing, no reward is

earned;

• Consider the case that user 2 selects channel 3 as its second sensing: when both

channel 1 and channel 3 are primary-free (with probability θ1θ3), user 2’s reward at its

second sensing is U2; when channel 1 is primary-busy and channel 3 is primary-free

(with probability (1−θ1)θ3), user 2’s reward at its second sensing is 0.5U2 (where the

term 0.5 means the probability that user 2 wins the contention with user 1 in channel

3); the reward is 0 otherwise. On the other hand, when channel 1 is primary-busy

and channel 3 is primary-free, user 1 has a reward loss (compared with the case when

user 2 does not select channel 3 in its second sensing), given by (1− θ1)θ3 · 0.5 ·U2.

Therefore, if user 2 selects channel 3 in its second sensing, the additional reward to

the system is given by θ1θ3U2 +(1− θ1)θ3 · 0.5U2− (1− θ1)θ3 · 0.5 ·U2 = 0.63U2;

• Channel 4 is free with probability θ4 = 0.1. If user 2 selects channel 4 in its second

sensing, the additional reward to the system is 0.1U2.

So user 2 selects the channel with the maximal additional reward to the system, i.e., channel

3. Both users select channel 3 as the second channel in their sensing orders. If the two users

both proceed to sense channel 3, one will succeed in the contention and the other will quit
4For presentation simplicity, when we say “a user selects a channel", we mean that the coordinator selects

the channel for the user.
5For presentation simplicity, here “user 2 knows" actually means that “the coordinator knows".
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subsequent sensings in the slot (i.e., lose the chance to sense other channels in the slot).

However, the probability of this event is quite small, i.e., (1 − θ1)(1 − θ2) = 0.02 in

the example. Therefore, considering the probabilities and rewards/costs of all events, it is

optimal that both users select channel 3 as their second channel to sense. In the next section,

a detailed procedure is given, regarding how to model the cost when the two users contend

in the same channel, and how to determine the sensing orders of the two users.

Example 3: The primary-free probabilities of the four channels are the same as those

in Example 2, i.e., θ1 = 0.9, θ2 = 0.8, θ3 = 0.7, and θ4 = 0.1. However, COLLIDE is the

contention resolution strategy.

By brute force search, the optimal sensing order setting is (1, 4, 3, 2) for user 1 and (2,

3, 4, 1) for user 2, which is different from that in Example 2. If the optimal sensing order

setting in Example 2 is applied, although the probability that both users simultaneously

proceed to sense channel 3 is small, the cost of this event (i.e., no user will gain any reward

in the slot) is significant. A mathematical model for the cost is given in next section. So the

optimal sensing order setting in Example 2 is not optimal anymore when COLLIDE is the

contention resolution strategy.

From the examples, it can be seen that both the primary-free probabilities of the chan-

nels and the contention resolution strategy will affect the optimal sensing order setting.

Generally, brute force search can be used to find an optimal sensing order setting of the

two users, but with significant complexity. If the complexity to calculate the average system

throughput with a specific sensing order setting is O(1), then the complexity of brute force

search is O
(
(N !)2

)
. Our research targets at algorithms that have much less complexity

and have comparable performance to brute force search, as discussed in the following two

sections.

4.4 Greedy Search Algorithm

From Example 2 in the preceding section, we have the following observations. For a target

user to determine which channel to sense in its kth sensing, when a channel has already

been in the other user’s prior (≤ k) sensing positions, the target user should estimate the

probability that the channel is accessed by the other user. From Examples 2 and 3, it can

be seen that the cost should be considered when the two users both proceed to sense the

50



same channel at the same time. Based on these observations, we propose a sub-optimal

algorithm, namely greedy search algorithm, to select the sensing orders of the two users,

i.e., A=(a1, a2, ..., aN ) for user 1 and B=(b1, b2, ..., bN ) for user 2.

The greedy search algorithm consists of N rounds. In the kth round, we determine ak

and bk. When user 1 (or 2) is selecting ak (or bk) among channels not in its prior sensing

positions, the user estimates the probability that each channel is free of primary activities

and has not been accessed by the other user. The user also assigns each channel a reward

accordingly. Then the channel with the maximal reward is selected as ak (or bk). The

detailed selecting procedure is as follows.

Let A and B denote the channel selection vectors of users 1 and 2, respectively, which

will be updated after each round. Let A and B denote the sets of channels in A and B,

respectively. So after the kth round, l (A) = l (B) = |A| = |B| = k. Note that A and B have

the same elements as A and B, respectively. The difference is that A and B are sets, while

A and B are vectors. l (·) means the length of a vector.

4.4.1 Round-1 Procedure

At the beginning, set A = B = ∅ (empty set). We first select a1 for user 1. We need

to select a channel from Ā = N\A. For each channel n ∈ Ā, we denote G
(1)
n (1) as the

reward user 1 can add to the system through sensing channel n in its first sensing, which

is given by G
(1)
n (1) = θnU1, where U1 is given in (4.2). In the sequel, we use superscript

(·) to represent user index, and subscript to represent channel index (except for ci and Ui,

where the subscript i stands for the ith sensing in a slot).

Then the first channel to be sensed by user 1 is selected as

a1 = argmax
n∈Ā

G(1)
n (1)

and after that we have A = (a1), and A = {a1}.

Next we select b1 for user 2. We need to select a channel from B̄ = N\B. If user 2 also

selects a1, it does not add any reward to the system (compared with the case when users 2

does not select a1), because user 1 has already selected a1. Therefore, we have

b1 = arg max
n∈B̄\{a1}

G(2)
n (1)
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and after that we have B = (b1), and B = {b1}.

4.4.2 Round-k (k ∈ {2, 3, ..., N − 1}) Procedure

At round k ∈ {2, 3, ..., N − 1}, we should determine which user we should start with. To

achieve a certain level of fairness6, we start with the user that has less cumulative reward in

the prior k − 1 rounds, which is given by

θa1U1 + (1− θa1)θa2U2 + · · ·+
(
Πk−2

i=1 (1− θai)
)
θak−1

Uk−1

for user 1, or

θb1U1 + (1− θb1)θb2U2 + · · ·+
(
Πk−2

i=1 (1− θbi)
)
θbk−1

Uk−1

for user 2.

Without loss of generality, assume user 1 has a less cumulative reward, and thus we

should first select ak from Ā, then select bk from B̄.

In the sequel, for each user, primary-free probability of a channel means the probability

that the channel is free of primary activity, and free probability of a channel means the

probability that the channel is free of either primary activity or the other secondary user’s

activity.

4.4.2.1 Selection of ak

To select ak, we need to know the free probability (from user 1’s viewpoint) of each channel

n ∈ Ā. If n /∈ B, then channel n’s free probability is the same as its primary-free proba-

bility, i.e., θn. However, if n ∈ B, channel n is free for user 1 at its kth sensing only when

there is no primary activity in channel n (with probability θn) and user 2 does not proceed

to sense channel n. In order to know the probability that user 2 does not proceed to sense

channel n, we first update the primary-free probability of each channel in B. Note that for

each channel n, θn is its initially-known primary-free probability. When user 1 proceeds to

sense ak, we have more information that user 1 does not stop at channel a1,a2,..., or ak−1.

6It is hard to achieve strict fairness between the two users in a slot, since the throughput maximization and
strict fairness are two conflicting objectives in a short duration [87], [88]. However, The fairness of the two
users can be guaranteed among a number of slots. This can be achieved, for example, through switching the
sensing orders of the two users after a short period.
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The information can provide a more accurate estimation of the primary-free probabilities

of the channels. We use the following example to explain.

As an example, assume we have N = 6 channels with initially known primary-free

probability for channel n being θn. And we have determined that (a1, a2, a3) = (1, 3, 4)

and (b1, b2, b3) = (2, 4, 3). Now we need to determine a4. When user 1 proceeds to sense

a4, we know that it has already sensed channel 3 but has not stopped at channel 3. Further,

if user 2 also senses channel 3, it should be later than user 1’s sensing of channel 3, because

channel 3 is the second in user 1’s sensing order, and the third in user 2’s sensing order.

These two facts determine that channel 3 should be occupied by primary activities, i.e.,

θ∗3 = 0 in this example. We use superscript ∗ to denote the updated primary-free probability.

The detailed primary-free probability update procedure, as shown in the Appendix B, is

repeated from channel b1 to bk−1. In the Appendix B, g(n,B) is used to denote the position

of n in B, if channel n is in B. In other words, channel n is at the g(n,B)th position in B.

Then for a channel n ∈ Ā, we have the following.

• If n /∈ B, the free probability of channel n is θfree
n = θn. So the reward if user 1

selects channel n in its kth sensing is G(1)
n (k) = θfree

n Uk = θnUk.

• If n ∈ B, the free probability of channel n is θfree
n = θ∗n

(
1 − Π

g(n,B)−1
j=1 (1 − θ∗bj )

)
,

where the second term on the right hand side means the probability that user 2 does

not proceed to sense channel n. So the reward if user 1 selects channel n in its kth

sensing is

G(1)
n (k) = θfree

n Uk =
[
θ∗n
(
1−Π

g(n,B)−1
j=1 (1− θ∗bj )

)]
Uk. (4.3)

Then the selection of the kth sensing of user 1 is given by

ak = argmax
n∈Ā

G(1)
n (k). (4.4)

4.4.2.2 Selection of bk

To select bk, the procedure is similar to that for ak. The only difference lies in the reward

of user 2 also selecting channel ak in its kth sensing, if ak /∈ B. We have three possible

situations, which are listed as follows.
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• FAIL_THEN_CONTINUE is adopted as the contention resolution strategy: Similar to

(4.3), we use the following equation to calculate the reward of user 2 selecting chan-

nel ak as its kth channel to sense

G(2)
ak

(k) = θ∗ak
(
1−Πk−1

j=1(1− θ∗aj )
)
Uk. (4.5)

• FAIL_THEN_QUIT is adopted as the contention resolution strategy: Consider the sce-

nario when user 2 selects channel ak as its kth channel to sense. If user 1 also

proceeds to sense its kth channel in its sensing order (i.e., ak), and channel ak is

primary-free, then user 1 and 2 will contend for the channel access, and thus one will

succeed and the other will quit subsequent channel sensings in the slot. So if user

2 also selects ak as its kth channel to sense, compared with the situation that user

2 selects another channel, user 2 will lose the chance to obtain reward via sensing

the subsequent channels (i.e., channels bk+1, bk+2, ..., bN ) in its sensing order. This

loss of reward is approximated with an assumption that the subsequent channels in

the sensing order of user 2 are with descending order of their free probabilities, i.e.,

θfree
bk+1
≥ θfree

bk+2
≥ ... ≥ θfree

bN
. Then the loss of reward is approximated by

L(ak) =

N∑
i=k+1

(
Πi−1

j=k+1(1− θfree
bj

)
)
θfree
bi

Ui. (4.6)

So the reward in (4.5) should be rewritten for user 2 selecting channel ak as its kth

channel to sense:

G(2)
ak

(k) = θ∗ak

[(
1−Πk−1

j=1(1− θ∗aj )
)
Uk −

(
Πk−1

j=1(1− θ∗aj )
)
L(ak)

]
(4.7)

where the factor Πk−1
j=1(1− θ∗aj ) for L(ak) means the probability that user 1 does not

stop at channel a1, a2..., or ak−1.

• COLLIDE is adopted as the contention resolution strategy: Consider the scenario when

user 2 selects channel ak as its kth channel to sense. If user 1 also proceeds to sense

its kth channel in its sensing order (i.e., ak), and channel ak is primary-free, then

a collision will happen. So if user 2 also selects ak as its kth channel to sense,

compared with the situation that user 2 selects another channel, user 1 will lose its
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reward at channel ak and user 2 will lose the chance to obtain reward via sensing

the subsequent channels in its sensing order. So the loss of reward in (4.6) should be

modified to

L(ak) = Uk +

N∑
i=k+1

(
Πi−1

j=k+1(1− θfree
bj

)
)
θfree
bi

Ui (4.8)

and equation (4.7) is still used to calculate the reward of user 2 selecting ak as its kth

channel to sense.

After ak and bk are selected, they are added into A, B,A, andB. Then A = (a1, a2, ..., ak),

B = (b1, b2, ..., bk), A = {a1, a2, ..., ak}, and B = {b1, b2, ..., bk}.

4.4.3 Round-N Procedure

In the last round, the only element inN\A is selected as aN , and the only element inN\B

is selected as bN .

4.4.4 Complexity of the Greedy Search Algorithm

In the kth round of the preceding procedure, there are (N − k + 1) rewards to calculate.

To calculate each reward, the primary-free probability need to be calculated with maximal

complexity O(k − 1). So the complexity of the greedy search algorithm is upper-bounded

by O(
∑N

k=1(N − k + 1)(k − 1)), i.e., O(N3), which is much less than the complexity in

brute force search.

4.5 The Incremental Algorithm

It is observed in many scenarios that, if we remove the channel with the smallest primary-

free probability from an optimal sensing order setting of the two users and keep other chan-

nels’ relative positions in each sensing order unchanged, the remaining sensing order setting

is still optimal for the remaining channels. Accordingly, we propose a sub-optimal algo-

rithm, namely incremental algorithm, as follows. Here “incremental" means we gradually

increase the size of the set of potential channels until the set size denoted by k reaches N .

We start with k = 2. The set of potential channels to be examined is {1, 2}, since θ1

and θ2 are the two largest primary-free probabilities. By brute force search, we can find an

optimal sensing order setting, A2 = (a1, a2) for user 1 and B2 = (b1, b2) for user 2. Here
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the subscript in A2 and B2 means the round index. The computation complexity of this

round is O(22).

In the round with k = 3, from the previous round we already know the sensing order

setting with two channels that have the two largest primary-free probabilities (i.e., channels

1 and 2). As an example, assume A2 = (1, 2) for user 1 and B2 = (2, 1) for user 2. We

need to add channel 3 into A2 and B2, while we keep the relative positions of channels

1 and 2 in A2 and B2 unchanged. After channel 3 is added, the new sensing orders are

A′ and B′ for users 1 and 2, respectively. A′ has three possible cases: (3,1,2), (1,3,2),

and (1,2,3), while B′ also has three possible cases: (3,2,1), (2,3,1), and (2,1,3). So we have

32 = 9 possible combinations of (A′,B′). Among them, the combination with the maximal

average system throughput is selected as (A3,B3). The computational complexity in this

round is O(32).

In the round with k ∈ {4, ..., N}, from previous rounds we already know the sensing

order setting with k − 1 channels that have the k − 1 largest primary-free probabilities,

denoted by Ak−1 = (a1, a2, ..., ak−1) for user 1 and by Bk−1 = (b1, b2, ..., bk−1) for user

2. Both Ak−1 and Bk−1 are permutations of (1, 2, ..., k − 1). We need to add channel k

into Ak−1 and Bk−1, while we keep the relative positions of existing elements in Ak−1

and Bk−1 unchanged. After channel k is added, the new sensing orders are A′ and B′ for

users 1 and 2, respectively. Either A′ or B′ has k possible cases. Then we have k2 possible

combinations of (A′,B′). Among them, the combination with the maximal average system

throughput is selected as (Ak,Bk). The computational complexity in this round is O(k2).

The above procedure is repeated until k = N . Then AN and BN are the sensing orders

of the two users, with N potential channels.

The computational complexity of the incremental algorithm is thus O(
∑N

k=2 k
2), i.e.,

O(N3), which is much less than the complexity of brute force search.

4.6 Numerical Results

To evaluate the performance of the proposed greedy search and incremental algorithms, we

consider N = 7 potential channels with δ
T = 0.1. The primary-free probability of channel

n (i.e., θn) is given by θn = 0.05 · κn, where κn is an integer. We get the numerical results

for the following three tests:
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• Test I: all the scenarios with κn’s being even integers, 2 ≤ κ1 ≤ 18, 2 ≤ κ2 ≤ κ1,

2 ≤ κ3 ≤ κ2, and 0 ≤ κn ≤ κn−1 for n = 4, 5, 6, 7. Note that in this test, all θn’s

are within [0, 0.9];

• Test II: all the scenarios with 10 ≤ κn ≤ 18, and κ1 ≥ κ2 ≥ ... ≥ κ7. Note that in

this test, all θn’s are within [0.5, 0.9];

• Test III: all the scenarios with 1 ≤ κn ≤ 10, and κ1 ≥ κ2 ≥ ... ≥ κ7. Note that in

this test, all θn’s are within [0.05, 0.5].

In each scenario of each test, we obtain the maximal average system throughput through

brute force search (for an optimal sensing order setting), denoted by Topt, and the aver-

age system throughput of the greedy search and incremental algorithms, denoted by Tgreedy

and Tincremental, respectively. We also obtain the relative difference of the average system

throughput of the greedy search and incremental algorithms from the maximal average

system throughput, defined as Topt−Tgreedy
Topt

and Topt−Tincremental
Topt

, respectively. It is observed

that all the relative difference values in all scenarios are below 5%. Table 4.1 shows the

percentage of the relative difference values being in different intervals and the mean and

standard deviation (Std) of the relative difference values when the contention resolution

strategy is FAIL_THEN_CONTINUE, FAIL_THEN_QUIT, or COLLIDE. It can be seen that, with

FAIL_THEN_CONTINUE, the greedy search algorithm is very likely (with probability 93.02%

in Test I, 71.62% in Test II, and 63.91% in Test III) to achieve an optimal solution, while

the likelihood is decreased with FAIL_THEN_QUIT or COLLIDE. This is because of the ap-

proximation used to estimate the loss of reward in a contention. On the other hand, the

incremental algorithm with FAIL_THEN_CONTINUE can achieve an optimal solution with

probability 99.64% in Test I, 97.31% in Test II, and 91.79% in Test III. The likelihood

is decreased slightly when FAIL_THEN_QUIT is the contention resolution strategy. This is

because in each round of the incremental algorithm, the relative positions of the channels

determined in prior rounds do not change. So it is likely that a channel may have the same

sensing position in the two users’ sensing orders. And thus, a user will fail in the contention

and lose the reward of subsequent sensings if both users proceed to sense the channel simul-

taneously and the channel is primary-free. The reward loss determines that the incremental

algorithm may not always be optimal. When COLLIDE is adopted for the incremental algo-

rithm, the loss of reward is much more severe, and thus the incremental algorithm only has
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TABLE 4.1
PERCENTAGE OF THE RELATIVE DIFFERENCE VALUES AND THE MEAN AND STANDARD DEVIATION

(STD).

Test Relative difference 0 (0, 0.1%] (0.1%, 1%] (1%, 5%] Mean Std
FAIL_THEN Greedy Search 93.02% 6.73% 0.25% 0 0.0015% 0.0097%
_CONTINUE Incremental 99.64% 0.36% 0 0 0.000037% 0.0008%
FAIL_THEN Greedy Search 64.47% 21.55% 13.47% 0.50% 0.0541% 0.1565%I
_QUIT Incremental 88.86% 10.87% 0.26% 0 0.0022% 0.0112%

Greedy Search 51.33% 33.23% 13.63% 1.81% 0.0881% 0.2810%
COLLIDE

Incremental 16.50% 28.63% 54.59% 0.29% 0.1733% 0.1873%
FAIL_THEN Greedy Search 71.62% 28.38% 0 0 0.0005% 0.0016%
_CONTINUE Incremental 97.31% 2.69% 0 0 0.000062 % 0.00064%
FAIL_THEN Greedy Search 53.55% 42.88% 3.57% 0 0.014% 0.056%II
_QUIT Incremental 85.67% 14.33% 0 0 0.0007% 0.0027%

Greedy Search 47.94% 50.67 % 1.37% 0.02 % 0.0096% 0.051%
COLLIDE

Incremental 10.97% 87.85% 1.18% 0 0.022% 0.023%
FAIL_THEN Greedy Search 63.91% 32.93% 3.16% 0 0.015% 0.031%
_CONTINUE Incremental 91.79% 7.80% 0.41% 0 0.0024% 0.013%
FAIL_THEN Greedy Search 54.37% 33.88% 11.09% 0.66% 0.045% 0.14%III
_QUIT Incremental 84.49% 12.19% 3.32% 0 0.0088% 0.029%

Greedy Search 37.99% 40.78% 21.23% 0 0.057% 0.081%
COLLIDE

Incremental 0.48% 1.86% 94.95% 2.71% 0.42% 0.23%

a small probability to achieve an optimal solution. However, since almost all the relative

difference values in all the scenarios are below 1%, the performance of the incremental

algorithm is still promising when COLLIDE is the contention resolution strategy.

In summary, generally both algorithms work very well with all the three contention res-

olution strategies. As a comparison, both algorithms have the same order of computational

complexity. The incremental algorithm can achieve slightly larger system throughput with

FAIL_THEN_CONTINUE and FAIL_THEN_QUIT, while the greedy search algorithm leads to

better throughput performance with COLLIDE.

4.7 Impact of Adaptive Modulation

If a secondary user knows its channel quality (i.e., SNR) to its receiver, adaptive modulation

can be adopted so as to utilize the time-varying feature of the channels. The secondary user

can adapt its transmission rate according to the channel quality. For channel n, if a user

senses it free and the SNR of the user is SNRn, then the achievable transmission rate of the

user is f(SNRn). Here f(·) is a non-descending function mapping SNR to the transmission

rate.

By adaptive modulation, a secondary user can opportunistically select a free channel

with good channel quality to transmit, referred to as multichannel diversity. In multichannel
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diversity, additional overhead is needed to estimate the channel gain, e.g., small control

packets may be sent between the sender and receiver. Despite the overhead, it is shown

in [89] that multichannel diversity can result in an overall benefit. In the open literature,

multichannel diversity has been well exploited in cognitive radio related research efforts

[43], [56], [81], [90].

In Chapter 4.7.4, a scheme will be given for a secondary user to estimate its channel

SNR to its receiver. With adaptive modulation, when a user senses a free channel with poor

channel quality, it may skip this channel, with expectation that it may have better quality

in other channels [56], [90]. To determine when a user should stop at a channel (i.e., the

channel is free and has satisfactory SNR), similar to the research in [56], [90], an SNR

threshold is assigned for the channel. When the user proceeds to sense the channel, if the

channel is free and the channel SNR is above the threshold, the user will stop at the channel

(i.e., start its contention in the channel); otherwise, the user will proceed to sense the next

channel in its sensing order. Therefore, the configuration of each user includes: a sensing

order and an SNR threshold for each channel in its sensing order. For user 1, its sensing

order is (a1, a2, ..., aN ) with SNR thresholds (Γ
(1)
a1 ,Γ

(1)
a2 , ...,Γ

(1)
aN ). For user 2, its sensing

order is (b1, b2, ..., bN ) with SNR thresholds (Γ(2)
b1

,Γ
(2)
b2

, ...,Γ
(2)
bN

).

In order to find an optimal system configuration, two questions need to be answered: 1)

what is the optimal stopping rule? That is, how should a user determine the SNR thresh-

old of a channel in its sensing order? 2) Does the adoption of adaptive modulation affect

the optimal sensing order setting of the two users (compared to the case without adaptive

modulation)? The two questions are investigated as follows.

4.7.1 Stopping Rule

Consider that a user proceeds to sense its kth channel in its sensing order, say channel n,

which is free. If the user has an SNR value denoted by SNRn, its instantaneous reward at

the channel is ckf(SNRn) times the probability that it will win the contention (if any) in the

channel. Here ck is given in (4.1). The user also has an expected reward if it skips channel

n and proceeds to sense the next channel in its sensing order. It may seem plausible and

intuitive that the user should stop at channel n if the instantaneous reward of the channel is

larger than the expected reward of skipping the channel. This stopping rule is referred to as

the traditional stopping rule in the following.
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Next we investigate whether the traditional stopping rule is optimal in a single-user case

and a two-user case, respectively.

4.7.1.1 Optimality of the Traditional Stopping Rule in a Single-User Case

The traditional stopping rule has been used in single-user multichannel medium access

control in the literature [56], [90]. Here, we prove the optimality of the traditional stopping

rule in the single-user case.

Consider a (secondary) user with N potential channels. Channel n is primary-free with

probability θn. The probability density function (PDF) of channel n’s SNR is denoted by

hn(γ) for SNR value γ. The SNR of each channel is independent of any other channel.

The user’s sensing order is (a1, a2, ..., aN ), which is a permutation of (1, 2, ..., N). For

channel ak, the SNR threshold is Γak . Particularly, for the last channel in the sensing order,

the SNR threshold is 0, i.e., ΓaN = 0. If the user proceeds to sense the kth channel in the

sensing order, i.e., ak, the user will transmit at the channel if SNRak ≥ Γak , where SNRak

is the instantaneous SNR in channel ak. No recall is allowed. This means if the user skips

a primary-free channel, it is not allowed to return to transmit at that channel.

If the user proceeds to sense channel aN , its instantaneous reward if channel aN is

primary-free is given by waN = cNf(SNRaN ). And the reward expectation of sensing

channel aN is WaN = θaNE[waN ].

When the user proceeds to sense its ith (i ≤ N − 1) channel in its sensing order, i.e.,

channel ai, its reward (if the channel is primary-free) is

wai =

 cif(SNRai), if SNRai > Γai(stop at channel ai)

Wai+1 , otherwise (proceed to sense channel ai+1)
(4.9)

where Wai+1 (i ≤ N −1) is the expected reward if the user proceeds to sense channel ai+1,

given by

Wai+1 =

 θai+1E[wai+1 ] + (1− θai+1)Wai+2 , if i < N − 1

θai+1E[wai+1 ], if i = N − 1.
(4.10)

From (4.9) and (4.10), we can obtain the values of all Wai’s recursively, starting from

WaN until Wa1 [56], [90]. Wa1 is the average throughput of the user with the N potential

channels.
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Lemma 4.1. With a specific sensing order setting (a1, a2, ..., aN ), the traditional stop-

ping rule is optimal. This means the optimal threshold setting (Γa1 ,Γa2 , ...,ΓaN ) satisfies

cif(Γai) = Wai+1 , 1 ≤ i ≤ N − 1 and ΓaN = 0.

Proof. If the user proceeds to sense its last channel in its sensing order, i.e., aN , it should

transmit if the channel is sensed free. So ΓaN = 0.

From (4.9) and (4.10), ∀i ≤ N − 1, we have

Wa1 =

{ i∑
l=1

[
Πl−1

k=1(1− θak

∫ ∞

Γak

hak(γ)dγ)
]
θal · cl

∫ ∞

Γal

f(γ)hal(γ)dγ

}

+

[
Πi

k=1

(
1− θak

∫ ∞

Γak

hak(γ)dγ
)]
·Wai+1 .

(4.11)

To achieve the optimal Wa1 value, we should have ∂Wa1
∂Γai

= 0. We get

[
Πi−1

k=1

(
1− θak

∫ ∞

Γak

hak(γ)dγ
)]
·
[
θaicif(Γai)hai(Γai)− θaihai(Γai)Wai+1

]
= 0

and further we have cif(Γai) = Wai+1 , 1 ≤ i ≤ N − 1. This completes the proof.

4.7.1.2 Stopping Rule for a Two-User Case

When two users, user 1 and user 2, are considered, the traditional stopping rule may not be

optimal anymore. We use the following example to show the difference of the traditional

stopping rule from an optimal stopping rule for a two-user case.

Consider the situation with two channels, channel 1 and channel 2, with primary-free

probabilities θ1 > 0 and θ2 > 0. The PDF of user i’s SNR in channel j is h(i)j (γ) > 0, for

i, j ∈ {1, 2}, γ ∈ (0,∞). User 1 has a sensing order (1, 2) and associated SNR thresholds

(Γ(1)
1 ,Γ

(1)
2 ). User 2 has a sensing order (2, 1) and associated SNR thresholds (Γ(2)

2 ,Γ
(2)
1 ). If

user 1 proceeds to channel 2 and senses it free (which means channel 2 is primary-free and

user 2 does not stop at channel 2 in its first sensing), user 1 should transmit in channel 2

with whatever SNR. Thus, Γ(1)
2 = 0. Similarly we have Γ

(2)
1 = 0. Therefore, we only need

to determine Γ
(1)
1 and Γ

(2)
2 .

Traditional Stopping Rule:
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If user 1 proceeds to sense channel 2, it can transmit only when channel 2 is primary-

free and user 2 does not stop at channel 2 at its first sensing. Thus the reward expectation

of user 1 proceeding to sense channel 2 is

W
(1)
2 = θ2 ·

∫ Γ
(2)
2

0
h
(2)
2 (γ)dγ · c2

∫ ∞

0
f(γ)h

(1)
2 (γ)dγ (4.12)

where the second term on the right hand side is the probability that user 2 does not stop at

channel 2 at its first sensing. So according to the traditional stopping rule, we have

c1f(Γ
(1)
1 ) = W

(1)
2 = θ2 ·

∫ Γ
(2)
2

0
h
(2)
2 (γ)dγ · c2

∫ ∞

0
f(γ)h

(1)
2 (γ)dγ. (4.13)

Similarly, we have

c1f(Γ
(2)
2 ) = W

(2)
1 = θ1 ·

∫ Γ
(1)
1

0
h
(1)
1 (γ)dγ · c2

∫ ∞

0
f(γ)h

(2)
1 (γ)dγ. (4.14)

Optimal Stopping Rule:

For user 1, its throughput is given by

W
(1)
1 = θ1c1

∫ ∞

Γ
(1)
1

f(γ)h
(1)
1 (γ)dγ +

(
1− θ1

∫ ∞

Γ
(1)
1

h
(1)
1 (γ)dγ

)

·θ2 ·
∫ Γ

(2)
2

0

h
(2)
2 (γ)dγ · c2

∫ ∞

0

f(γ)h
(1)
2 (γ)dγ.

For user 2, its throughput is given by

W
(2)
2 = θ2c1

∫ ∞

Γ
(2)
2

f(γ)h
(2)
2 (γ)dγ +

(
1− θ2

∫ ∞

Γ
(2)
2

h
(2)
2 (γ)dγ

)

·θ1 ·
∫ Γ

(1)
1

0

h
(1)
1 (γ)dγ · c2

∫ ∞

0

f(γ)h
(2)
1 (γ)dγ.

To achieve the optimal system throughput, we should have

∂(W
(1)
1 +W

(2)
2 )

∂Γ
(1)
1

= 0

and
∂(W

(1)
1 +W

(2)
2 )

∂Γ
(2)
2

= 0.
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Then we get

c1f(Γ
(1)
1 ) = θ2 ·

∫ Γ
(2)
2

0
h
(2)
2 (γ)dγ · c2

∫ ∞

0
f(γ)h

(1)
2 (γ)dγ

+

(
1− θ2

∫ ∞

Γ
(2)
2

h
(2)
2 (γ)dγ

)
c2

∫ ∞

0
f(γ)h

(2)
1 (γ)dγ,

c1f(Γ
(2)
2 ) = θ1 ·

∫ Γ
(1)
1

0
h
(1)
1 (γ)dγ · c2

∫ ∞

0
f(γ)h

(2)
1 (γ)dγ

+

(
1− θ1

∫ ∞

Γ
(1)
1

h
(1)
1 (γ)dγ

)
c2

∫ ∞

0
f(γ)h

(1)
2 (γ)dγ

which are apparently different from (4.13) and (4.14) for the Traditional Stopping Rule.

4.7.2 Impact of Adaptive Modulation on Optimal Sensing Order Setting

The answer to the question whether the adoption of adaptive modulation affects the optimal

sensing order setting of the two users is essential. This is because if the answer is “no", then

the derivation of an optimal system configuration (including the sensing order setting and

SNR threshold setting) with adaptive modulation can be divided into two steps: one step

to find an optimal sensing order setting without adaptive modulation, and the other step to

select an optimal SNR threshold setting when adaptive modulation is adopted. However,

unfortunately, the answer to that question is “yes". We use the following example to demon-

strate that an optimal sensing order setting without adaptive modulation may not be optimal

when adaptive modulation is adopted.

Consider two users, user 1 and 2, with two channels, channel 1 and 2. The primary-

free probabilities of the two channels are θ1 ≫ 0 and θ2 = 0+, respectively. Here 0+

means an infinitely small positive value. The PDF of the SNR of each user in each channel

is common, denoted by h(γ). FAIL_THEN_QUIT is the contention resolution strategy. So

when adaptive modulation is not adopted, an optimal sensing order setting is (1,2) for user

1 and (2,1) for user 2, referred to as the DIFF_ORDER setting. When adaptive modulation

is adopted with the sensing order setting being the DIFF_ORDER setting, we denote the

optimal SNR threshold setting as (Γ(1)
1 ,Γ

(1)
2 ) for user 1, and (Γ

(2)
2 ,Γ

(2)
1 ) for user 2. When

user 2(1) proceeds to sense channel 1(2) in its second sensing, its SNR threshold should

be 0 because if user 2(1) senses channel 1(2) free, channel 1(2) should be primary-free and

user 1(2) should have skipped channel 1(2) in its first sensing due to unsatisfactory SNR.
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TABLE 4.2
RATIO OF c1

∫∞
Γ
(1)
1

f(γ)h(γ)dγ TO c2
∫∞
0

f(γ)h(γ)dγ .

δ
T 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45

Ratio 0.79 0.89 1.01 1.16 1.36 1.64 2.09 2.95 5.48

Therefore, optimal SNR threshold setting should be (Γ(1)
1 , 0) for user 1, and (Γ

(2)
2 , 0) for

user 2. We have the following lemma.

Lemma 4.2. c1f(Γ
(1)
1 ) = c2

∫∞
0 f(γ)h(γ)dγ.

Proof. The system throughput is given by

TDIFF = θ1 · c1
∫ ∞

Γ
(1)
1

f(γ)h(γ)dγ + θ1 ·
∫ Γ

(1)
1

0
h(γ)dγ · c2

∫ ∞

0
f(γ)h(γ)dγ. (4.15)

On the right hand side of (4.15), the first term means user 1 transmits in channel 1 upon

its first sensing if channel 1 is primary-free and user 1’s SNR in channel 1 is above the

threshold, and the second term means user 2 transmits in channel 1 upon its second sensing

if channel 1 is primary-free and user 1 skips channel 1 in its first sensing.

For the optimal SNR threshold setting, we have

dTDIFF

dΓ(1)
1

= 0

which can lead to

c1f(Γ
(1)
1 ) = c2

∫ ∞

0
f(γ)h(γ)dγ.

This completes the proof.

Lemma 4.3. The DIFF_ORDER setting is not optimal if c1
∫∞
Γ
(1)
1

f(γ)h(γ)dγ >

c2
∫∞
0 f(γ)h(γ)dγ.

Proof. We consider a new sensing order setting where both user 1 and 2 use (1,2) as the

sensing order, referred to as the SAME_ORDER setting. With the SAME_ORDER setting,

we let the SNR threshold setting be (Γ
(1)
1 , 0) for both users, where Γ

(1)
1 is user 1’s optimal

SNR threshold in channel 1 with the DIFF_ORDER setting (as given in Lemma 4.2).
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The system throughput of the SAME_ORDER setting is

TSAME = θ1

(
c1

∫ ∞

Γ
(1)
1

h(γ)dγ

∫ ∞

Γ
(1)
1

f(γ)h(γ)dγ+2 · c1
∫ Γ

(1)
1

0
h(γ)dγ

∫ ∞

Γ
(1)
1

f(γ)h(γ)dγ

)
.

(4.16)

On the right hand side of (4.16), the first term in the bracket means both users have SNR

in channel 1 above the threshold (i.e., one user wins the contention and transmits, and the

other user fails and quits), and the second term means one user has SNR in channel 1 above

the threshold (i.e., stops at channel 1) while the other user has SNR in channel 1 below the

threshold (i.e., skips channel 1 and proceeds to the next channel). After some mathematical

manipulation, we have

TSAME = θ1 · c1
∫ ∞

Γ
(1)
1

f(γ)h(γ)dγ + θ1 · c1
∫ Γ

(1)
1

0
h(γ)dγ

∫ ∞

Γ
(1)
1

f(γ)h(γ)dγ. (4.17)

From (4.15) and (4.17) we have

TSAME − TDIFF = θ1

∫ Γ
(1)
1

0
h(γ)dγ ·

(
c1

∫ ∞

Γ
(1)
1

f(γ)h(γ)dγ − c2

∫ ∞

0
f(γ)h(γ)dγ

)

which means if c1
∫∞
Γ
(1)
1

f(γ)h(γ)dγ > c2
∫∞
0 f(γ)h(γ)dγ, we have TSAME > TDIFF (i.e.,

the DIFF_ORDER setting is not optimal). This completes the proof.

Consider the Shannon’s channel capacity as the achievable transmission rate, i.e., f(γ) =

log(1 + γ), and Rayleigh fading channels, i.e., h(γ) = 1
Γe

− γ
Γ (where Γ = 10 is the av-

erage SNR in a channel as an example). Table 4.2 shows the ratio of c1
∫∞
Γ
(1)
1

f(γ)h(γ)dγ

to c2
∫∞
0 f(γ)h(γ)dγ for different values of δ

T . It can be seen that when δ
T ≥ 0.15, we

have c1
∫∞
Γ
(1)
1

f(γ)h(γ)dγ > c2
∫∞
0 f(γ)h(γ)dγ, and thus the SAME_ORDER setting is

the optimal sensing order setting.

4.7.3 Discussion

In the preceding subsections, we have two observations for a two-user cognitive radio net-

work: 1) when the sensing order setting of the two users is fixed, the traditional stopping

rule may not lead to an optimal SNR threshold setting and 2) the adoption of adaptive mod-

ulation may affect the optimal sensing order setting of the two users. These observations

imply that the sensing order setting and the SNR threshold setting should be jointly de-
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termined together from a systematic viewpoint to achieve the maximal system throughput.

Although in this research, a detailed algorithm to derive the optimal system configuration

with adaptive modulation is not given, the two observations should be able to pave the way

for further research efforts.

4.7.4 Implementation Issues

To achieve adaptive modulation in cognitive radio networks, two challenges are experi-

enced: hidden terminal problem and channel SNR estimation problem.

• Hidden terminal problem: Consider a scenario with a primary transmitter and its

receiver, and a secondary transmitter and its receiver. The primary transmitter is

active, and its location is far away from the secondary transmitter but close to the

secondary receiver. Then the secondary transmitter may not sense the signal from

the primary transmitter and, thus, transmits its own signal. However, the secondary

receiver cannot successfully receive this signal due to strong interference from the

primary transmitter. This is the well known hidden terminal problem.

• Channel SNR estimation problem: In adaptive modulation, the secondary transmitter

needs to know the channel SNR to its receiver before its information transmission.

To solve the preceding problems, we propose to let the secondary receiver instead of

the secondary transmitter perform the sensing task. And in the CAT time slot structure a

probing time with duration ∆ is inserted after each sensing duration δ. It might be difficult

to give a specific value of ∆, since the value should depend on the channel bandwidth,

acquisition technique, modulation scheme, etc. In general, an appropriate ∆ value should

ensure that the transmission phase still occupies a significant portion in a time slot.

At the beginning of each time slot, the secondary receiver first senses its first channel

(in its sensing order) for a duration of δ.

• If the channel is sensed free, the secondary receiver transmits a probe in the follow-

ing probing duration ∆. The probe is transmitted using spread spectrum technology.

Specifically, each secondary transmitter is assigned a unique spreading code. The

probe sent from the secondary receiver is spread by the spreading code of its sec-

ondary transmitter. The secondary transmitter keeps scanning its own spreading code
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and, thus, can receive the probe successfully. Through the reception of the probe, the

secondary transmitter can estimate the channel SNR from the secondary receiver to

itself. This SNR is also the estimated channel SNR from the secondary transmitter to

the secondary receiver, as channel reciprocity is assumed here.

• If the channel is sensed busy, the secondary receiver skips the following probing time

∆, and then starts to sense its second channel in its sensing order.

The above procedure is repeated in the sensing phase of each slot.

As the sensing task is performed by the secondary receiver, the preceding hidden termi-

nal problem does not exist. And through the channel probing from the secondary receiver,

the channel SNR can be estimated at the secondary transmitter side.

4.8 Conclusion and Further Discussions

In cognitive radio networks, one objective is to achieve the maximal spectrum efficiency.

In this chapter, we have demonstrated our research efforts to achieve the maximal spectrum

efficiency through selecting of sensing orders in a two-user cognitive radio network. For the

case without adaptive modulation, low-complexity algorithms have been proposed that have

comparable performance to an optimal solution, and particularly, have a high probability to

reach an optimal point when a backoff mechanism is used. For the case with adaptive

modulation, our observations imply that the sensing order setting and stopping rule should

be jointly designed from a systematic point of view.

Sensing is assumed to be perfect in this research. In reality, sensing errors are inevitable.

A channel sensing error is either a missed detection (i.e., the channel is occupied by primary

users, but the secondary user senses it to be idle) or a false alarm (i.e., the channel is idle,

but the secondary user senses it to be busy). Let Pm and Pf denote the missed detection

probability and false alarm probability, respectively. Then the probability that a secondary

user senses channel n to be idle is given by θn(1− Pf ) + (1− θn)Pm. If a secondary user

senses an idle channel and transmits in the channel, its probability of successful transmis-

sion (i.e., not colliding with possible primary activities) is θn(1−Pf )
θn(1−Pf )+(1−θn)Pm

. Generally

speaking, for the greedy search algorithm, the sensing errors will affect the estimation of

channel free probabilities and the reward calculation, while the basic principle in the algo-

rithm is still to select the channel with the largest additional reward to the system. For the
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incremental algorithm, the average throughput calculation in each round will be affected.

The detailed derivations are omitted here due to similarity.

68



Chapter 5

Joint Optimal Cooperative Sensing

and Resource Allocation in

Multichannel Cognitive Radio

Networks

The reported work in Chapter 3 only considers optimal configuration of sensing time while

supposing a fixed transmission rate. In other words, the gain of dynamic resource alloca-

tion is not exploited. In addition, it is assumed that each user can sense or access only one

channel at a time. Recently wideband sampling technique has received some initial inves-

tigation [44], which makes wideband spectrum sensing and access possible. All these have

motivated us to investigate the joint optimization of spectrum sensing duration configura-

tion and resource allocation with wideband spectrum sensing and access. In this research,

the problem of joint multichannel cooperative sensing and resource allocation with wide-

band spectrum sensing and access is investigated. A cognitive radio network with multiple

potential channels and multiple secondary users is considered. Each secondary user carries

out wideband spectrum sensing as introduced in Chapter 2.2.1 to get a test statistic for each

channel, and transmits the test statistic to a coordinator. The coordinator performs the data

fusion cooperative spectrum sensing to detect the presence of primary user on each channel.

When a channel is estimated to be free, secondary users can get access to the channel with

assigned bandwidth and power. An optimization problem is formulated, which maximizes
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the weighted sum of secondary users’ throughputs while guaranteeing a certain level of pro-

tection for the activities of primary users. Although the problem is nonconvex, it is shown

that the problem can be solved by bilevel optimization and monotonic programming. This

research is also extended to cases with consideration of proportional fairness and max-min

fairness. 1

5.1 System Model

A cognitive radio network is considered with N frequency bands and M secondary commu-

nication pairs (with the mth pair including secondary transmitter m and secondary receiver

m). Each channel has a bandwidth of W , and is licensed to one primary user.

CAT slot structure is employed with fixed total slot length T . In each slot, the primary

user in a channel is assumed to be either active or idle for the whole slot. The channels

among primary users and secondary users are assumed to keep unchanged within each time

slot. In other words, block-fading model is assumed, and the channel coherent time is

assumed to be longer than the slot duration T . This assumption is reasonable when all the

primary users and secondary users in the system are static or in low-speed mobility.

The duration of the sensing phase in each CAT slot is denoted τ , which is a parame-

ter to be optimized. In the sensing phase of every CAT slot, each secondary user senses

the signal spanning over the N channels with the wideband spectrum sensing method in

frequency domain introduced in Chapter 2.2.1 at a sampling rate µ. Then the secondary

users report to a coordinator their test statistics in the sensing phase and their channel gains.

Based on these, the coordinator determines how the secondary users can get access to the

channels and broadcasts the resource allocation decision to secondary users. The informa-

tion exchange between secondary users and the coordinator can be finished on a common

control channel, for example, on the industrial, scientific and medical (ISM) radio bands.

By limiting the number of secondary users involved [46], the time overhead for signaling

interchange between the secondary users and coordinator is assumed to be negligible.
1A version of this chapter has been published in IEEE Trans.Veh. Technol., 60: 722-729 (2011).
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5.1.1 Spectrum Sensing

By wideband sampling technique as introduced in Chapter 2.2.1, for secondary transmitter

m, its received primary signal at channel n in frequency domain, Yn,m, can be given in the

following binary test hypothesis

H0
n : Yn,m = Wn,m,

H1
n : Yn,m = Hn,mSn +Wn,m,

(5.1)

where H0
n and H1

n mean the primary user on channel n is idle and busy, respectively, and

Wn,m, Hn,m, and Sn are N -point FFT of the additive complex white Gaussian noise (with

mean being zero and variance being σ2), the discrete-time channel impulse response, and

the primary signal, respectively. For presentation simplicity, when primary signal is present,

the power spectrum density of the primary signal on each channel at the transmitter side is

normalized to be 1, i.e., E{|Sn|2} = 1.

Following the method introduced in Chapter 2.2.1, the test statistic for channel n of

secondary user m is given as

Tn,m
∆
=

N

µτ

µτ/N∑
k=1

|Yn,m(k)|2. (5.2)

Data fusion cooperative spectrum sensing is used. The coordinator collects test statis-

tics Tn,m’s from all secondary users, and makes estimation whether the primary signal in

channel n exists by comparing
M∑

m=1
Tn,m with a threshold εn. The detection probability and

false alarm probability for channel n are given, respectively, by following the way in [44]

as

Qd
n(τ, εn) = Q

((
εn − (σ2M + ||Hn||1)

)√
µτ

σ
√

2||Σn||1N

)
(5.3)

Qf
n(τ, εn) = Q

(
(εn − σ2M)

√
µτ

σ2
√
2MN

)
(5.4)

where Hn =
(
|Hn,1|2, |Hn,2|2, ..., |Hn,M |2

)T (here superscript T means transpose oper-

ation), Σn = σ2I + 2Diag(Hn) (here I means an identity matrix, and Diag(Hn) is a

diagonal matrix formed by elements in Hn), and || · ||1 of a matrix represents its entrywise

1-norm, which is the summation of absolute values of all the elements. Based on (5.3) and
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(5.4), Qf
n can be expressed in terms of Qd

n as

Qf
n(τ,Q

d
n) = Q

(
Q−1(Qd

n)σ
√
2||Σn||1N + ||Hn||1

√
µτ

σ2
√
2MN

)
. (5.5)

Similar with the case in Chapter 3, the false alarm probability should be no larger than

0.5. For a given value of Qd
n, constraint Qf

n ≤ 0.5 is equivalent to the following constraint

Q−1(Qd
n)σ
√

2||Σn||1N + ||Hn||1
√
µτ ≥ 0 (5.6)

which is from (5.5).

5.1.2 Resource Allocation

Recall that the coherence time of the channels (from primary users to secondary users, and

among secondary users) is assumed to be relative long. Within the duration of coherence

time, the resource allocation strategy does not change. For the mth secondary user pair in

channel n, denote channel gain from the primary user to the secondary receiver and from

the secondary transmitter to the secondary receiver as |gpsn,m|2 and |gssn,m|2, respectively.

In the resource allocation, each secondary user is assigned a portion of each chan-

nel at a certain transmission power. In specific, secondary user m is assigned a portion

xn,m(0 ≤ xn,m ≤ 1) of channel n at a transmission power pn,m. If channel n is estimated

by the coordinator to be free, then secondary user m can transmit in the assigned portion

of channel n with the power. It is assumed that the channel gain in channel n between the

mth secondary transceiver pair, i.e., |gssn,m|2, is a constant within the bandwidth of channel

n. Therefore, it does not make any difference which portion in channel n is assigned to

secondary user m.

When channel n is estimated (by the coordinator) to be free, one of two scenarios

happens:

• Channel n is indeed free (i.e., the estimation is correct), with probability Pr(H0
n)
(
1−

Qf
n(τ, εn)

)
, where Pr(H0

n) is the free probability of channel n. The achievable trans-

mission rate of secondary user m is

r0n,m = xn,m · log

(
1 +
|gssn,m|2pn,m
Wxn,mσ2

)
.
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• Channel n is actually busy (i.e., the estimation is wrong), with probability Pr(H1
n)
(
1−

Qd
n(τ, εn)

)
, where Pr(H1

n) = 1 − Pr(H0
n) is the busy probability of channel n. In

this scenario, the primary signal serves as interference to secondary transmission.

The achievable transmission rate of secondary user m is

r1n,m = xn,m · log

(
1 +

|gssn,m|2pn,m
xn,mW (|gpsn,m|2 + σ2)

)
.

Then the average throughput of secondary user m is given as

Rm =
(
1− τ

T

)
·

N∑
n=1

[
Pr(H0

n)
(
1−Qf

n(τ, εn)
)
· r0n,m +Pr(H1

n)
(
1−Qd

n(τ, εn)
)
· r1n,m

]
.

(5.7)

Suppose the average transmission power of secondary transmitter m is bounded by

P
avg
m , and the maximal instantaneous transmission power of secondary transmitter m is

bounded by P
peak
m . Then for secondary transmitter m, we have the following constraints for

resource allocation:

N∑
n=1

pn,m ≤ P peak
m ,

N∑
n=1

Pr(H0
n)pn,m ≤ P avg

m . (5.8)

5.2 Joint Optimization of Sensing Time Setting and Resource

Allocation

In this section, a joint sensing duration configuration and resource allocation optimiza-

tion problem is formulated and addressed, which maximizes the weighted sum of average

throughputs of all the secondary users given as Rw =
M∑

m=1
αm ·Rm, where αm ≥ 0 is the

weight assigned to secondary user m.

To protect the activities of primary users, the detection probability in each channel

should be larger than a threshold denoted Pth (which should be much larger than 0.5). 2

Together with the constraints discussed in the preceding section, an optimization problem

can be formulated:

2When additional constraints P f
n ≤ P f

th(P
f
th ≤ 0.5),∀n ∈ N are imposed on the proposed optimization

problems, the methods presented in this chapter also work.
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Problem 5.1.

maximize
τ,{εn},{pn,m},{xn,m}

Rw(τ, {εn}, {pn,m}, {xn,m}) =
(
1− τ

T

)
·

N∑
n=1

[
Pr(H0

n)

·
(
1−Qf

n(τ, εn)
)
·

M∑
m=1

αmr0n,m (5.9a)

+Pr(H1
n) ·

(
1−Qd

n(τ, εn)
)
·

M∑
m=1

αmr1n,m

]
s.t. 0 ≤ τ ≤ T (5.9b)

Qd
n(τ, εn) ≥ Pth, n ∈ N (5.9c)

Q−1
(
P d
n(τ, εn)

)
σ
√

2||Σn||1N

+ ||Hn||1
√
µτ ≥ 0, n ∈ N (5.9d)

M∑
m=1

xn,m = 1, n ∈ N (5.9e)

N∑
n=1

pn,m ≤ P peak
m , m ∈M (5.9f)

N∑
n=1

Pr(H0
n)pn,m ≤ P avg

m , m ∈M (5.9g)

0 ≤ xn,m ≤ 1, n ∈ N ,m ∈M (5.9h)

0 ≤ pn,m ≤ P peak
m , n ∈ N ,m ∈M (5.9i)

where N = {1, 2, ..., N} andM = {1, 2, ...,M}.

Problem 5.1 is nonconvex. And it can be proved that problem 5.1 achieves the optimal

solution only when Qd
n(τ, εn) = Pth. The proof is omitted, as it is similar to that in Lemma

3.2.

Then, in problem 5.1, the term Qd
n(τ, εn) can be replaced with Pth, and Qf

n(τ, εn) can

be expressed in terms of τ and Pth according to equation (5.5). Note that by replacing

Qd
n(τ, εn) with Pth, constraint (5.9d) becomes

Q−1(Pth)σ
√

2||Σn||1N + ||Hn||1
√
µτ ≥ 0
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which is equivalent to

τ ≥ τnmin
△
=

2
(
Q−1(Pth)

)2
σ2∥Σn||1N

µ∥Hn||21
.

Denote τmin = max(τ1min, τ
2
min, ..., τ

N
min). Then problem 5.1 is equivalent to the following

problem:

Problem 5.2.

maximize
τ,{pn,m},{xn,m}

Rw(τ, {pn,m}, {xn,m}) =
(
1− τ

T

)
·

N∑
n=1

(
Pr(H0

n)

·
(
1−Qf

n(τ, Pth)
)
·

M∑
m=1

αmr0n,m + Pr(H1
n) · (1− Pth) ·

M∑
m=1

αmr1n,m

)
s.t. τmin ≤ τ ≤ T (5.10a)

Constraints (5.9e) – (5.9i). (5.10b)

Problem 5.2 is still a nonconvex problem. To solve problem 5.2, we use bilevel opti-

mization in which the lower level problem is to optimize {pn,m} and {xn,m} with τ fixed,

while the upper level problem is to optimize τ . Specifically, the lower level problem is

Problem 5.3.

U(τ) = max
{pn,m},{xn,m}

N∑
n=1

[
Pr(H0

n) ·
(
1−Qf

n(τ, Pth)
)

·
M∑

m=1

αmr0n,m + Pr(H1
n) · (1− Pth) ·

M∑
m=1

αmr1n,m

]
s.t. Constraints (5.9e) – (5.9i).

Denote V (τ) = (τ/T )U(τ). Then, the upper level problem is

Problem 5.4.

maximize
τ

U(τ)− V (τ)

s.t. τmin ≤ τ ≤ T.

The lower level problem, problem 5.3, is convex (the proof method can be found in

Appendix C, which is originally for the convexity proof of problem 6.1). Thus the optimal
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solution of {pn,m} and {xn,m} for a given τ can be obtained.

For the upper level problem, problem 5.4, we have the following lemma.

Lemma 5.1. Functions U(τ) and V (τ) are monotonically increasing functions with respect

to τ within interval [τmin, T ].

Proof. We first prove U(τ) is a monotonically increasing function with respect to τ .

Suppose τ † < τ ‡, and the optimal solutions of problem 5.3 with τ = τ † and τ =

τ ‡ are {p†n,m}, {x†n,m} and {p‡n,m}, {x‡n,m}, respectively. Since
(
1− P f

n (τ, Pth)
)

is a

monotonically increasing function with respect to τ within the interval [τmin, T ] according

to equation (5.5), we have

U(τ †) =
∑N

n=1

[
Pr(H0

n) ·
(
1−Qf

n(τ †, Pth)
)
·

M∑
m=1

αmx†n,m log(1 +
|gssn,m|2p†n,m

Wx†
n,mσ2

)

+ Pr(H1
n) · (1− Pth) ·

M∑
m=1

αmx†n,m log
(
1 +

|gssn,m|2p†n,m

Wx†
n,m(|gpsn,m|2+σ2)

)]
<

∑N
n=1

[
Pr(H0

n) ·
(
1−Qf

n(τ ‡, Pth)
)
·

M∑
m=1

αmx†n,m log(1 +
|gssn,m|2p†n,m

Wx†
n,mσ2

)

+ Pr(H1
n) · (1− Pth) ·

M∑
m=1

αmx†n,m log
(
1 +

|gssn,m|2p†n,m

Wx†
n,m(|gpsn,m|2+σ2)

)]
≤

∑N
n=1

[
Pr(H0

n) ·
(
1−Qf

n(τ ‡, Pth)
)
·

M∑
m=1

αmx‡n,m log(1 +
|gssn,m|2p‡n,m

Wx‡
n,mσ2

)

+ Pr(H1
n) · (1− Pth) ·

M∑
m=1

αmx‡n,m log
(
1 +

|gssn,m|2p‡n,m

Wx‡
n,m(|gpsn,m|2+σ2)

)]
= U(τ ‡)

where the last inequality comes from the fact that the optimal solution of problem 5.3 when

τ = τ ‡ is {p‡n,m} and {x‡n,m}. Therefore, U(τ) is monotonically increasing. And V (τ)

is also monotonically increasing, since it is the product of two positive monotonically in-

creasing functions, (τ/T ) and U(τ).

Denote τ ′ = τ − τmin. By introducing a new variable ω, problem 5.4 is equivalent to

Problem 5.5.

maximize
τ ′,ω

U(τ ′ + τmin) + ω

s.t. ω + V (τ ′ + τmin) ≤ V (T )

0 ≤ τ ′ ≤ T − τmin

ω ≥ 0.
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The reason for the equivalence of problems 5.4 and 5.5 is as follows. In problem 5.5,

the objective function
(
U(τ ′ + τmin) + ω

)
is a monotonically increasing function. And

the function
(
ω + V (τ ′ + τmin)

)
is also monotonically increasing. Therefore, the maximal

objective function happens only when ω+ V (τ ′ + τmin) = V (T ). This means problem 5.5

is to maximize

U(τ ′ + τmin) + ω = U(τ ′ + τmin)− V (τ ′ + τmin) + V (T )

= U(τ)− V (τ) + V (T )

which is equivalent to maximizing
(
U(τ) − V (τ)

)
since V (T ) is a constant. So problems

5.4 and 5.5 are equivalent.

Problem 5.5 is in the form of monotonic optimization problem [78], because it has the

following features: i) the object function,
(
U(τ ′+τmin)+ω

)
, is a monotonically increasing

function; ii) all constraint functions are monotonic functions; and iii) both τ ′ and ω lie in

the region of [0,+∞). A monotonic optimization problem can be solved by a monotonic

programming method, named polyblock algorithm [78] with parameter ϵ, which is ϵ-optimal

(i.e., the difference of achieved utility in the polyblock algorithm from the global optimal

utility is bounded by ϵ). In specific, for problem 5.5, a polyblock algorithm is given as

follows. Interested readers may refer to reference [78] for a detailed discussion of the

algorithm.
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Algorithm 5.1 Polyblock algorithm.

1: Define a point set S = {s1, s2, ..., s|S|}, in which each point has two elements. Ini-

tialize set S by one point s1 = (T − τmin, V (T ) − V (τmin)). In other words, the two

elements in point s1 are s1(1) = T − τmin and s1(2) = V (T )− V (τmin).

2: while Set S ̸= ∅ do

3: for i = 1, 2, ..., |S| do

4: Calculate λi that satisfies λisi(2) + V (λisi(1) + τmin) = V (T ) by a bisection

search, and set πi = λisi.

5: Find i∗ = argmax
1≤i≤|S|

[U(πi(1) + τmin) + πi(2)]

6: For any point (say point s) in set S , if [U(s(1) + τmin) + s(2)] ≤

[U(πi∗(1) + τmin) + πi∗(2)] + ϵ, then remove the point from S.

7: if Set S ̸= ∅ then

8: Find j∗ = argmax
1≤j≤|S|

[U(sj(1) + τmin) + sj(2)]

9: Calculate λj∗ that satisfies λj∗sj∗(2) + V (λj∗sj∗(1) + τmin) = V (T ) by a bisec-

tion search, and set πj∗ = λj∗sj∗ .

10: Generate two points s† = sj∗+(πj∗−sj∗)◦(1, 0) and s‡ = sj∗+(πj∗−sj∗)◦(0, 1),

where ◦ means Hadamard product.

11: Add s† and s‡ into S, delete sj∗ from S.

12: Output the last πi∗ before S becomes an empty set.

By employing algorithm 5.1, the first and second elements of πi∗ are the optimal τ ′

and ω, respectively, for problem 5.5. Then, the optimal τ in problem 5.4 is obtained by

τ = πi∗(1) + τmin.

5.3 Fairness Consideration

In the preceding section, the weighted throughput maximization problem is solved with the

aid of bilevel optimization and monotonic programming. In this section, we focus on the

cases when fairness among users is taken into account. In specific, proportional fairness

and max-min fairness are discussed in the following two subsections, respectively.
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5.3.1 Proportional Fairness Optimization Problem

In this case, the utility function of secondary user m can be written as logRm. Therefore,

the optimization problem is as follows.

Problem 5.6.

maximize
τ,{εn},{pn,m},{xn,m}

Rpf (τ, {εn}, {pn,m}, {xn,m}) =
M∑

m=1

log

((
1− τ

T

) N∑
n=1

[
Pr(H0

n)

·
(
1−Qf

n(τ, εn)
)
· r0n,m + Pr(H1

n)
(
1−Qd

n(τ, εn)
)
· r1n,m

])
s.t. Constraints (5.9b) – (5.9i).

Similar to the preceding section, problem 5.6 is nonconvex, and it achieves the optimal

solution only when Qd
n(τ, εn) = Pth. After substituting Qd

n(τ, εn) with Pth, problem 5.6 is

equivalent to a bilevel problem. The lower level problem is to optimize {pn,m} and {xn,m}

with a fixed τ , as

Problem 5.7.

Z(τ) = max
{pn,m},{xn,m}

M∑
m=1

log

( N∑
n=1

[
Pr(H0

n) ·
(
1−Qf

n(τ, Pth)
)
· r0n,m

+Pr(H1
n) · (1− Pth) · r1n,m

])
s.t. Constraints (5.9e) – (5.9i).

According to [80, Page 84] , the objective function of problem 5.7 can be shown to be

a concave function. Therefore, problem 5.7 is convex. In addition, the maximal objective

function in problem 5.7, Z(τ), is a monotonically increasing function with respect to τ .

The proof is similar to that in Lemma 5.1, and is omitted here.

The upper level problem is

Problem 5.8.

maximize
τ

Rpf (τ) = log(1− τ

T
)M + Z(τ)

s.t. τmin ≤ τ ≤ T.
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For expression (
1− τ

T

)M
=

M∑
l=0

(
M

l

)(
− τ

T

)l
(5.11)

denote Y1(τ) as the summation of all the positive items on the right-hand side, and Y2(τ)

as the summation of all the absolution values of negative items on the right-hand side. So

we have (
1− τ

T

)M
= Y1(τ)− Y2(τ). (5.12)

It is clear that both Y1(τ) and Y2(τ) are positive and monotonically increasing functions

with respect to τ . Then the object function in problem 5.8 can be changed to

eRpf (τ) = Y1(τ) · eZ(τ) − Y2(τ) · eZ(τ). (5.13)

In the new objective function, both Y1(τ)e
Z(τ) and Y2(τ)e

Z(τ) are monotonically increasing

functions with respect to τ . Therefore, problem 5.8 has a form similar to problem 5.4, and

can be solved by a polyblock algorithm.

5.3.2 Max-min Fairness Optimization Problem

With max-min fairness, the optimization problem can be formulated as

Problem 5.9.

maximize
τ,{εn},{pn,m},{xn,m}

min
m

(
(1− τ

T
) ·

N∑
n=1

[
Pr(H0

n)
(
1−Qf

n(τ, εn)
)
· r0n,m

+Pr(H1
n)
(
1−Qd

n(τ, εn)
)
· r1n,m

])
s.t. Constraints (5.9b) – (5.9i).

For problem 5.9, it can also be concluded that the optimal utility is achieved only when

Qd
n(τ, εn) = Pth.
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For the objective function in problem 5.9, we have

max
τ,{εn},{pn,m},{xn,m}

min
m

(
(1− τ

T ) ·
N∑

n=1

[
Pr(H0

n)

·
(
1−Qf

n(τ, εn)
)
· r0n,m + Pr(H1

n)
(
1−Qd

n(τ, εn)
)
· r1n,m

])
= max

τ
max

{εn},{pn,m},{xn,m}
min
m

(
(1− τ

T ) ·
N∑

n=1

[
Pr(H0

n)

·
(
1−Qf

n(τ, εn)
)
· r0n,m + Pr(H1

n)
(
1−Qd

n(τ, εn)
)
· r1n,m

])
= max

τ
(1− τ

T ) · max
{εn},{pn,m},{xn,m}

min
m

(
N∑

n=1

[
Pr(H0

n)

·
(
1−Qf

n(τ, εn)
)
· r0n,m + Pr(H1

n)
(
1−Qd

n(τ, εn)
)
· r1n,m

])
.

(5.14)

Setting Qd
n(τ, εn) = Pth and applying the transformation shown in (5.14), problem 5.9 is

equivalent to a bilevel optimization problem. The lower level problem is

Problem 5.10.

F (τ) = max
{pn,m},{xn,m},Ω

Ω

s.t.
N∑

n=1

(
Pr(H0

n)
(
1−Qf

n(τ, Pth)
)
· r0n,m + Pr(H1

n)(1− Pth) · r1n,m
)
≥ Ω, m ∈M

Constraints (5.9e) –(5.9i).

Problem 5.10 is convex, and its maximal objective function, F (τ), is a monotonically

increasing function with respect to τ .

The upper level problem is to maximize (1− τ/T ) ·F (τ) subject to τ within the region

defined by constraint τmin ≤ τ ≤ T . Note that the objective function is a difference

between two positive monotonically increasing functions, F (τ) and (τ/T )F (τ), which is

similar to problem 5.4. Therefore, the upper level problem can be solved by a polyblock

algorithm.

5.4 Numerical Results

In this section, numerical results are demonstrated to verify our proposed algorithms. The

system is set up as follows. There are four primary channels and four secondary users

in a cognitive radio network. Each of the channels spans a bandwidth of 1 MHz. The
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Fig. 5.1. Weighted sum of throughputs versus τ .

free probabilities of the four channels are 0.9, 0.8, 0.7 and 0.6, respectively. The weights

assigned to secondary users, αm’s, are all set as 1. The sampling rate is µ = 8 MHz; the

slot duration is T = 20 ms; the threshold of detection probability is Pth = 0.9. Of the four

secondary users, the average transmission power values P avg
m ’s are set as 0.5, 0.45, 0.4, and

0.35, respectively, and the peak transmission power values P peak
m ’s are set as 0.8, 0.9, 1, and

1.2, respectively. All links (from primary users to secondary users and between secondary

users) experience Rayleigh fading. And in each channel, the channel SNR value between

each secondary transceiver pair is with mean 15 dB, and the channel SNR value from the

primary user to a secondary user (either the transmitter or the receiver) is with mean -15

dB. The value of ϵ is set as 0.05.

We first demonstrate the effect of sensing time duration configuration in our research.

For different particular values of τ in each of the three optimization problems in Chapters

5.2 and 5.3, we obtain the optimal utilities under the method of joint power and bandwidth

allocation (which is a convex optimization problem). The corresponding curves are marked

as “Joint P&B Allocation” in Figs. 5.1-5.3. It can be seen that as τ grows, the optimal util-

ities first increase and then decrease. The first increase of the optimal utilities is due to the

improvement in false alarm probability. When the sensing time duration reaches a certain

value, increase of sensing time duration does not change much the false alarm probability.

So the optimal utilities decrease, since less time is used in data transmission. From the
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Fig. 5.2. Proportional fairness utility versus τ .
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Fig. 5.3. Max-min fairness utility versus τ .
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curves it can be seen that the sensing time duration affects largely the system performance,

and thus, it is important to find the optimal sensing time setting. In Figs. 5.1-5.3, we also

show the resulted sensing time duration in our proposed polyblock algorithms and the cor-

responding utilities, marked as “Polyblock Algorithm” in the figures. It is clear that utilities

obtained in our polyblock algorithms are very close to the global optimal utilities in Figs.

5.1-5.3.

Next we demonstrate the effect of resource allocation in our research, in which each

channel can be shared by multiple users. As a comparison, we consider an alternative case

when each channel can be used by one secondary user only. The alternative case is equiv-

alent to solving problems 5.1, 5.6 and 5.9 with additional constraints xn,m ∈ {0, 1},m ∈

M, n ∈ N . In the newly formulated problems, it is possible that a secondary user is as-

signed more than one channel, and it is also possible that a secondary user is assigned no

channel. It can be proved that the optimal utilities are achieved only when P d
n(τ, εn) = Pth.

So for a given τ , the optimal εn can be obtained based on P d
n(τ, εn) = Pth. Therefore, to

maximize the utility for a given τ , we need to determine optimal power allocation (pn,m)

and channel allocation (xn,m) strategies. This is a mixed-integer problem which is usually

NP-hard. To solve the problem, we exhaustively search all the combinations of assigning N

channels to M secondary users. In each combination, the power allocation (over probably

multiple channels) at each secondary user is determined by a convex optimization prob-

lem. Then for each τ , the optimal power and channel allocation strategy is the strategy

associated with the combination whose optimal utility has the largest value. For the alter-

native case, the optimal utilities for different τ are also plotted in Figs. 5.1-5.3, marked

as “Alternative”. It can be seen that the alternative case has worse performance than our

polyblock algorithms. This is because our algorithms take advantage of dynamic sharing

of each channel. Another advantage of our algorithms over the algorithms in the alterna-

tive case is the computational complexity. Apparently our algorithms are with significantly

less complexity, since our algorithms are for problems with continuously-valued variables,

while the alternative case is associated with mixed-integer problems.

Last we compare the fairness among the average throughputs of secondary users achieved

by our proposed polyblock algorithm, in the three optimization problems in Chapters 5.2

and 5.3. Table 5.1 lists the achieved average throughputs of the four secondary users in the

three optimization problems. It can be seen that, the throughput summation maximization
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TABLE 5.1
AVERAGE THROUGHPUTS OF THE FOUR SECONDARY USERS (SUS)

Objective SU1 SU2 SU3 SU4 Throughput summation
Weighted throughput maximization 1.7722 2.4634 2.1211 1.163 7.5197

Proportional fairness 1.7455 1.8918 2.1667 1.6529 7.4569
Max-min fairness 1.8206 1.8206 1.8206 1.8206 7.2824

problem cares only throughput, and thus, has the largest throughput summation, but has

the lowest fairness level. The max-min fairness problem achieves the best fairness among

all the users, i.e., each user has the same throughput. But the throughput summation is the

smallest. The proportional fairness problem achieves better fairness but smaller throughput

summation than throughput summation maximization problem, and achieves worse fairness

but more throughput summation than the max-min fairness problem. All these mean that

there is a tradeoff between throughput summation and fairness among secondary users.

5.5 Conclusion

In this chapter, the problem of optimal multichannel cooperative sensing and resource al-

location (of spectrum and power) in cognitive radio networks is explored. The issues of

how to set spectrum sensing time, how to determine the spectrum sensing threshold, how

to allocate spectrum resources, and how to set transmission power are investigated. A

weighted throughput maximization problem is formulated. Although nonconvex, the prob-

lem is solved with the aid of bilevel optimization and monotonic programming methods.

We also show that the bilevel optimization and monotonic programming methods are appli-

cable when proportional fairness or max-min fairness is considered.
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Chapter 6

Resource Allocation in a Cognitive

Radio Network in Underlay Mode

In this chapter, the average rate maximization problem given constraints on transmission

power and interference power in a cognitive radio network over slow fading channels is

studied. For the problem, either long-term or short-term constraint is imposed on the trans-

mission power and interference power. In each combination of the constraints on trans-

mission power and interference power, the original optimization problem is decomposed

into sub-problems, each corresponding to a specific channel gain realization. For each sub-

problem, a fast algorithm with closed-form solutions is provided. The case with additional

peak power spectrum density constraints is also investigated. 1

6.1 Introduction

In a wireless communication system, the channel between a transceiver pair experiences

fading. Therefore, ergodic capacity, the expectation of channel capacity over all the chan-

nel fading states, has attracted research attention recently in resource allocation problems.

The ergodic capacity region together with resource allocation problems in multiple-access

channels is studied in [91]. Ergodic capacity and resource allocation strategies in broad-

cast channels are given in [92]. The ergodic capacity and power allocation problems are

studied in [67] with both multiple-access channel and broadcast channel in cognitive radio
1The research method and proposed mathematical problem in this chapter are also applicable in the case

of relay networks. The research results for relay networks were published in IEEE Trans.Veh. Technol., 60:
3865-3881 (2011).
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networks.

Note that ergodic capacity is defined for fast fading channels only. When slow fading

channel is considered, outage capacity is a commonly used performance metric [93]. How-

ever, in this chapter, we are interested in a setup that is different from the traditional slow

fading model. In our model, in addition to the slow fading, we assume that the transmitter

has the channel state information (CSI) (the fact that the channel is in slow fading makes

this assumption reasonable). As pointed out in many recent works (e.g. [94]), the presence

of CSI at transmitter makes the average rate a reasonable alternative performance metric for

the slow fading channel. The transmit rate can be matched to the fading (e.g., by adaptive

modulation) when timely CSI is available at the transmitter in slow fading. In this case the

fading-induced outages can be essentially eliminated and an average rate can be achieved,

which is defined as the expectation of rate over a sufficiently long interval and coincides

with the ergodic capacity (i.e., expectation over fading distribution) when the fading pro-

cess is ergodic. In this chapter, we target at maximizing the average rate of secondary users

in a cognitive radio network in underlay mode over slow fading channels.

6.2 System Model and Problem Formulation

Consider a cognitive radio network with N frequency bands (called channels) with equal

bandwidth. In each channel, a primary user exists. The secondary base station (BS) needs

to transmit to N secondary users, each over one of the N channels, in underlay mode. For

simplicity of presentation, the secondary BS transmits to secondary user Sn over channel

n, and the bandwidth of each channel is normalized to 1. Since there might be multiple

secondary BSs in the area, the target secondary BS only occupies a portion of the bandwidth

in each channel, and the total occupied bandwidth by the target secondary BS in all the N

channels should be no more than B. For the secondary BS, denote the transmit power and

bandwidth in channel n as pn and xn, respectively, which are to be optimized.

Denote the channel gain between the secondary BS and Sn is gn and the channel gain

between the secondary BS and the primary user (primary receiver) on the nth channel as

hn. Assume that gn’s and hn’s (n ∈ N ,where N = {1, 2, ..., N}) are flat fading. All the

channel gains are supposed to be block-fading, which means the channel gains keep stable

within each transmission block. At the beginning of each fading block, the secondary BS
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can measure channel gains gn’s and hn’s (n ∈ N ).

By normalizing the power spectrum density of background noise as 1, the channel ca-

pacity from the secondary BS to the secondary user Sn can be expressed as

Cn = xn ln

(
1 +

pngn
xn

)
. (6.1)

Then the total downlink channel capacity from the secondary BS to all the secondary users

is

C =

N∑
n=1

Cn. (6.2)

Channel gains gn and hn are assumed to be ergodic processes over fading blocks. De-

note the joint PDF of the channel gains as f(g, h), where g = (g1, ..., gN ) and h =

(h1, ..., hN ). It is reasonable to further assume that gn’s and hn’s are independent from

each other. In this case, power and bandwidth allocation should be based on the instan-

taneous channel states. In other words, the power allocation strategy pn’s and bandwidth

allocation strategy xn’s are all dependent on the fading state g and h. For the sake of sim-

plicity, the fading state g and h are omitted in the notations of pn’s and xn’s. Then the total

expected rate from the secondary BS to all the secondary users, referred to as the average

rate, is

Ce = E

[
N∑

n=1

xn ln

(
1 +

pngn
xn

)]
(6.3)

where E means expectation for g and h. And we have

pn ≥ 0, ∀n ∈ N (6.4)

0 ≤ xn ≤ 1, ∀n ∈ N ;

N∑
n=1

xn ≤ B. (6.5)

Throughout this chapter, B is assumed to be no larger than 1. The research result for the

case when B > 1 will be studied in the future. When B ≤ 1, the constraint in (6.5) can be

simplified as

xn ≥ 0, ∀n ∈ N ;

N∑
n=1

xn ≤ B. (6.6)

In addition, the transmission power at the secondary BS is limited. The instantaneous

transmission power may be bounded by a pre-specified value PST , referred to as short-term
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transmission-power constraint, given as

N∑
n=1

pn ≤ PST , (6.7)

or the average transmission power may be bounded by a pre-specified value PLT , referred

to as long-term transmission-power constraint, given as

E

[
N∑

n=1

pn

]
≤ PLT . (6.8)

The interference to the primary user on channel n should also be limited. The short-term

interference-power constraint bounds the instantaneous interference power pnhn by ISTn ,

given as

pnhn ≤ ISTn , ∀n ∈ N (6.9)

while the long-term interference-power constraint bounds the average interference power

E [pnhn] by ILTn , given as

E [pnhn] ≤ ILTn , ∀n ∈ N . (6.10)

A group of optimization problems can be formulated in the following form.

Problem 6.1.

max
{pn},{xn}

E
[

N∑
n=1

xn ln
(
1 + pngn

xn

)]
s.t. pn ≥ 0, xn ≥ 0,∀n ∈ N ;

N∑
n=1

xn ≤ B

N∑
n=1

pn ≤ PST (short-term) or E
[

N∑
n=1

pn

]
≤ PLT (long-term)

pnhn ≤ ISTn (short-term) or E [pnhn] ≤ ILTn (long-term), ∀n ∈ N .

(6.11)

In problem 6.1, we need to derive the power and bandwidth allocation pn’s and xn’s

with respect to every specific channel realization g and h, which is proved to be a convex

problem in Appendix C. The resource allocation is conducted at the secondary BS. In the

following sections, we will focus on how to solve the resource allocation problem and how

to implement the resource allocation, respectively.
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6.3 Average Rate Maximization

In this section, problem 6.1 with four scenarios of power constraints is studied sequentially.

In each scenario, optimal bandwidth and power allocation strategy are derived.

6.3.1 Scenario with Long-term Transmission-power and Long-term Interference-

power Constraints

In this scenario, the Lagrangian of problem 6.1 can be written as

L({pn}, {xn}, {µn}, λ)

= E
[

N∑
n=1

xn ln
(
1 + pngn

xn

)]
− λ

(
E
[

N∑
n=1

pn

]
− PLT

)
−

N∑
n=1

µn

(
E [pnhn]− ILTn

) (6.12)

where µn and λ are non-negative Lagrange multipliers corresponding to the constrains

E [pnhn] ≤ ILTn and E
[

N∑
n=1

pn

]
≤ PLT , respectively. Then the Lagrange dual function is

given as

D(λ, {µn}) = max
{pn}, {xn}

L({pn}, {xn}, {µn}, λ)

s.t. pn ≥ 0, xn ≥ 0, ∀n ∈ N ;
N∑

n=1
xn ≤ B.

(6.13)

Since problem 6.1 in this scenario is convex, and strictly feasible points are available

in this problem, which satisfies the Slater’s condition [80], the minimum of the duality

function

min
λ≥0, µn≥0, n∈N

D(λ, {µn}) (6.14)

is guaranteed to achieve the optimal utility of problem 6.1. Therefore, optimizing problem

6.1 is equivalent to minimizing the duality function D(λ, {µn}). To converge to the min-

imum of D(λ, {µn}), the Lagrange multipliers λ and µn’s can be updated by resorting to

the sub-gradient method [95] as

λ(t+ 1) =

(
λ(t)− a(t)

(
PLT − E

[
N∑

n=1

pn(t)

]))+

(6.15)
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and

µn(t+ 1) =
(
µn(t)− a(t)

(
ILTn − E [pn(t)hn]

))+
, ∀n ∈ N (6.16)

where pn(t) is the optimal power allocation solution of the dual function in (6.13) at the tth

iteration, a(t) is the positive step size at the tth iteration, and (x)+ = max(x, 0).

In other words, problem 6.1 is decomposed into two levels. In the higher level, λ and

µn’s are updated iteratively as in (6.15) and (6.16). In the lower level, the Lagrange dual

function in (6.13) is obtained for each iteration.

The update of λ and µn’s in (6.15) and (6.16) will be discussed in Chapter 6.5. So next

we focus on how to obtain the optimal solution of the dual function in (6.13),2 i.e., how to

obtain D(λ, {µn}) for given λ and µn’s.

It can be seen that the optimization problem in (6.13) can be solved by investigating the

sub-problem as follows for every realization of channel gains g and h.

max
{pn}, {xn}

N∑
n=1

xn ln
(
1 + pngn

xn

)
− λ

N∑
n=1

pn −
N∑

n=1
µnpnhn

s.t. pn ≥ 0, xn ≥ 0, ∀n ∈ N ;
∑N

n=1 xn ≤ B.

(6.17)

Note that for the ease of presentation, the constant terms λPLT and
N∑

n=1
µnI

LT
n in the ob-

jective function are discarded.

The sub-problem in (6.17) is a convex problem, and traditionally, can be solved by nu-

merical optimization methods, such as sub-gradient method and interior-point algorithm

[96]. However, the traditional methods require iterative calculations and can only numeri-

cally achieve the optimal solution (i.e., no closed-form solution is achieved). In this paper,

we will not use the numerical methods to solve the sub-problem in (6.17). Rather, we

will use Karush-Kuhn-Tucker (KKT) conditions to analyze special properties of the convex

sub-problem in (6.17). Based on the special properties, we give a fast algorithm with a

closed-form optimal solution for the sub-problem, which avoids high computational com-

plexity.

The sub-problem in (6.17) satisfies the Slater’s condition. Then, the KKT condition

which serves as a sufficient and necessary condition for the optimal solution can be listed
2Note that the method in Chapter 6.5 also applies for the scenarios discussed in Chapter 6.3.2, 6.3.3, and

6.3.4. So in those three subsections, we also focus only on the lower-level problems.
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as follows [80].

ln

(
1 +

pngn
xn

)
− pngn

xn + pngn
− Γ∗ + δ∗n = 0, ∀n ∈ N (6.18a)

xngn
xn + gnpn

− λ− µnhn +∆∗
n = 0, ∀n ∈ N (6.18b)

∆∗
npn = 0, δ∗nxn = 0, ∀n ∈ N ; Γ∗

(
N∑

n=1

xn −B

)
= 0 (6.18c)

pn ≥ 0, xn ≥ 0, ∀n ∈ N ;
N∑

n=1

xn ≤ B. (6.18d)

in which ∆∗
n, δ∗n and Γ∗ are non-negative Lagrange multipliers associated with constraints

pn ≥ 0, xn ≥ 0, and
∑N

n=1 xn ≤ B, respectively. In this chapter, when superscript ∗ is

used for a Lagrange multiplier, it means the Lagrange multiplier is associated with a sub-

problem for a realization of (g, h) (to distinguish from the Lagrange multipliers associated

with the original optimization problem 6.1). Equations (6.18a) and (6.18b) are obtained

by setting the derivative of the Lagrangian of the sub-problem in (6.17) with respect to xn

and pn as 0, respectively. The following lemma is in order for the KKT condition (6.18a)-

(6.18d).

Lemma 6.1. If A = {j|pj > 0, xj > 0} ̸= ∅ (null set), then |A| ≤ 1.

Proof. Define SNRn = pngn
xn

. Equations (6.18a) and (6.18b) can be rewritten as

ln(1 + SNRn)−
SNRn

1 + SNRn
= Γ∗ − δ∗n, ∀n ∈ N (6.19a)

1

1 + SNRn
=

λ

gn
+

µnhn
gn
− ∆∗

n

gn
, ∀n ∈ N . (6.19b)

Suppose n† ∈ A. From (6.18c) it can be seen that δ∗
n† and ∆∗

n† should be zero. Define

S(x)
△
= ln(1 + x) − x

1+x , which is a monotonic increasing non-negative function of non-

negative x. Since SNRn† =
p
n†gn†
x
n†
∈ (0,+∞) and δ∗

n† = 0, from (6.19a) we have

Γ∗ = S(SNRn†) + δ∗n† = S(SNRn†) ∈ (0,+∞).

When λ and µn† are nonzero (this case is general in the updating procedure of λ and µn†),

after dividing the left- and right-hand sides of (6.19a) by the left- and right-hand sides of
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(6.19b), respectively, for n†, we get

(1 + SNRn†) ln(1 + SNRn†)− SNRn† =
Γ∗

λ
g
n†

+
µ
n†hn†
g
n†

. (6.20)

Define T (x)
△
= (1+x) ln(1+x)−x, which is a monotonic increasing non-negative function

of non-negative x. From (6.19a) and (6.20), we have

S

T−1

 Γ∗

λ
g
n†

+
µ
n†hn†
g
n†

 = Γ∗ (6.21)

and S(T−1(·)) is a monotonic increasing function. So if there exists n‡(̸= n†) ∈ A, it

should also satisfy equation (6.21), which leads to

Γ∗

λ
g
n†

+
µ
n†hn†
g
n†

=
Γ∗

λ
g
n‡

+
µ
n‡hn‡
g
n‡

. (6.22)

Note that gn† , hn† , gn‡ and hn‡ are independent channel gains, while λ, µn† and µn‡ are

fixed for the problem in (6.17). Therefore, the probability that equation (6.22) holds is zero.

So there is at most one element in set A almost surely, i.e., |A| ≤ 1. This completes the

proof.3

Note thatA is actually the set of selected channels, i.e., with non-zero power and band-

width assignment. Therefore, Lemma 6.1 indicates that either of the two following cases

happens: i) no channel is assigned bandwidth and power (e.g., when the channels are poor,

it may be better not to transmit, since the power constraints are in a long-term scale); ii)

only one channel is selected.

From Lemma 6.1, it is clear that, if n ∈ A, then n is unique and xn = B since the

objective function of the sub-problem in (6.17) is an increasing function with respect to xn.

Substituting xn = B in equation (6.18b), we have

pn = B

(
1

λ+ µnhn
− 1

gn

)
(6.23)

3Note that a similar proof method is adopted in [97].

93



and the corresponding achieved utility of the sub-problem in (6.17) is

B

(
λ+ µnhn

gn
− ln

(
λ+ µnhn

gn

)
− 1

)
. (6.24)

Since pn > 0, we have λ+µnhn

gn
< 1, based on (6.23). The above achieved utility can be

proved to be always positive when λ+µnhn

gn
> 0. On the other hand, the utility in equation

(6.24) decreases if λ+µnhn

gn
increases within range (0, 1). Therefore, if there is no channel

that satisfies λ+µnhn

gn
< 1, then no channel is selected; otherwise, the channel with the

minimum value of λ+µnhn

gn
is selected.

Then the optimal solution for the sub-problem in (6.17) can be obtained in the procedure

as follows.

Algorithm 6.1 Searching procedure for the optimal solution of the sub-problem in (6.17).

1: Define set I △
= {n|λ+µnhn

gn
< 1}.

2: if I = ∅ then

3: The maximal utility is 0, with pn = 0 and xn = 0, ∀n ∈ N .

4: else

5: Find n∗ = argmin
n∈I

(
λ+µnhn

gn

)
.

Output the optimal index n∗, with optimal bandwidth and power allocation strategy

xn∗ = B and pn∗ = B
(

1
λ+µn∗hn∗ −

1
gn∗

)
, respectively, and the maximal utility

B
(
λ+µn∗hn∗

gn∗ − ln
(
λ+µn∗hn∗

gn∗

)
− 1
)

.

It can be seen that the complexity of algorithm 6.1 is O(N).

Remark: When the transmission- and interference-power constraints are both long-

term, if there is no good channel to transmit at one moment, then it is reasonable not to

select any channel at this moment, to save power for moments when there are good chan-

nels. And if there are good channels to transmit, then it is good to select the best channel.

The good channel is the one on which the secondary BS can transmit more information to

the secondary user while generating less interference to the primary user. Algorithm 6.1

indicates a metric to measure the overall quality of a channel, i.e., λ+µnhn

gn
. This metric is

reasonable since it includes the information transmission channel gn and the interference

channel gain hn, and reflects the opposite monotonicity of gn and hn with the metric. In-

terestingly, when the measure is below a fixed value 1, the secondary BS is considered to
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be with overall good channels.

6.3.2 Scenario with Short-term Transmission-power and Long-term Interference-

power Constraints

Similar to Chapter 6.3.1, problem 6.1 in this scenario (with short-term transmission-power

and long-term interference-power constraints) can be solved by investigating the following

sub-problem for each realization of (g, h)

max
{pn}, {xn}

N∑
n=1

xn ln

(
1 +

pngn
xn

)
−

N∑
n=1

µnpnhn

s.t.
N∑

n=1

pn ≤ PST (6.25a)

pn ≥ 0, xn ≥ 0, ∀n ∈ N ;
N∑

n=1

xn ≤ B (6.25b)

which is a convex problem satisfying Slater’s condition. To analyze this sub-problem, the

KKT condition is listed as follows.

ln

(
1 +

pngn
xn

)
− pngn

xn + pngn
− Γ∗ + δ∗n = 0, ∀n ∈ N (6.26a)

xngn
xn + gnpn

− λ∗ − µnhn +∆∗
n = 0, ∀n ∈ N (6.26b)

λ∗

(
N∑

n=1

pn − PST

)
= 0 (6.26c)

∆∗
npn = 0, δ∗nxn = 0, ∀n ∈ N ; Γ∗

(
N∑

n=1

xn −B

)
= 0 (6.26d)

Constraints (6.25a) – (6.25b) (6.26e)

where λ∗, ∆∗
n, δ∗n, and Γ∗ are non-negative Lagrange multipliers associated with constraints∑N

n=1 pn ≤ PST , pn ≥ 0, xn ≥ 0, and
∑N

n=1 xn ≤ B, respectively.

For the KKT condition, the following lemmas are in order.

Lemma 6.2. If A △
= {j|pj > 0, xj > 0} ̸= ∅,

• when the constraint
N∑

n=1
pn ≤ PST in (6.25a) is inactive4, |A| = 1.

4At the optimal point of the problem (say in (6.25)), if the equality in constraint
∑N

n=1 pn ≤ PST holds
(i.e.,

∑N
n=1 pn = PST ), we say the constraint is active; otherwise, we say it is inactive.
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• when the constraint
N∑

n=1
pn ≤ PST in (6.25a) is active, |A| ≤ 2.

Proof. Please refer to Appendix D.

Lemma 6.3. For ∀i, j ∈ A, SNRi = SNRj .

Proof. Please refer to Appendix E.

Lemma 6.2 and Lemma 6.3 indicate that, in the scenario, at most two channels are

selected. And the SNR for all selected channels should be the same.

Define a new set B △
= {j|pj = 0, xj = 0}. Note that set B includes channels that are

not selected. Therefore, A
∪
B = {1, ..., N}.5 Considering the conclusion of Lemma 6.3

and constraint
∑N

n=1 xn ≤ B, the common SNR indicated by Lemma 6.3 is shown to be

SNR =

∑
n∈A

gnpn

B . Then the utility of the sub-problem in (6.25) is

N∑
n=1

xn ln
(
1 + pngn

xn

)
−

N∑
n=1

µnpnhn

=
∑
n∈A

xn ln (1 + SNR)−
N∑

n=1
µnpnhn

= B ln

(
1 +

∑
n∈A

gnpn

B

)
−

N∑
n=1

µnpnhn

= B ln

1 +

N∑
n=1

gnpn

B

− N∑
n=1

µnpnhn

(6.27)

where the second equality is because
∑
n∈A

xn = B and the third equality is because pn = 0

for ∀n ∈ B and A
∪
B = N . Then the sub-problem in (6.25) is equivalent to

max
{pn}, {xn}

B ln

1 +

N∑
n=1

pngn

B

−
N∑

n=1

µnpnhn

s.t.
N∑

n=1

pn ≤ PST (6.28a)

pn ≥ 0,∀n ∈ N . (6.28b)

Recall that at most two channels are selected.
5Note that cases of “pj > 0, xj = 0" and “pj = 0, xj > 0" are omitted because neither of them achieves

a utility more than that in the case “pj = 0, xj = 0" for the sub-problem in (6.25).
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• When there are two selected channels, there are totally
(
N
2

)
= N(N−1)

2 possible

combinations of the two channels. In a specific combination, denote the two selected

channels as i and j. The problem in (6.28) is re-written as

max
pi,pj

B ln
(
1 +

pigi+pjgj
B

)
− (µipihi + µjpjhj)

s.t. pi ≥ 0, pj ≥ 0,

pi + pj = PST

the closed-form solution of which can be obtained straightforwardly based on corre-

sponding KKT condition, and is omitted here.

• When there is only one selected channel, there are totally N possible cases for the

selected channel. For each specific case, denote the selected channel as channel n.

Set the derivative of the utility function of the problem in (6.28) as zero. Then, we

can get the power allocation for channel n, given as

pn =

[
B

gn

(
gn

µnhn
− 1

)]PST

0

where [x]ba is defined as max(min(b, x), a). Note that when pn = 0, it means that no

channel is selected.

Comparing the N(N−1)
2 + N optimal utilities for the above cases, we can obtain the

maximal utility of problem in (6.28) (the largest among the N + N(N−1)
2 optimal utilities)

and the associated power allocation strategy. Note that when all the N + N(N−1)
2 optimal

utilities are non-positive, then no channel is selected. The computational complexity is

O(N2).

For bandwidth allocation strategy, when there is only one selected channel (say channel

n) in the above optimal power allocation, it can be seen that xn = B, as the utility function

in (6.25) is an increasing function of xn. When there are two selected channels (say channel

i and channel j), we have xi + xj = B (since the utility function in (6.25) is an increasing

function of xi and xj), which leads to SNRi = SNRj =
pigi+pjgj

B (from Lemma 6.3), and

further we have xi =
pigi

SNRi
= Bpigi

pigi+pjgj
, and xj =

Bpjgj
SNRj

=
Bpjgj

pigi+pjgj
.

Remark: Comparing with Chapter 6.3.1, the scenario in Chapter 6.3.2 has short-term

transmission-power constraint, which reduces the flexibility in power and bandwidth allo-
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cation. The reduced flexibility is the main reason that at most one channel is selected in the

scenario in Chapter 6.3.1, while two channels may be selected in the scenario in Chapter

6.3.2. The reduced flexibility is also the reason that, with short-term transmission-power

constraint, we do not have that simple metric as in algorithm 6.1 to determine which chan-

nel(s) to be selected.

6.3.3 Scenario with Long-term Transmission-power and Short-term Interference-

power Constraints

In this scenario, the sub-problem for every realization of (g,h) is

max
{pn}, {xn}

N∑
n=1

xn ln

(
1 +

pngn
xn

)
− λ

N∑
n=1

pn

s.t. pnhn ≤ ISTn , ∀n ∈ N (6.29a)

pn ≥ 0, xn ≥ 0, ∀n ∈ N ;

N∑
n=1

xn ≤ B. (6.29b)

The sub-problem in (6.29) is a convex problem satisfying Slater’s condition. The KKT

condition is

ln

(
1 +

pngn
xn

)
− pngn

xn + pngn
− Γ∗ + δ∗n = 0, ∀n ∈ N (6.30a)

xngn
xn + gnpn

− λ− µ∗
nhn +∆∗

n = 0, ∀n ∈ N (6.30b)

µ∗
n

(
pnhn − ISTn

)
= 0, ∀n ∈ N (6.30c)

∆∗
npn = 0, δ∗nxn = 0, ∀n ∈ N ; Γ∗

(
N∑

n=1

xn −B

)
= 0 (6.30d)

Constraints (6.29a) – (6.29b) (6.30e)

where µ∗
n, ∆∗

n, δ∗n, and Γ∗ are non-negative Lagrange multipliers associated with constraints

pnhn ≤ ISTn , pn ≥ 0, xn ≥ 0, and
∑N

n=1 xn ≤ B, respectively.

Define A △
= {j|pj > 0, xj > 0} = A1 ∪ A2, where A1

△
=

{
j|pj =

IST
j

hj
, xj > 0

}
and

A2
△
=

{
j|0 < pj <

IST
j

hj
, xj > 0

}
. Note that A includes the selected channels. From (6.9)

it can be seen thatA1 includes the selected channels with the maximal allowed interference

power, while A2 includes the selected channels with the interference power less than the

maximal allowed value. By analyzing the KKT condition in (6.30), a series of lemmas can
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be expected as follows.

Lemma 6.4. When A ̸= ∅, |A2| ≤ 1.

The proof is similar to that of Lemma 6.1, and is omitted here. Note that in the proof,

we have µ∗
n = 0, n ∈ A2 (based on (6.30c)).

Lemma 6.5. For ∀i, j ∈ A, SNRi = SNRj .

Proof. Please refer to the proof of Lemma 6.3.

Lemma 6.6. For ∀i ∈ A1 and ∀j ∈ A2, gi ≥ gj .

Proof. Please refer to Appendix F.

Lemmas 6.4–6.6 indicate that, among all the selected channels, at most one channel is

with interference power less than the maximal allowed value, while all other selected chan-

nels are with the maximal allowed interference power; and the channel with the interference

power less than the maximal allowed value has less channel gain of g than other selected

channels. All selected channels have the same SNR.

With the aid of Lemma 6.5 and by following the same procedure in Chapter 6.3.2, the

sub-problem in (6.29) is equivalent to the following optimization problem

max
{pn}

B ln

1 +

N∑
n=1

pngn

B

− λ
N∑

n=1
pn

s.t. 0 ≤ pn ≤ IST
n
hn

, ∀n ∈ N .

(6.31)

For the solution of the problem in (6.31), the following lemma is in order.

Lemma 6.7. For ∀k ∈ B and ∀j ∈ A, gk ≤ gj .

Proof. Please refer to Appendix G.

From Lemmas 6.4, 6.6, and 6.7, it is clear that, in the optimal solution of the problem in

(6.31), the set of all the channels (i.e., {1, ..., N}) can be partitioned into three sub-sets, A1

(in each channel of which the interference power reaches its maximal allowed value), A2

(where |A2| ≤ 1, in the channel of which, if exists, the interference power does not reach

the maximal allowed value) and B (which includes the channels that are not selected); and

for ∀i ∈ A1, j ∈ A2, k ∈ B, we have gi ≥ gj ≥ gk. If we sort the N channels in

99



descending order of the channel gains gn’s, i.e., gs1 ≥ gs2 ≥ .... ≥ gsN , where (s1, ..., sN )

is a permutation of (1, ..., N), then there are N + 1 possible cases for the optimal solution

of the problem in (6.31): in Case j, there are j − 1 channels in set A1, detailed as follows.

• Case 1: A1 = ∅, s1 ∈ A2 ∪ B, and s2, s3, ..., sN ∈ B, which means ps1 ∈ [0,
IST
s1
hs1

),

and ps2 = ps3 = ... = psN = 0.

• Case 2: A1 = {s1}, s2 ∈ A2 ∪ B, and s3, s4, ..., sN ∈ B, which means ps1 =
IST
s1
hs1

,

ps2 ∈ [0,
IST
s2
hs2

), and ps3 = ps4 = ... = psN = 0.
...

• Case j: A1 = {s1, s2, ..., sj−1}, sj ∈ A2 ∪ B, and sj+1, sj+2, ..., sN ∈ B, which

means psn =
IST
sn
hsn

for i = 1, 2, ..., j − 1, psj ∈ [0,
IST
sj

hsj
), and psj+1 = psj+2 = ... =

psN = 0.
...

• Case N + 1: A1 = {s1, s2, ..., sN}, which means psn =
IST
sn
hsn

for n = 1, ..., N .

Therefore, to solve the problem in (6.31), we need to search the N + 1 cases only. We can

first find the optimal6 solutions in Cases 1, 2, ..., and N +1, respectively. Then the optimal

solution with the largest objective function among the N+1 cases will be the global optimal

solution for problem in (6.31).

Next we show how to find the optimal solutions for the N + 1 cases.

In Case j ≤ N , the power allocation values for all channels (except channel sj) are

known (for i < j, the interference power on channel si reaches its maximal allowed value;

for i > j, channel sj is not assigned power). Denote the power allocation value for channel

sj in Case j as φj , the optimal value of which is to be determined as follows.

For the problem in (6.31), the achieved utility in Case j is given as

B ln

1 +

j−1∑
n=1

IST
sn gsn
hsn

+ φjgsj

B

− λ

(
j−1∑
n=1

ISTsn

hsn
+ φj

)
. (6.32)

6Note that this optimal solution is limited to a particular case, not global optimal solution.
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The optimal φj can be obtained by setting the derivative of (6.32) to zero, given as

Bgsj

B +
j−1∑
n=1

IST
sn

gsn
hsn

+ φjgsj

− λ = 0. (6.33)

Generally after optimal utility values in the N + 1 cases are obtained, the largest one is

the optimal utility of the problem in (6.31).

Actually it may not be necessary to search all the N + 1 cases. To demonstrate this,

we take a look at (6.33) first, for which we have the following three observations for the

optimal φj , denoted φ∗
j .

• When B +
j−1∑
n=1

IST
sn

gsn
hsn

<
Bgsj
λ < B +

j∑
n=1

IST
sn

gsn
hsn

, we have

φ∗
j =

1

gsj

(
Bgsj
λ
−B −

j−1∑
n=1

ISTsn gsn
hsn

)
∈

(
0,

ISTsj

hsj

)
.

• When
Bgsj
λ ≤ B+

j−1∑
n=1

IST
sn

gsn
hsn

, the solution for (6.33) is 1
gsj

(
Bgsj
λ −B −

j−1∑
n=1

IST
sn

gsn
hsn

)
≤ 0. Since the feasible region of φj is [0,

IST
sj

hsj
), the optimal solution for Case j is

φ∗
j = 0.

• When
Bgsj
λ ≥ B+

j∑
n=1

IST
sn

gsn
hsn

, the solution for (6.33) is 1
gsj

(
Bgsj
λ −B −

j−1∑
n=1

IST
sn

gsn
hsn

)
≥

IST
sj

hsj
. However, the feasible region of φj is [0,

IST
sj

hsj
). It can be seen that the max-

imal utility in the feasible region in Case j is less than the utility when φj =
IST
sj

hsj
.

The utility in the latter case is not greater than the maximal utility in Case j + 1.

Therefore, we can virtually set φ∗
j =

IST
sj

hsj
.

Define j† = argminj

(
φ∗
j ∈ [0,

IST
sj

hsj
)

)
. The following lemma is in order.

Lemma 6.8. The maximal utility in Case j† is the maximal utility of problem in (6.31).

Proof. Please refer to Appendix H.

Lemma 6.8 tells that, to obtain the optimal solution for problem (6.31), we need only

search until the first case (say Case j) such that φ∗
j is not equal to

IST
sj

hsj
. Accordingly, the

optimal solution of the problem in (6.31) can be searched as follows.
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Algorithm 6.2 Searching procedure for the optimal solution of the problem in (6.31).
1: Sort the N channels in descending order of the channel gains gn’s, i.e., gs1 ≥ gs2 ≥

.... ≥ gsN .

2: Find j† = argminn

(
φ∗
n <

IST
sn
hsn

)
3: Output the optimal power configuration: psj =

IST
sj

hsj
for 0 < j < j†, psj =

1
gsj

(
Bgsj
λ −B −

j−1∑
n=1

IST
sn

gsn
hsn

)
for j = j†, and psj = 0 for j > j†. The max-

imal utility is B ln

1 +

j†∑
n=1

psngsn

B

 − λ
j†∑

n=1
psn . The bandwidth configuration is

xsj =
Bpsj gsj
j†∑

n=1
psngsn

, j ∈ N .

In Step 3 of the algorithm, the bandwidth configuration is from the fact that, for ∀j ∈ A,

SNRj =

∑
n∈A

gnpn

B .

It can be seen that the complexity of the algorithm is O(N).

Remark: Compared to the scenario in Chapter 6.3.1, the short-term transmission-power

constraint in Chapter 6.3.2 changes the upper bound of the number of selected channels

from one to two, while the short-term interference-power constraint in Chapter 6.3.3 makes

all selected channels except one to be with their interference powers at maximal allowed

value. The difference of the impact of short-term transmission-power constraint and short-

term interference-power constraint lies in the fact that the transmission power is used to

transmit over all selected channels while one interference power constraint only imposes a

limit on one channel. Interestingly, with short-term interference-power constraints, chan-

nels with larger channel gains gn’s are selected. Note that it does not mean the channel

selection is independent of hn’s, since hn’s affect how many channels are selected.
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6.3.4 Scenario with Short-term Transmission-power and Short-term Interference-

power Constraints

Similar to previous subsections, the following sub-problem is expected to be solved for

every realization of (g, h) in this scenario.

max
{pn},{xn}

N∑
n=1

xn ln

(
1 +

pngn
xn

)
s.t. pnhn ≤ IST , ∀n ∈ N (6.34a)

N∑
n=1

pn ≤ PST , (6.34b)

pn ≥ 0, xn ≥ 0, ∀n ∈ N ;

N∑
n=1

xn ≤ B.

(6.34c)

The KKT condition is written as follows.

ln(1 +
pngn
xn

)− pngn
xn + pngn

− Γ∗ + δ∗n = 0, ∀n ∈ N (6.35a)

xngn
xn + gnpn

− λ∗ − µ∗
nhn +∆∗

n = 0, ∀n ∈ N (6.35b)

λ∗

(
N∑

n=1

pn − PST

)
= 0 (6.35c)

µ∗
n

(
pnhn − ISTn

)
= 0, ∀n ∈ N (6.35d)

∆∗
npn = 0, δ∗nxn = 0, ∀n ∈ N ; Γ∗

(
N∑

n=1

xn −B

)
= 0 (6.35e)

Constraints (6.34a) – (6.34c) (6.35f)

where µ∗
n, λ∗, ∆∗

n, δ∗n, and Γ∗ are non-negative Lagrange multipliers associated with con-

straints pnhn ≤ IST ,
∑N

n=1 pn ≤ PST , pn ≥ 0, xn ≥ 0, and
∑N

n=1 xn ≤ B, respectively.

Define A = {j|pj > 0, xj > 0} = A1
∪
A2 where A1 = {j|pj =

IST
j

hj
, xj > 0} and

A2 = {j|0 < pj <
IST
j

hj
, xj > 0}. Define B = {j|pj = 0, xj = 0}. So A, A1, A2, and B

have the same physical meanings as in Chapter 6.3.3.

To solve the sub-problem in (6.34), the following lemmas are in order.

Lemma 6.9.

• When the constraint in (6.34b) is inactive, |A2| = 0.
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• When the constraint in (6.34b) is active, the associated Lagrange multiplier λ∗ > 0,

and |A2| ≤ 1.

Proof. Please refer to Appendix I.

Similar to Lemmas 6.5-6.7, we have the following lemmas (with proofs omitted).

Lemma 6.10. For ∀i, j ∈ A,SNRi = SNRj .

Lemma 6.11. For ∀i ∈ A1 and ∀j ∈ A2, gi ≥ gj .

Lemma 6.12. For ∀j ∈ A and ∀k ∈ B, gj ≥ gk.

Similar to Chapter 6.3.3, the sub-problem in (6.34) can be reduced (according to Lemma

6.10) to the following problem

max
{pn}

B ln

1 +

N∑
n=1

pngn

B


s.t. 0 ≤ pn ≤

ISTn

hn
,∀n ∈ N (6.36a)

N∑
n=1

pn ≤ PST . (6.36b)

It can be easily proved that the problem in (6.36) can be solved as follows (the proof is

omitted). First sort all the channels, {1, ..., N}, based on the descending order of channel

gains gn’s such that gs1 ≥ gs2 ≥ ... ≥ gsN . Denote i∗ = argmini
i∑

n=1

IST
sn
hsn

> PST .7

Then the solution for the problem in (6.36) is: psn =
IST
sn
hsn

, n = 1, ..., i∗ − 1; psi∗ =

PST −
i∗−1∑
n=1

IST
sn
hsn

; and psn = 0, n = i∗ + 1, i∗ + 2, ..., N ; xsn = Bpsngsn
i∗∑

n=1
psngsn

, n ∈ N . The

computational complexity is O(N).

Remark: Similar to Chapter 6.3.3, channels with larger gn’s are selected, and all se-

lected channels except one are with the maximal allowed interference power. The differ-

ence is that the short-term transmission-power constraint in Chapter 6.3.4 makes the power

allocation simpler, i.e., the short-term transmission power is assigned to channels according

to the descending order of gn’s, until all the short-term transmission power is used up. The

7Note that if
N∑

n=1

IST
sn
hsn

< PST , then psn =
IST
sn
hsn

, n = 1, ..., N .
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simplicity is because, with short-term transmission-power constraint, when the channels are

not good at a moment, we do not need to save transmission power for other moments with

good channels.

6.4 The Case with Peak Power Spectrum Density Constraints

In this section, we consider the case when additional constraints of peak power spectrum

density are imposed on the transmission power at the secondary BS and the interference

power received at the primary user. Denote the peak power spectrum density constraints for

the transmission power and interference power on channel n as P PEAK and IPEAK
n , respec-

tively. Then, we have
pn
xn
≤ P PEAK, ∀n ∈ N (6.37)

and
pnhn
xn
≤ IPEAK

n , ∀n ∈ N . (6.38)

The constraints (6.37) and (6.38) can be combined to be

pn
xn
≤ UPEAK

n , ∀n ∈ N (6.39)

where UPEAK
n = min

(
P PEAK, I

PEAK
n
hn

)
is the minimal peak value of power spectrum density

on channel n. Then the average rate maximization problem in this chapter with additional

peak power spectrum density constraints can be formulated as problem 6.1 with additional

constraints (6.39). Again, the problem can be decomposed into two levels, and next we

focus on the sub-problems in the lower level. We still consider the four scenarios as in

Chapter 6.3. Fast algorithms with closed-form solutions may exist in scenarios with long-

term transmission-power and long-term interference-power constraints and with short-term

transmission-power and long-term interference-power constraints, as shown in the follow-

ing two subsections, respectively. However, for the other two scenarios, fast algorithms with

closed-form solutions cannot be found, and thus, traditional methods (such as sub-gradient

method and interior-point algorithm) may have to be resorted to.
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6.4.1 Scenario with Long-term Source-power and Long-term Interference-

power Constraints

In this scenario, a sub-problem as in (6.17) with additional constraints in (6.39) is supposed

to be solved. Similar to Chapter 6.3, we define A △
= {j|pj > 0, xj > 0} and B △

= {j|pj =

0, xj = 0}. It can be seen that A ∪ B = {1, ..., N}. Denote A = C ∪ D, where C △
={

j|0 <
pj
xj

< UPEAK
j , xj > 0

}
(i.e., the set of selected channels with transmission power

spectrum density less than the minimal peak value) and D △
=
{
j| pjxj

= UPEAK
j , xj > 0

}
(i.e., the set of selected channels with transmission power spectrum density equal to the

minimal peak value). It can be proved using the similar method to that in Lemma 6.1 that

Lemma 6.13. If C ̸= ∅, then |C| ≤ 1.

Further, we have the following two lemmas.

Lemma 6.14. If D ̸= ∅, then |D| ≤ 1.

Proof. For j ∈ D, pj = xjU
PEAK
j . The sub-problem can be rewritten as

max
{pi}, {xi}

∑
i∈C

xi ln
(
1 + pigi

xi

)
− λ

∑
i∈C

pi −
∑
i∈C

µipihi

+
∑
j∈D

xj

(
ln
(
1 + UPEAK

j gj

)
− λUPEAK

j − µjU
PEAK
j hj

)
s.t.

∑
i∈C

xi +
∑
j∈D

xj ≤ B.

(6.40)

When D ̸= ∅,

max
j∈D

(
ln
(
1 + UPEAK

j gj
)
− λUPEAK

j − µjU
PEAK
j hj

)
> 0.

Define

j∗ = argmax
j

(
ln
(
1 + UPEAK

j gj
)
− λUPEAK

j − µjU
PEAK
j hj

)
.

If |D| > 1, then it will achieve a higher objective function of (6.40) if the bandwidth

assignments for channels in |D| are instead all assigned to channel j∗ only. Therefore, in

the optimal solution, we have |D| = 1.

Similar to proof of Lemma 6.14, we can prove the following lemma.

Lemma 6.15. |A| ≤ 1.
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According to Lemma 6.15, at most one channel is selected. Suppose the only selected

channel, if exists, is channel n. To maximize the objective function in (6.17), xn should be

set as B. By setting the derivative of the objective function in (6.17) with respect to pn as

0, pn can be obtained as B
(

1
λ+µnhn

− 1
gn

)
. Considering the constraint pn ≥ 0 and pn

xn
≤

UPEAK
n further, the optimal power configuration should be pn = B

[
1

λ+µnhn
− 1

gn

]UPEAK
n

0
.

In summary, the optimal solution of the problem in (6.17) with additional constraints in

(6.39) can be obtained as follows.

Algorithm 6.3 Searching procedure for the optimal solution of the problem in (6.17) with
additional constraints in (6.39).

1: Define Vn = B ln

(
1 +

[
1

λ+µnhn
− 1

gn

]UPEAK
n

0
gn

)
− λB

[
1

λ+µnhn
− 1

gn

]UPEAK
n

0
−

µnB
[

1
λ+µnhn

− 1
gn

]UPEAK
n

0
hn.

2: if maxn Vn ≤ 0 then

3: The maximal utility is 0, with pn = 0 and xn = 0, ∀n ∈ N .

4: else

5: Find i∗ = argmax
n

Vn.

Output the optimal index i∗, with optimal bandwidth and power allocation strategy

xi∗ = B and pi∗ = B
[

1
λ+µi∗hi∗

− 1
gi∗

]UPEAK
i∗

0
, respectively, and the maximal utility

Vi∗ .

It can be seen that the complexity of the algorithm is O(N).

6.4.2 Scenario with Short-term Transmission-power and Long-term Interference-

power Constraints

In this scenario, a sub-problem as in (6.25) with additional constraints (6.39) is going to be

solved. For the sub-problem, still define A △
= {j|pj > 0, xj > 0} and A = C ∪ D, where

C △
=
{
j|0 <

pj
xj

< UPEAK
j , xj > 0

}
and D △

=
{
j| pjxj

= UPEAK
j , xj > 0

}
. The following

lemmas can be expected.

Lemma 6.16. If C ̸= ∅,

• when the constraint
N∑

n=1
pn ≤ PST in (6.25a) is inactive, |C| = 1.

• when the constraint
N∑

n=1
pn ≤ PST in (6.25a) is active, |C| ≤ 2.
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Lemma 6.17. If D ̸= ∅, then |D| ≤ 1.

Lemma 6.18. When the constraint
N∑

n=1
pn ≤ PST in (6.25a) is inactive, |A| ≤ 1.

The proofs of the three lemmas are similar to those of Lemmas 6.2, 6.14, and 6.15,

respectively, and thus, are omitted.

According to Lemma 6.18, when the constraint
N∑

n=1
pn ≤ PST is inactive, at most one

channel is selected. Suppose the only selected channel, if exists, is channel n. Similar

to Chapter 6.4.1, the optimal bandwidth and power configuration is xn = B and pn =[
B
gn

(
gn

µnhn
− 1
)]UPEAK

n

0
.

In summary, when
N∑

n=1
pn ≤ PST is inactive (e.g., a sufficient condition for this is

maxn(BU
peak
n ) < PST ), the optimal solution of the sub-problem in (6.25) with additional

constraints in (6.39) can be obtained as follows.

Algorithm 6.4 Searching procedure for the optimal solution of the sub-problem in (6.25)
with additional constraints in (6.39) (when

∑N
n=1 pn ≤ PST is inactive).

1: Define Zn = B ln

(
1 +

[(
gn

µnhn
− 1
)]UPEAK

n

0

)
− µn

[
B
gn

(
gn

µnhn
− 1
)]UPEAK

n

0
hn.

2: if maxn Zn ≤ 0 then

3: The maximal utility is 0, with pn = 0 and xn = 0, ∀n ∈ N .

4: else

5: Find i∗ = argmax
n

Zn.

Output the optimal index i∗, with optimal bandwidth and power allocation strategy

xi∗ = B and pi∗ =
[

B
gi∗

(
gi∗

µi∗hi∗
− 1
)]UPEAK

i∗

0
, respectively, and the maximal utility

Zi∗ .

It can be seen that the complexity of the algorithm is O(N).

When
∑N

n=1 pn ≤ PST is active, fast algorithms with closed-form solutions cannot be

found, and therefore, traditional methods (such as sub-gradient method and interior-point

algorithm) may have to be resorted to.

Table 6.1 summarizes the number of selected channels and algorithm complexity for

the six scenarios discussed in Chapter 6.3 and Chapter 6.4, denoted as LT-LT, ST-LT, LT-

ST, ST-ST, LT-LT (PK) and ST-LT (PK), respectively. Here the LT/ST before the hyphen

means long-term/short-term transmission-power constraint, while LT/ST after the hyphen

means long-term/short-term interference-power constraint, and PK means that peak power
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TABLE 6.1
NUMBER OF SELECTED CHANNELS AND ALGORITHM COMPLEXITY

Scenario Number of selected channels Algorithm complexity
LT-LT 0 or 1 O(N)
ST-LT 0, 1, or 2 O(N2)
LT-ST 0, 1, ..., N − 1, or N O(N)
ST-ST 1, ..., N − 1, or N O(N)

LT-LT (PK) 0 or 1 O(N)

ST-LT (PK) (with
N∑

n=1

pn ≤ PST inactive) 0 or 1 O(N)

spectrum density constraints are imposed.

6.5 Implementation Issue - Online Calculation of Resource Al-

location

Take the scenario in Chapter 6.3.1 as an example. To update λ and µn’s as in (6.15) and

(6.16),
(
PLT − E

[∑N
n=1 pn(t)

])
and

(
ILTn − E [pn(t)hn]

)
should be calculated, in which

the two expectation terms require the resource allocation solution of the sub-problem in

(6.17) for any possible realization of channel gains gn’s and hn’s. Thus, the computational

complexity is high. In addition, PDF of the channel gains f(g, h) is required to be known in

advance. To address these problems, an online (fading block-by-fading block) calculation

method of resource allocation is adopted, similar to that in [98].

Step 1: Initialize λ(0) and µn(0) (n ∈ N ).

Step 2: At the beginning of the tth fading block, the secondary BS measures channel

gains gn(t)’s and hn(t)’s (n ∈ N ), solves sub-problem (6.17) for that particular channel

gain realization and gets solutions pn(t) and updates Lagrange multipliers

λ(t+ 1) =

(
λ(t)− a(t)

(
PLT −

N∑
n=1

pn(t)

))+

(6.41)

µn(t+ 1) =
(
µn(t)− a(t)

(
ILTn − pn(t)hn(t)

))+
,∀n ∈ N . (6.42)

It is proved in [98] that λ(t) and µn(t)’s will converge to the optimal λ and µn’s values

with probability 1, under the conditions 1) a(t) ≥ 0,
∑+∞

t=0 a(t) = +∞, and
∑+∞

t=0 a(t)
2 <

+∞, and 2) (PLT −
∑N

n=1 pn(t)) and (ILTn − pn(t)hn(t)) are bounded.
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Compared with (6.15) and (6.16), expectation terms do not exist in (6.41) and (6.42),

thus leading to much less complexity. In addition, the new updating method also works

when the channel statistics information f(g, h) is unknown, because 1) the impact of

f(g, h) is represented by the realizations of the channel gains gn’s and hn’s (n ∈ N )

in continuous fading blocks, and 2) the realizations of channel gains can be measured at the

beginning of the fading blocks.

Note that the updating method in (6.41) and (6.42) is called stochastic sub-gradient

method, broadly used for solving stochastic optimization problems. More details for this

method can be found in references [98], [99] and [100].

6.6 Numerical Results

In this section, numerical results are given to show the performance of the algorithms for

the four scenarios, LT-LT, ST-LT, LT-ST and ST-ST, discussed in Chapter 6.3. Peak power

spectrum density constraints are not considered. The channel gains gn’s, hn’s (n ∈ N )

are independent and exponentially distributed (i.e., Rayleigh fading channels) with mean

being 1. The channel gain distributions are supposed to be unknown by any node. So

the stochastic sub-gradient method introduced in Chapter 6.5 is used to update Lagrange

multipliers λ and µn’s iteratively over fading blocks. All the initial values of Lagrange

multipliers are set as 1. The step size a(t) in (6.41) and (6.42) is selected as a(t) = 1
t+200 .

Throughout this section B is set as 1.

6.6.1 Convergence of Lagrange Multipliers

In this subsection, the convergence of Lagrange multipliers λ and µi’s is illustrated (note

that for the original optimization problem, short-term constraints do not have Lagrange

multipliers). In this numerical example, the long-term and short-term constraint of trans-

mission power, PLT and PST , are set to have a value equal to the number of channels, N .

For example, when there are 4 channels, both PLT and PST are set as 4. The long-term

and short-term constraint of interference power, ILTi and ISTi , are set as 1.

Fig. 6.1, Fig. 6.2 and Fig. 6.3 show the updating iterations of the Lagrange multipliers

as in (6.41) and (6.42) in different scenarios with 4 channels, 8 channels and 16 channels,

respectively. Note that in Fig. 6.2 and Fig. 6.3, legends are not illustrated due to the
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Fig. 6.1. Convergence of Lagrange multipliers for the average rate maximization problem with 4 relays.

large number of Lagrange multipliers. It can be seen from the figures that all the Lagrange

multipliers converge within a few thousand fading blocks. In particular, all the Lagrange

multipliers in Fig. 6.1, Fig. 6.2 and Fig. 6.3 converge to nonzero values, which means that

the associated long-term constraints are all active. It can be also seen from the three figures

that the number of channels has negligible impact on the convergence speed.

6.6.2 Average Rates

Consider 4 channels. When the interference-power constraint (either long-term or short-

term) is fixed as 0.25, Fig. 6.4 shows the average rate, where the horizontal axis means

the (long-term of short-term) transmission-power constraint. It can be seen that, with the

same amount of power constraints, the LT-LT scenario always has the largest average rate,

while the ST-ST scenario has the smallest average rate. This is because a long-term power

constraint allows more flexibility than a short-term power constraint does, and therefore,

leads to more efficient resource allocation.
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Fig. 6.2. Convergence of Lagrange multipliers for the average rate maximization problem with 8 relays.
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Fig. 6.3. Convergence of Lagrange multipliers for the average rate maximization problem with 16 relays.
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Fig. 6.4. Average rate vs. transmission-power constraint (interference-power constraint is 0.25).

6.7 Conclusion

In this chapter, the average rate maximization problem given constraints on transmission

power and interference power in a cognitive radio network in underlay mode has been

studied. With a consideration of either long-term or short-term constraint imposed on the

transmission power and interference power, the average rate maximization under four sce-

narios of constraints on transmission power and interference power is investigated. In each

scenario, the average rate maximization problem is decomposed to sub-problems, each cor-

responding to a realization of channel gains. For each sub-problem, special properties are

found and a fast algorithm with closed-form resource allocation solution is given. This re-

search should provide helpful insight to the design of cognitive radio networks in underlay

mode over slow fading channels.
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Chapter 7

Conclusions and Future Work

In this chapter the contributions of this thesis are summarized and some future research

topics are indicated.

7.1 Conclusions

In this thesis, the problems of spectrum sensing and resource allocation in cognitive radio

are investigated, to maximize the resource efficiency while protecting the activities of pri-

mary users. A number of optimization problems are formulated and then solved optimally,

or sub-optimally but with comparable performance to optimal solutions.

In Chapter 3, the optimal multichannel cooperative spectrum sensing strategies in cog-

nitive radio networks are studied to maximize the average throughput of all the secondary

users. The strategies tell how to determine the total sensing time and how to distribute the

total sensing time to different channels in cooperative data fusion spectrum sensing. By

proving some interesting properties of the research problems, the original research prob-

lems, which are non-convex, are transformed to bi-level convex optimization problems.

Polynomial-complexity algorithms are proposed to solve them optimally.

In Chapter 4, research efforts to achieve the maximal spectrum efficiency through selec-

tion of sensing orders are presented. Two cases are investigated: the case without adaptive

modulation and the case with adaptive modulation. For the case without adaptive modula-

tion, low-complexity algorithms are proposed and numerically verified to have comparable

performance to an optimal solution. For the case with adaptive modulation, our observa-

tions imply that the sensing order setting and stopping rule should be jointly designed from
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a systematic point of view.

In Chapter 5, the joint problem of optimal multichannel cooperative sensing and re-

source allocation (of spectrum and power) in cognitive radio networks is explored. The

research focus is on how to set spectrum sensing time, how to determine the spectrum sens-

ing threshold, how to allocate spectrum resources, and how to set transmission power. A

weighted throughput maximization problem, a proportional fairness problem, and a max-

min fairness problem are formulated. Although the problems are nonconvex, a combination

of bilevel optimization and monotonic programming is proposed to solve the problems op-

timally.

In Chapter 6, the average rate maximization problem in a cognitive radio network in

underlay mode is studied. With a consideration of either long-term or short-term constraint

imposed on the transmission power of secondary users and interference power to primary

users, the average rate maximization under four scenarios of constraint combinations is

investigated. In each scenario, the average rate maximization problem is decomposed to

sub-problems, each corresponding to a realization of channel gains. For each sub-problem,

special properties are found and a fast algorithm, with closed-form resource allocation so-

lution, is given.

7.2 Future Work

In the optimal multichannel cooperative spectrum sensing discussed in Chapter 3, it is as-

sumed that a secondary user can send its test statistic to the coordinator. An interesting

research topic is to investigate the case when a secondary user sends a quantized version of

its test statistic to the coordinator or sends its detection decision on the presence or absence

of primary activities (i.e., 1-bit information is sent to the coordinator). It is also interesting

to study the problem from a game theoretical point of view, in which each secondary user

is assumed to be selfish but rational. Moreover, in the problem formulation, the constraint

P f
n ≤ 0.5 may lead to some performance loss. For instance, for a specific channel (say

channel n), consider the situation that the channel gains from the primary user to secondary

users and from the secondary transmitter that is assigned channel n to its receiver are sig-

nificantly lower than the channel gains in other channels. Then channel n will dominate the

sensing time, but the secondary throughout in this channel is very low. A possible solution
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is to sense only a subset of the N channels. However, the selection of the subset depends

on the channel SNR values and the channel available probabilities. How to find an optimal

subset of channels is an interesting research topic for further investigation.

In the sensing order problem discussed in Chapter 4, for each channel, the idle/busy

state of the channel in a slot is independent of the idle/busy states in other slots. On the

other hand, when the channel idle/busy states are correlated (e.g., modeled by a two-state

Markov chain), the sensing of a channel in a slot has two gains [74], [75]: short-term gain

that is the transmission opportunity if the channel is sensed free, and long-term gain that

is the updated state information of the channel (the updated state information can benefit

the secondary user in later sensing selection). The proposed algorithm in this chapter can

maximize the short-term gain in a slot. However, an optimal solution needs to strike a

balance between the short-term gain and long-term gain. This means the user may still need

to sense other channels so as to obtain updated state information (to benefit later sensing

decisions). This is an interesting research topic deserving further significant investigation.

In the average rate maximization problem with underlay mode discussed in Chapter 6,

parameter B, the total bandwidth that the cognitive BS is assigned, is assumed to be no

larger than one. In real application, it is also possible that B is larger than 1. In this case,

a constraint xn ≤ 1, ∀n ∈ N should be added to the formulated optimization problems.

However, it is not clear whether special properties exist, and if exist, how to derive fast

resource allocation algorithms. Those questions deserve further investigation.

Throughout this thesis, the utilities to be maximized are always related to data rates,

such as average throughput in Chapter 3 and average rate in Chapter 6. Due to the limited

power resources in a wireless communication system, energy efficiency is also an important

utility to be maximized. In the future, optimal spectrum sensing and resource allocation

aiming at maximizing the energy efficiency in the cognitive radio system will be studied.
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Appendix A

Proof of Lemma 3.4

Proof. In algorithm 3.1, Step 2 and Step 3 are repeated by
(
kM −

N∑
n=1

zn

)
times, referred

to as
(
kM −

N∑
n=1

zn

)
rounds. After round i is completed, we denote the value of qn as

q
(i)
n , n ∈ N . Then algorithm 3.1 can be represented equivalently in an alternative way:

Algorithm A.1 Equivalence to algorithm 3.1.

1: If kM −
N∑

n=1
zn < 0, problem 3.3 is infeasible for the given k, return. Otherwise

initialize q
(0)
n = 0, n ∈ N and set round index i = 0.

2: while i < kM −
N∑

n=1
zn do

3: Set i← i+ 1

4: for n ∈ N do

5: If n = argmax
1≤n≤N

[
sn

(
q
(i−1)
n + 1

)
− sn

(
q
(i−1)
n

)]
, then q

(i)
n = q

(i−1)
n + 1; other-

wise, q(i)n = q
(i−1)
n .

6: Output

q
(kM−

N∑
n=1

zn)

n , n ∈ N

.

We denote the channel selected in round i as c(i):

c(i) = argmax
1≤n≤N

[
sn

(
q(i−1)
n + 1

)
− sn

(
q(i−1)
n

)]
.
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If we record the value of U({kn}, {εn})|P d
n(kn,εn)=Pth

as

U({kn}, {εn})|P d
n(kn,εn)=Pth

qn=kn−zn
=

N∑
n=1

(
Pr(H0

n)
(
1− P f

n (qn, Pth)
)
R0

n

+Pr(H1
n)(1− Pth)R

1
n

) (A-1)

after each round, totally we have
(
kM −

N∑
n=1

zn

)
values, denoted H(1),H(2), ...,

H

(
kM −

N∑
n=1

zn

)
, respectively. Here P f

n (qn, Pth) is given in (3.26).

Recall that algorithm 3.1 leads to an optimal solution of problem 3.2. So the optimal

objective value of problem 3.2 (with a specific k), i.e., U∗(k), is given by

U∗(k) = H

(
kM −

N∑
n=1

zn

)
. (A-2)

In (A-1), the second term in the summation on the right-hand side of the equality is a

fixed value. So we have

H(i)−H(i− 1)

= Pr
(
H0

c(i)

)(
1− P f

c(i)

(
q
(i)
c(i), Pth

))
R0

c(i)

−Pr
(
H0

c(i)

)(
1− P f

c(i)

(
q
(i−1)
c(i) , Pth

))
R0

c(i)

= sc(i)

(
q
(i)
c(i)

)
− sc(i)

(
q
(i)
c(i) − 1

)
. (A-3)

We first prove the property (1): U∗(k) is an increasing function.

Similar to (3.27) and (3.28), it can be proved that sn(qn) is an increasing and concave

function with respect to qn. So we have

sc(i)

(
q
(i)
c(i)

)
− sc(i)

(
q
(i)
c(i) − 1

)
> 0

and thus

H(i)−H(i− 1) > 0, i > 1.

This means H(i) is an increasing function. Further, based on (A-2), we have

U∗(k)− U∗(k − 1) = H

(
kM −

N∑
n=1

zn

)
−H

(
(k − 1)M −

N∑
n=1

zn

)
> 0.

128



This means that U∗(k) is an increasing function.

Now we proceed to prove property (2) of U∗(k). We first compare [H(i) −H(i − 1)]

with [H(i+ 1)−H(i)]. The difference is given by

[H(i)−H(i− 1)]− [H(i+ 1)−H(i)]

=
[
sc(i)

(
q
(i)
c(i)

)
− sc(i)

(
q
(i)
c(i) − 1

)]
−
[
sc(i+1)

(
q
(i+1)
c(i+1)

)
− sc(i+1)

(
q
(i+1)
c(i+1) − 1

)]
.

(A-4)

We have two scenarios as follows.

• If c(i) = c(i+ 1) = j: We have q
(i+1)
j = q

(i)
j + 1. From (A-4), we have

[H(i)−H(i− 1)]− [H(i+ 1)−H(i)]

=
[
sj

(
q
(i)
j

)
− sj

(
q
(i)
j − 1

)]
−
[
sj

(
q
(i)
j + 1

)
− sj

(
q
(i)
j

)]
(a)
> 0

where (a) follows from the fact that sn(qn) is a concave function with respect to qn.

• If c(i) ̸= c(i + 1): In round i, c(i) = argmax
1≤n≤N

[
sn

(
q
(i−1)
n + 1

)
− sn

(
q
(i−1)
n

)]
.

This means that

sc(i)

(
q
(i−1)
c(i) + 1

)
− sc(i)

(
q
(i−1)
c(i)

)
≥ sc(i+1)

(
q
(i−1)
c(i+1) + 1

)
− sc(i+1)

(
q
(i−1)
c(i+1)

)
.

(A-5)

Since q
(i)
c(i) = q

(i−1)
c(i) + 1, we have

sc(i)

(
q
(i−1)
c(i) + 1

)
− sc(i)

(
q
(i−1)
c(i)

)
= sc(i)

(
q
(i)
c(i)

)
− sc(i)

(
q
(i)
c(i) − 1

)
. (A-6)

Since q
(i+1)
c(i+1) = q

(i)
c(i+1) + 1 = q

(i−1)
c(i+1) + 1, we have

sc(i+1)

(
q
(i−1)
c(i+1) + 1

)
−sc(i+1)

(
q
(i−1)
c(i+1)

)
= sc(i+1)

(
q
(i+1)
c(i+1)

)
−sc(i+1)

(
q
(i+1)
c(i+1) − 1

)
.

(A-7)

From (A-4) - (A-7), it can be seen that

[H(i)−H(i− 1)]− [H(i+ 1)−H(i)] ≥ 0.
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Therefore, in either of the above scenarios, we always have

[H(i)−H(i− 1)]− [H(i+ 1)−H(i)] ≥ 0, i > 1

and it follows that

H(i)−H(i− 1) ≥ H(i+M)−H(i+M − 1), i > 1. (A-8)

Then, we have

U∗(k)− U∗(k − 1)

= H

(
kM −

N∑
n=1

zn

)
−H

(
(k − 1)M −

N∑
n=1

zn

)
=
∑kM−

N∑
n=1

zn

i=(k−1)M−
N∑

n=1
zn+1

(
H(i)−H(i− 1)

)
from (A−8)

≥
∑(k+1)M−

N∑
n=1

zn

i=kM−
N∑

n=1
zn+1

(
H(i)−H(i− 1)

)
= U∗(k + 1)− U∗(k).

(A-9)

This completes the proof.
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Appendix B

Primary-Free Probability Update

Procedure for Channel bl
(1 ≤ l ≤ k − 1) when User 1 is

Selecting ak

We have four possible situations as follows.

• If bl /∈ A: then θ∗bl = θbl ;

• If bl ∈ A, and g(bl,A) < l: Since user 1 should sense channel bl prior to user 2, and

user 1 has not stopped at channel bl, we have θ∗bl = 0;

• If bl ∈ A, and g(bl,A) = l (i.e., al = bl): Channel bl has the same sensing position

(i.e., the lth position) with both users.

- If either FAIL_THEN_QUIT or COLLIDE strategy is adopted as the contention

resolution strategy, apparently there should be primary activity in channel bl,

because otherwise user 1 should have stopped at its lth sensing. So θ∗bl = 0.

- If FAIL_THEN_CONTINUE is adopted as the contention resolution strategy, since

user 1 has not stopped at channel bl, either of the following two events should

happen: i) there are primary activities in channel bl; ii) there is no primary

activity in channel bl, user 1 and 2 both proceed to sense channel bl in their lth
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sensing, and user 2 wins. Define y as the scenario that event i) happens, and x as

the scenario that either event i) or event ii) happens. The updated primary-free

probability θ∗bl is given by θ∗bl = 1− Pr(y|x), which means Pr(y|x) = 1− θ∗bl .

We also have Pr(y) = 1− θbl , Pr(x|y) = 1, and

Pr(x) = 1− θbl + θbl

(
Πl−1

j=1(1− θ∗bj )
)
· 0.5

where the term Πl−1
j=1(1 − θ∗bj ) means the probability that user 2 does not stop

at its first l − 1 sensings, and the term 0.5 means user 2 has a probability 0.5

to win in the contention with user 1. Based on Bayesian formula Pr(y|x) =

Pr(y) Pr(x|y)
Pr(x) , we can get

θ∗bl = θbl
0.5Πl−1

j=1(1− θ∗bj )

1− θbl + 0.5θblΠ
l−1
j=1(1− θ∗bj )

. (B-1)

• If bl ∈ A, and g(bl,A) > l: User 2 should sense channel bl prior to user 1. Since user

1 has not stopped at channel bl, either of the following two events should happen: i)

there are primary activities in channel bl; ii) there is no primary activity in channel

bl, and user 2 proceeds to sense channel bl and transmits in channel bl. Similarly we

can get

θ∗bl = θbl
Πl−1

j=1(1− θ∗bj )

1− θbl + θblΠ
l−1
j=1(1− θ∗bj )

. (B-2)
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Appendix C

Convexity Proof of Problem 6.1

To prove convexity of problem 6.1, we need to prove that the objective function is concave

with respect to {pn} and {xn}. Since the objection function in problem 6.1 is separable

with link index n, it is equivalent to prove that function x ln
(
1 + ph

x

)
is concave with

respect to p and x. We investigate the Hessian matrix of function x ln
(
1 + ph

x

)
, H, which

can be obtained as

H =
h2

x3(1 + hp
x )

2

 −p2 px

px −x2


with eigenvalues values − h2(x2+p2)

x3(1+hp
x
)
2 and 0. With all the eigenvalues not larger than 0,

it can be seen that matrix H is a semi-negative definite matrix. Therefore, the function

x ln
(
1 + ph

x

)
is concave. This completes the proof.
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Appendix D

Proof of Lemma 6.2

A similar proof method to that in Lemma 6.1 is used.

We use proof by contradiction. When the constraint in (6.25a) is inactive, suppose

|A| > 1, and i†, i‡ ∈ A. Similar to (6.22), we have

Γ∗

λ∗

g
i†
+

µ
i†hi†
g
i†

=
Γ∗

λ∗

g
i‡
+

µ
i‡hi‡
g
i‡

(D-1)

and Γ∗ > 0.

When the constraint in (6.25a) is inactive, λ∗ = 0 according to (6.26c). Note that

µi† and µi‡ are fixed for the problem in (6.26). In this case, equation (D-1) holds with

probability zero since hi† and hi‡ are independent random variables.

When the constraint in (6.25a) is active, λ∗ ≥ 0. Suppose |A| > 2, and i†, i‡, i′ ∈ A.

We have
Γ∗

λ∗

g
i†
+

µ
i†hi†
g
i†

=
Γ∗

λ∗

g
i‡
+

µ
i‡hi‡
g
i‡

=
Γ∗

λ∗

gi′
+

µi′hi′
gi′

. (D-2)

Note that µi† , µi‡ , and µi′ are fixed for the problem in (6.26). It can be seen that equation

(D-2) holds with probability zero since gi† , gi‡ , gi′ , hi† , hi‡ , and hi′ are independent random

variables.

This completes the proof.
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Appendix E

Proof of Lemma 6.3

According to (6.26d), for ∀n ∈ A, we have δ∗n = 0. Since SNRn = pngn
xn

, equation (6.26a)

can be written as

ln (1 + SNRn)−
SNRn

1 + SNRn
= Γ∗. (E-1)

The left-hand side of (E-1) is in the form of S(x) (defined in Chapter 6.3.1), which is a

monotonic increasing function. If i, j ∈ A, then both i and j satisfy (E-1), which means

SNRi = SNRj .
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Appendix F

Proof of Lemma 6.6

For ∀i ∈ A1 and ∀j ∈ A2, it can be seen that ∆∗
i = 0 and ∆∗

j = 0 according to equation

(6.30d) and µ∗
j = 0 according to (6.30c). Therefore, for i and j, equation (6.30b) can be

rewritten as
gi

1 + SNRi
= λ+ µ∗

ihi (F-1)

and
gj

1 + SNRj
= λ (F-2)

respectively. Together with the conclusion of Lemma 6.5 and the fact that µ∗
i ≥ 0, it is

apparent that gi ≥ gj from equations (F-1) and (F-2).
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Appendix G

Proof of Lemma 6.7

We use proof by contradiction. For ease of presentation, assume in the optimal solution

of the problem in (6.31) we have 1 ∈ B and 2 ∈ A and g1 > g2. Then p1 = 0, and

p2 ∈ (0,
IST
2
h2

]. In the optimal solution, the total utility achieved on channels 1 and 2 is

ln (1 + p2g2)− λp2. (G-1)

It can be seen that there exist p†1 and p†2 such that 0 < p†1 ≤
IST
1
h1

, 0 ≤ p†2 < p2, and

p†1 + p†2 = p2. If the transmission power on channels 1 and 2 is p†1 and p†2, respectively, the

total achieved utility on channels 1 and 2 is

ln
(
1 + p†1g1 + p†2g2

)
− λp2 (G-2)

which is definitely larger than the utility in (G-1) since g1 > g2.

This completes the proof.
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Appendix H

Proof of Lemma 6.8

Before the proof, we have two properties for φ∗
j : If φ∗

j = 0, then φ∗
j+1 = 0; If 0 < φ∗

j <
IST
sj

hsj
, then φ∗

j+1 = 0. This is because, according to the three observations of (6.33), we have

φ∗
j = 0

⇔ Bgsj
λ ≤ B +

j−1∑
n=1

IST
sn

gsn
hsn

⇒ Bgsj
λ ≤ B +

j∑
n=1

IST
sn

gsn
hsn

⇒ Bgsj+1

λ ≤ B +
j∑

n=1

IST
sn

gsn
hsn

⇔ φ∗
j+1 = 0.

(H-1)

0 < φ∗
j <

IST
sj

hsj

⇒ Bgsj
λ < B +

j∑
n=1

IST
sn

gsn
hsn

⇒ Bgsj+1

λ < B +
j∑

n=1

IST
sn

gsn
hsn

⇒ φ∗
j+1 = 0.

(H-2)

Then it can be concluded that, for Case j < j†, we have φ∗ =
IST
sj

hsj
. Based on the third

observations for (6.33), it can be seen that, for Case j < j†, the maximal utility in Case j

is less than the maximal utility in Case j + 1. Therefore, the maximal utility in Case j† is

larger than the maximal utility in any prior case.

Next we prove that the maximal utility in Case j† is larger than the maximal utility in

Case j† + 1. Here we assume φ∗
j†
∈ (0,

IST
s
j†

hs
j†
), as a similar proof can apply when φ∗

j†
= 0.
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From the observations for (6.33) and the fact that φ∗
j†
∈ (0,

IST
s
j†

hs
j†
), it can be seen that

φ∗
j†

is the solution of (6.33) in Case j†. It also means the maximal utility in Case j† is larger

than the utility when psn =
IST
sn
hsn

for n = 1, ..., j† − 1, ps
j†

=
IST
s
j†

hs
j†

, and ps
j†+1

= ps
j†+2

=

... = psN = 0. The latter utility is exactly the utility of the optimal solution in Case j† + 1

(which is because, φ∗
j†+1

= 0 from the first property of φ∗
j ).

Now we prove that the maximal utility in Case j† + 1 is larger than the maximal utility

in Case j† + 2. Note that the optimal solution in Case j† + 1 is φ∗
j†+1

= 0. This means

the solution for (6.33) in Case j† + 1 is a negative value. In the optimal solution in Case

j†+1 (i.e., ps
j†+1

= φ∗
j†+1

= 0), if the value of ps
j†+1

increases from φ∗
j†+1

= 0 to
IST
s
j†+1

hs
j†+1

,

the utility function decreases. On the other hand, in the optimal solution in Case j† + 1,

when the value of ps
j†+1

is changed to
IST
s
j†+1

hs
j†+1

, it leads to the optimal solution in Case j†+2

(according to the second property of φ∗
j ). Therefore, the maximal utility in Case j† + 1 is

larger than the maximal utility in Case j† + 2.

By induction, it can be proved that when j > j†, the maximal utility in Case j is larger

than the maximal utility in Case j+1. It follows that the maximal utility in Case j† is larger

than the maximal utility in any subsequent case.
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Appendix I

Proof of Lemma 6.9

We first prove |A2| = 0 when the constraint in (6.34b) is inactive. We use proof by con-

tradiction. Assume |A2| ≥ 1, i.e., there exists a channel, denoted channel n, such that

pn < IST
n
hn

. It can be seen that the utility function of the sub-problem in (6.34) can be fur-

ther improved if we increase pn by the smaller value between
(
PST −

∑N
n=1 pn

)
(> 0)

and
(
IST
n
hn
− pn

)
(> 0), since the utility function of the sub-problem in (6.34) is an increas-

ing function with respect to pn. Therefore, when constraint in (6.34b) is inactive, A2 = ∅.

Next we prove λ∗ > 0 when the constraint in (6.34b) is active. Here we first show

that there exists a channel, denoted channel n, such that 0 < pn < IST
n
hn

. We use proof

by contradiction. Assume for any channel, say channel j, we have either pj = 0 or pj =
IST
j

hj
. Denote the number of channels with zero power assignment as K. Without loss of

generality, assume channels 1, ..., K are with zero power assignment. Therefore, we have

pjhj = IST , j = K + 1,K + 2, ..., N
N∑

j=K+1

pj = PST .
(I-1)

The probability for (I-1) to hold is zero, since hj’s are independent random variables. There-

fore, there exists a channel, denoted channel n, such that 0 < pn < QST
n hn

gn
. Together with

(6.35d) and (6.35e), we have µ∗
n = 0 and ∆∗

n = 0.

Assume λ∗ = 0. Since µ∗
n = 0 and ∆∗

n = 0, we have xn = 0 according to (6.35b).

This contradicts the fact that channel n is with positive power and bandwidth assignment.

Therefore, we have λ∗ > 0.

Then, we prove |A2| ≤ 1 when the constraint in (6.34b) is active. The proof is similar
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to that of Lemma 6.4, and is omitted here.
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