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Abstract

Delta-sigma analog-to-digital converters (ADCs) are widely used in audio

applications, but their use in video applications is emerging. By introduc-

ing novel decimator and modulator design flows, this thesis advances the

state-of-the-art in delta-sigma data conversion and image sensing. As the

approach concerns arrays of many ADCs, it is essential to minimize the

layout area and power consumption of each ADC. For maximum scalabil-

ity, each column or pixel must include a decimator. Conventional decima-

tion, e.g., based on comb filters, is unsuitable for this purpose. Instead,

finite-impulse response decimation may be realized efficiently in bit-serial

fashion by generating optimal coefficients at the chip-level. As for the mod-

ulator, architectural choices and modeling approaches are taken to reduce

both area and power while realizing specifications and tolerating mismatch.

Very small capacitors suffice to achieve reasonable specifications. These

design flows are used with 0.18μm CMOS technology to fabricate specific

designs. In a first chip with several data converters, column and pixel-

level ADCs achieve figures of merit (150 and 137dB) comparable to state-

of-the-art delta-sigma ADCs, but with smaller modulator areas (1,850 and

627μm2). In a second chip with two image sensors, logarithmic pixels are

combined with column and pixel-level ADCs to make digital video cam-

eras. Both image sensors achieve peak signal-to-noise-and-distortion ratios

(35 and 46dB) comparable to the human eye and better than state-of-the-art

logarithmic cameras. Although the present results are immediately useful,

the approach is also suitable for low-voltage nanoscale CMOS processes,

which would further reduce the layout area and power consumption.
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Chapter 1

Introduction

Oversampling analog-to-digital converters (ADCs) have become very popu-
lar in recent years for low-bandwidth applications because they can achieve
high resolution without the need for precise analog components [1–6]. The
delta-sigma ADC is the dominant form of oversampling ADCs. Invented
in the 1950s, it was not widely used until the 1980s, when complementary
metal-oxide-semiconductor (CMOS) technology became advanced enough
to integrate the required digital signal processing circuits. Delta-sigma
ADCs rely mainly on digital signal processing rather than precise analog
circuits. On the other hand, Nyquist-rate ADCs are vulnerable to analog
component imperfection. Therefore, delta-sigma ADCs are well suited for
very large scale integration (VLSI) technology.

Delta-sigma ADCs are preferred for high resolution applications. Also,
since the sampling frequency of delta-sigma ADCs is higher than the Nyquist
rate by a factor of the oversampling ratio, this ADC is mostly used for low-
speed applications. A well-known application that takes full advantage of
the inherent qualities of delta-sigma ADCs is digital audio, which involves
14–20 bits of resolution [3].

As VLSI technology continues to advance, higher speed with smaller
area is possible with CMOS technology, and new applications of delta-sigma
ADCs for array sensors are emerging [7–14]. A variety of applications, such
as visible-band imagers, X-ray sensors, biosensor arrays, and infrared cam-
eras, demand high performance readout circuits. In fact, each application
requires a certain specification. For example, in consumer cameras, the fo-
cus is more on bit resolution, pixel resolution, power consumption, and to
a lesser extent on dynamic range (DR). X-ray imagers require high bit res-
olution and larger DR, but allow a larger pixel size. Thus, imagers need to
be customized for their end application.

Smart focal plane processing has increasingly become a suitable solu-
tion to efficiently extract the information from an array. Column and pixel-
parallel data conversion, in which the conversion is performed in each col-
umn or each pixel, are important elements of focal plane processing. As will
be discussed, delta-sigma ADCs can fully realize the advantages of column
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and pixel-level data conversion.
This thesis proposes a design methodology for delta-sigma ADC arrays.

Column-level and pixel-level data conversion using delta-sigma ADCs will
be evaluated stand-alone and using a visible-band logarithmic sensor. Al-
though the focus of this work is on visible-band imagers, a similar method
could be used for other applications.

1.1 Motivation for the Research

Different applications, e.g., photography, machine vision, automotive, and
surveillance, call for image sensors with high DR and high signal-to-noise-
and-distortion ratio (SNDR) [15–17]. Effective bit resolution in an image
is determined by SNDR, which is limited by the signal-to-noise ratio (SNR)
and fixed pattern noise (FPN). Hence, in the applied part of this thesis,
the main focus is to enhance the SNDR of an image sensor. Unlike noise,
distortion is the residual error in the signal that does not change with time.
DR is defined as the ratio of the largest non-saturating signal to the smallest
detectable signal. Also, a high frame rate and a large array size are required
in some applications. Despite more than two decades of research, it is still
not easy to achieve these requirements with CMOS image sensors at a low
power consumption.

Natural scenes have a DR of more than 160dB ranging from 10−3 cd/m2

at night to 103 cd/m2 in indoor scenes and up to 105 cd/m2 in direct sunlight
[18]. The human eye can capture over 100dB of this range with roughly
40dB SNDR in most of the range. The performance of the human eye
is approximated by Weber’s law, which says that an object can be distin-
guished from its surroundings if the contrast between them is about 1–10%.
This means that the SNDR should be 40dB to achieve 1% contrast sensitiv-
ity [19].

A high frame rate and array size is also demanded in various fields such
as scientific measurements and motion analysis. The conventional chip-
level data conversion approach puts constraints on readout speed, which
limits the frame rate and array size. For example, ultra-high-definition
video requires 33 megapixels at 240 fps, which implies a sampling rate of
8GHz with chip-level data conversion [17].

CMOS image sensors can be categorized into three groups, namely lin-
ear sensors, logarithmic sensors, and other sensors. While standard linear
CMOS sensors have almost 55dB peak SNR, their DR is in the range 40–
65dB [15]. On the other hand, logarithmic sensors achieve a high DR of
more than 100dB, but various works show that these sensors have rela-
tively a low peak SNR (PSNR) of 32dB, which is less than the requirements
of a camera with a performance comparable to the human eye [16,20].

A variety of methods have been developed aiming for high performance
image sensors [21–25]. A main motivation of this thesis is to present a new
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architecture as a solution to improve the performance of CMOS image sen-
sors. In this architecture, column or pixel-parallel delta-sigma data conver-
sion is utilized to enhance the performance of logarithmic sensors.

1.1.1 Delta-Sigma Column and Pixel Sensors

Delta-sigma ADCs provide several advantages for parallel data conversion,
which are not obtained using Nyquist-rate ADCs. These advantages, in-
cluding higher SNR, flexibility of trading frame rate with bit resolution,
and higher linearity, are discussed in this section.

In order to increase the SNR, the photodetector’s output needs to be
filtered before the sampling and readout. Based on the Nyquist theorem,
in pixel-level data conversion, the bandwidth of the low-pass filter (LPF)
should be half the frame rate in order to minimize the noise contribution to
the signal. In column-level ADC, the filter bandwidth must be multiplied
by the number of pixels in each column. Therefore, less noise is filtered and
lower SNR is expected compared to the pixel-level data conversion method.
With the chip-level architecture, filtering the temporal noise is not possible
because the sampling is done at a very high rate and the analog output
of each pixel needs to settle before sampling. The wire capacitance of the
readout circuit both in column-level and chip-level acts as a low-pass filter,
which would limit the readout speed.

Implementing a low-pass filter in each pixel is not practical because
large capacitors are needed to provide a bandwidth equal to half the frame
rate. Also, implementing a low-pass filter at the column level limits the
readout speed. Using a delta-sigma ADC, this issue could be resolved. Un-
like the Nyquist-rate ADCs, a delta-sigma ADC can low-pass filter the noise
without employing a sharp analog filter before the ADC [3,4,26]. Using the
delta-sigma ADC, the required bandwidth of the low-pass filter is increased
by the oversampling ratio. This theory suggests that a delta-sigma ADC can
fully realize the advantages of pixel-level or column-level data conversion.

Flexibility of trading frame rate with bit resolution is another advantage
of delta-sigma ADCs. By decreasing the oversampling ratio in the ADC,
the output SNR is decreased and the Nyquist rate is increased for a fixed
oversampling rate. Therefore, a higher frame rate can be achieved at the
cost of a lower SNR. This could be very useful in some applications.

Nonlinearity and temporal noise in the analog readout circuits are ma-
jor constraints for achieving high SNDR in low-voltage CMOS image sen-
sors [2]. As CMOS technology scales down to achieve higher speed and
lower power consumption for digital circuits, analog circuits are becoming
more nonlinear. Simultaneously, reductions in supply voltage are forcing a
lower voltage range at the input of the ADC with respect to the temporal
noise. These trends conspire, it seems, to lower the maximum-achievable
SNDR. For example, as the power supply voltage reduces from 5V to 1.8V,
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corresponding to changing the process from 0.5μm to 0.18μm, linear image
sensors lose 8.8dB of DR. But a properly designed ADC could improve both
the SNDR and nonlinearity of the image sensor. In contrast to Nyquist-rate
ADCs, delta-sigma ADCs use fewer analog components and rely more on
digital circuits. Delta-sigma ADCs can achieve a high resolution in a low
voltage range. This logic makes them an ideal choice for image sensors in
low-voltage CMOS technology.

Delta-sigma ADCs are preferred for data conversion in column or pixel
sensors. The main issue is the area usage and power consumption, which
should both be minimized. This is more critical in pixel-level data conver-
sion, where a limited area is available.

1.2 Data Conversion in Image Sensors

Data conversion in image sensors plays a critical role in determining the
performance of the sensor in term of SNDR, DR, frame rate, etc. The design
can be discussed in two aspects: level of data conversion and method of
data conversion, which are discussed in the next sections.

1.2.1 Levels of Data Conversion

In modern CMOS image sensors, data conversion may be performed either
at chip-level, column-level, or pixel-level. Each method has its own advan-
tages and drawbacks. Data conversion may also be done off chip but this
is uncommon today except for charge coupled device (CCD) image sensors,
where it is the only possibility.

Chip-level data conversion uses one ADC for all of the pixels. Using
the row and the column decoder, pixel outputs are multiplexed to the ADC
input. In this case, the ADC must be very fast to support all of the pixels
at a desired frame rate. Since the analog signal must propagate a greater
distance and through multiple stages before digitization, the noise level is
higher than in the other two approaches. The analog signal needs to settle
before being sampled; therefore, the readout speed is limited. This method
facilitates a high spatial resolution (small pixels). It is is used in most of the
commercial CMOS cameras [15].

Fig. 1.1(a) shows a block diagram of an image sensor with column-level
data conversion. With this method, an ADC array is used, where each ADC
is dedicated to one or more columns of the pixel array [14, 27–31]. An im-
portant advantage of column-level conversion is that digital readout at very
high speed is possible. The output rate of an array is proportional to the
frame rate and the array size. Therefore, this method is suitable for appli-
cations with a high frame rate and large array size. Also, the pixel size is not
affected, so the image sensor can achieve a high spatial resolution, the same
as an image sensor with chip-level data conversion. Medium speed ADCs
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Figure 1.1: Block diagram of an image sensor using (a) column-level data
conversion and (b) pixel-level data conversion.

are required. The readout path is shorter than the chip-level structure but
longer than the pixel-level architecture. Therefore, the SNR is expected
to be medium. Similar to pixel-level ADC, column-level data conversion
can use the benefits of delta-sigma ADCs. Temporal noise is filtered with-
out using a low-pass filter. This method presents a compromise between
the chip and pixel-level methods. Column-level data conversion has be-
come increasingly popular since it can achieve some advantages of both
approaches [17,32].

In pixel-level data conversion, an ADC is dedicated for each pixel (or
for each group of neighboring pixels) and the ADCs are operated in parallel
[15, 33–37]. Fig. 1.1(b) shows the structure of an image sensor with pixel-
level data conversion. Since the output of each pixel is digital, the sensor is
called a digital pixel sensor (DPS).

An important advantage of using DPS is high SNR. Less noise is added
to the signal before sampling, which means a higher SNR may be achieved.
Moreover, all pixels output digital signals, which are robust to multiplex-
ing. The readout speed is not as limited by bus capacitance and digital
readout is possible at very high bit rates [7]. Therefore, high frame rates
and large array sizes are achievable. Also, the same pixel layout may be
used for a wide range of image sensor sizes. Hence, the array is readily
scalable.

Another possible advantage of this method is low power consumption.
Since the sampling is done at a low frequency, low-speed ADCs, which
could work in the subthreshold region, may be used and a low power con-

5



Section 1.2: Data Conversion in Image Sensors

sumption is possible. It is believed that the overall power consumption
would be less than in the other approaches [33]. In digital pixel sensors,
image processing algorithms such as edge detection, object location, and
image compression can be done in parallel at very high frame rates [38].
Pixel-level data conversion may also be used to increase the DR of the sen-
sor [39].

The main drawback of pixel-level data conversion is a relatively large
pixel size, whichmakes it difficult to achieve high spatial resolution. Presently,
high spatial resolutions are not easy to achieve. But as CMOS technology
keeps scaling down, following Moore’s law, more transistors may be inte-
grated in a fixed pixel area and parallel processing at the pixel-level be-
comes more feasible. New developments, such as vertical integration, are
expected to help in the same way [33].

These three approaches to data conversion have different influences on
the FPN of the image sensor. The FPN is defined as the distortion of the im-
age due to variation in device parameters across the sensor. In the chip-level
approach, there is no ADCmismatch as only one ADC exists. However, ana-
log mismatch in the analog read-out circuit may be significant and difficult
to correct. Conversely, with the pixel-level approach, the read-out circuit
is digital; therefore, it contributes no FPN. However, as there are multiple
ADCs, ADC mismatch will contribute to FPN. The column-level approach
is somewhere in between. Column-specific FPN shows as vertical line arti-
facts in the image. FPN can significantly reduce the image quality. Several
techniques have been proposed to reduce the effect of FPN, including digi-
tal correlated double sampling (CDS) [17]. Using a robust linear ADC, such
as the delta-sigma ADC, gives a linear FPN, which is not difficult to correct.
One must correct for offset and gain variation of pixel responses across the
image sensor.

Recently, column and pixel-level conversion have gained more attention
among researchers [15, 17, 33]. Depending on the requirements of an ap-
plication, each architecture might be preferred. Column-level ADC is pre-
ferred for the applications with high spatial resolution and pixel-level ADC
is preferred for applications with high bit resolution.

1.2.2 Methods of Data Conversion

Various structures have been proposed to convert the photodetector current
to a signal, which is then sampled by the ADC. The goal is to achieve a high
DR and high SNDR with an acceptable frame rate, power consumption, and
pixel size. Signal preconditioning may be categorized as linear or logarith-
mic or a variation of one or both methods. Signal digitization leads to other
choices, which are discussed later in this section.

Fig. 1.2(a) shows a schematic of the pixel in linear sensors. This type
of linear pixel is called an active pixel sensor (APS). In a linear APS, the
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Figure 1.2: (a) Schematic of a linear active pixel sensor (APS). (b) Schematic
of a logarithmic APS.

photodetector current is integrated on the capacitance of node A during
the sampling interval, and it will be read out at the end of each integra-
tion period [15]. Transistor T2 works as a source follower to amplify the
signal before readout. Before the next sampling interval begins, node A is
reset to the voltage supply. In this method, because of the nature of inte-
gration, the signal is low-pass filtered and a peak SNR greater than 55dB
may be achieved [15]. The DR of the linear APS is low because it depends
on the integration time, voltage supply, and the noise level. The integration
time is limited by the frame rate. The voltage supply and noise floor are
restricted by the technology. As the voltage supply of nanometer circuits
shrinks down, this issue becomes worse. Some linear sensors have a higher
DR but need a long integration time, which limits the frame rate [40].

Logarithmic sensors employ a transistor in the subthreshold region to
convert the logarithm of photodetector current to a voltage [16,18]. Fig. 1.2(b)
shows the schematic of a logarithmic APS. This is done using a transistor
in the subthreshold region, where the I-V curve of the transistor is logarith-
mic. This method achieves a very high DR, much greater than 100dB, since
the input signal is compressed. But high SNR is not achieved partly because
integration does not happen. In [20], the peak SNR for the logarithmic part
of the sensor is reported to be 32dB. The output response is continuous and
a high frame rate is easily possible, which is mainly limited by the readout
speed. It has been shown that the 3dB bandwidth of a logarithmic pixel in
indoor conditions is 97.5kHz [19].

Another drawback of logarithmic sensors is high FPN, which is caused
by variations of device parameters from pixel to pixel. FPN is less prob-
lematic in linear sensors. Some methods of FPN correction for logarithmic
sensors have been proposed [18, 41–43]. However, real time implementa-
tion of these methods is a subject of ongoing research.

With linear sensors, 23 bits are required to capture a scene with five
decades of illumination and 1% accuracy. By contrast, only 10 bits are
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needed to accomplish this task in logarithmic sensors [19]. Therefore, com-
pared to linear sensors, a lower bit rate is required in logarithmic sensors to
capture the same scene. In fact, logarithmic sensors work in a similar way
to the human eye. By converting light to voltage signals on a logarithmic
scale, a large light intensity range is mapped to a small electrical voltage
range, which can be represented by a smaller number of bits.

A combination of logarithmic and linear sensors are used in some image
sensors to achieve a good quality [20,44]. In linear-logarithmic sensors, the
pixel output is linear at low illuminations and logarithmic at high illumi-
nations. One issue with this method is complexity of pixel output.

A lot of research has been conducted to improve the DR of linear sen-
sors [16]. Some of these methods include well capacity adjustment [45],
multiple exposure [23,39], self reset [46], delta-sigma modulation [7], time-
domain logarithmic encoding [24, 25], and time-to-saturation [40]. A com-
parative study of various methods for extending the DR in image sensors
is discussed in the literature [21, 22]. The authors conclude that with the
present methods, if not impossible, it would be difficult to achieve high DR
and SNR with a reasonable pixel size in a planar technology. But recent
interest in vertically-integrated image sensors and scaling of CMOS tech-
nology provides more area inside the pixel to process the sensitive signal of
the photodetector.

ADC architecture is another aspect of the design. Generally, the ADC
architecture is selected based on different requirements of the application,
such as the bit resolution and the sampling rate. Fig. 1.3 compares some
ADC architectures for different sampling rates and resolutions [47]. With
the chip level, a high-speed data converter, such as a pipeline ADC, may be
employed; for column or pixel, slower ADCs with higher resolution can be
used. The ADCs can be grouped into Nyquist-rate ADCs and oversampled
ADCs, i.e., delta-sigma ADCs [28].

Nyquist-rate ADCs, such as successive-approximation register (SAR) [48],
single-slope [49], and cyclic [17] ADCs, are widely used in image sensors.
SAR ADCs have been used for high-speed column-level conversion. The
main drawback of these ADCs is the need for matched capacitors and a
DAC that occupies relatively a large area. Cyclic ADCs require high power
consumption and large area while their noise level is high. Single-slope
ADCs have smaller area with higher resolution but high-speed clocks are
required, which would lead to high power consumption for high-speed im-
age sensors. In this structure, the conversion time increases exponentially
with the resolution, which limits the high-speed readout [50].

Delta-sigma ADCs can provide a high resolution but a decimator filter
with large area is required [28, 32]. As explained in Section 1.1.1, unlike
with Nyquist-rate ADCs, the temporal noise of the sensor output can be
filtered using the delta-sigma ADC without the need for a sharp low-pass
filter. Thereby, a higher resolution can be achieved.
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Combining logarithmic sensors with delta-sigma ADCs is a good way to
digitize video signals. As with the methods used in digitizing audio sig-
nals, such as logarithmic predictive coding, which are based on the char-
acteristics of audio signals, the logarithmic sensor is a proper structure for
source coding of the high DR light signal into a very small voltage range.
In both cases, the non-uniform probability distribution of the signal is ex-
ploited through non-uniform quantization. A high resolution delta-sigma
ADC can extract the information from the very small voltage range signals
of logarithmic sensors.

1.3 State of the Art

A wide variety of approaches have been reported for analog-to-digital con-
version in image sensors, most of which pertain to chip-level ADC, many
of which pertain to column-level ADC, and some of which pertain to pixel-
level ADC. As mentioned in Section 1.1.1, there are strategically good rea-
sons to choose delta-sigma ADCs over other types of ADCs. Within the
context of delta-sigma ADCs, there are some publications related to col-
umn and pixel-level data conversion, which are discussed here.
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1.3.1 Delta-Sigma Column Sensors

Column-level delta-sigma ADCs have been implemented by some researchers.
Most of the previous works use simple circuits for the modulator to reduce
the power dissipation and area usage at the cost of reducing the tolerance
of the circuit to noise. Also the decimator is often implemented using a
counter, which is not an efficient method.

The first image sensor employing column-level delta-sigma ADCs was
implemented by Mendis et al. [51]. The array used a switched-capacitor
first-order modulator. The decimation was done using a 10-bit counter in
each column. An APS with 40×40μm2 pixel size was employed. Each pixel
was a single CCD stage, which was implemented using conventional CMOS
technology. A relatively noisy picture was achieved.

Nakamura et al. designed a current-mode second-order delta-sigma ADC
in a 2μm CMOS process for column-level data conversion [52]. Only the
modulator was fabricated, which had an area of 80 × 1920μm2. The deci-
mator filter was implemented off-chip.

Also, another image sensor using column-level first-order structure was
fabricated in 0.35μm CMOS by Morris et al. The ADC took 8.2× 1690μm2,
including a 13-bit counter, which was used for decimation. Detailed perfor-
mance of the image sensor was not presented in the paper [53]. A similar
architecture was only simulated in [54].

Column-level data conversion using a delta-sigma ADC has also been
combined with focal-plane image compression. In [31], the APS array is
integrated with a group of first-order incremental delta-sigma ADCs and a
Haar wavelet transform is realized to achieve a low bit rate for high frame-
rate video. The decimation is performed using a counter.

In [27], a 4 × 4 array of pixels using switched-capacitor second-order
delta-sigma ADCs is fabricated in 0.18μm CMOS. The ADC uses a single-
ended circuit to reduce the area at the cost of less tolerance to noise. A
standard three-transistor APS is used. The ADC takes 15 × 500μm2. Dec-
imation is performed off-chip using a second-order sinc filter. The pixel
size is 225μm2 and the fill factor is 50.1%. The fill factor is defined as the
ratio of photodetector area to total area of the pixel. The prototype can de-
tect three decades of light level. This is improved to five decades using the
saturation detection technique.

Column parallel delta-sigma ADC has also been used in an electro-
chemical DNA-detection array [14]. A first-order current-input delta-sigma
ADC is used in an array of 24×24 electrodes, where the electrode-electrolyte
capacitance is used as the integrator. The decimation is performed off-chip.

The most recent work on column-parallel delta-sigma ADCs was done
by Chae et al. [28, 29] in 0.13μm CMOS. A block diagram of the circuit is
shown in Fig. 1.4. The second-order modulator is implemented with single-
ended inverter-based switched-capacitor circuits [55]. The image sensor has
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Figure 1.4: Schematic of a readout circuit using a column-level delta-sigma
ADC, taken from Chae et al. [28].

180mW of power consumption and 73dB of DR at 120 fps. The second-
order decimator with CDS is implemented for each column using a counter
and an accumulator. Although a high frame rate is achieved at low power
consumption, the sensor achieves a limited DR because a linear sensor is
used.

Unlike the previous works, the architecture proposed in this thesis uses
a robust circuit to achieve a high SNR. Every effort was made to reduce the
area usage and the power consumption of the modulator and the decimator.
A design flow is presented for the modulator and decimator to accomplish
this task. The decimation is performed with an optimum filter while the
circuit has a small area. Therefore, as will be shown, for the same oversam-
pling ratio, a higher SNR is achieved. Smaller ADCs provide more area for
the sensor array and a larger array can be fabricated in the same die.

1.3.2 Delta-Sigma Pixel Sensors

Designing a pixel-parallel delta-sigma ADC is a challenging task, especially
in long-channel CMOS technology. In this section, the previous works on
pixel-level delta-sigma ADC are discussed. In all the previous works, be-
cause of a limited available area, the modulator circuit has been designed
using only a small number of transistors. Therefore, a limited SNR has
been achieved. Also, the decimation has been performed outside the pixel.
Performing the decimation outside the pixel would limit the maximum bit
rate, oversampling ratio, and SNR.
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Figure 1.5: Schematic of a pixel using a pixel-level delta-sigma ADC, taken
from McIlrath [7].

The first implementation of a pixel-level delta-sigma ADC was done by
Fowler et al. [8]. They designed a very simple in-pixel first-order modulator
with a linear sensor. The pixel size was 60× 60μm2 with a low fill factor of
3%. The sensor suffered from a high FPN of 10% [34]. The peak SNR was
reported to be 33dB, which is very low for linear sensors.

Later, Yang et al. modified the design to improve its performance [56].
The new design was 20.8 × 19.8μm2 with a fill factor of 30%. The pixel
output suffered from a high gain variation or FPN, poor low light response,
nonlinear response, and charge mixing between multiplexed pixels. A sim-
ilar approach was used by Ignjatovic et al. [57, 58], where part of the ADC
was moved to the row and shared between the pixels of each row. Thereby,
the fill factor was increased.

McIlrath used the linear sensor structure to design a free-running asyn-
chronous oscillator, which works similar to a delta-sigma modulator [7].
Fig. 1.5 shows a schematic of the pixel in this design. The photodetector
capacitance is used to implement the delta-sigma integrator and simplify
the structure of the modulator. The circuit has four sections: a differen-
tial amplifier, which compares the photodetector output to a reference volt-
age; a latch, which generates the reset signal; a regenerative section, which
switches the latch and restarts the integration; and one-bit memory, which
stores the output bit after the reset. The pixel that was implemented in
0.5μm CMOS occupied 30 × 30μm2. Decimation was performed off-chip.
She used a recursive method in a decimator outside the pixel to decrease
the required bit rate but a high SNR was not achieved due to a limited over-
sampling ratio. As discussed by Kavusi et al. [21, 22], high DR is also not
achievable by this structure.

A pixel-parallel delta-sigma modulator was designed for a scalable array
of 8 × 8 pixels in 0.8μm Si CMOS by Joo et al. [36]. In this work, delta-
sigma data conversion at the pixel-level is proposed as a proper solution to
realize smart CMOS focal plane arrays with a high frame rate and a large
array size. Fig. 1.6 shows the modulator circuit, which is laid out in a 125×
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Figure 1.6: Schematic of a pixel using a pixel-level delta-sigma ADC, taken
from Joo et al. [36].

125μm2 pixel. The current-input first-order modulator is composed of a
photodetector with a current buffer, an integrator, a DAC, and a comparator.
The circuit is simple and requires little area but it is very susceptible to
noise.

A similar architecture was also proposed for X-ray applications, where
a larger pixel size is allowed [9, 59]. An array of 64 × 64 pixels, employing
current-input first-order delta-sigma ADCs, is fabricated in 0.7μm technol-
ogy. The ADC is designed in an area of 118× 48μm2.

In the previous works, the decimation was done outside the pixel. Also,
a simple modulator with a limited performance was used. Moreover, only
linear sensors were used. In this thesis, a pixel-level ADC is designed and
combined with a logarithmic sensor. Unlike the prior art, the decimation is
performed in the pixel to increase the frame rate and SNR and to make the
array scalable.

1.4 Scope of the Thesis

In this thesis, column and pixel-level data conversion using delta-sigma
ADCs are explored. The ADC, especially at the pixel-level, has to be de-
signed in a limited area. Digital circuits can be designed as small as the
design rules allow. But analog circuits with smaller area would have more
mismatch and variation in their specifications, which can cause nonlinear-
ity in the ADC. To avoid mismatch, the ADC should be designed with
large enough transistors and a sophisticated layout. Also, hundreds of
ADCs should be working in parallel. Therefore, the power consumption
of each one should be minimized. A methodology for designing low-area
low-power switched-capacitor delta-sigma ADCs is presented. Based on
that, two stand-alone ADCs with specifications for column and pixel-level
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data conversion are fabricated and tested. They advance the state of the art.
While higher-order delta-sigma ADCs have been widely studied [1, 3,

60], first-order delta-sigma ADCs have not been popular because of issues
with high power consumption and the need for high-speed clocking. Using
the new methodology presented in this thesis, the first-order architecture
can be realized with very low power consumption, which is comparable to
state-of-the-art ADCs at column or pixel level [60,61].

In order to evaluate the effectiveness of the proposed architectures in a
specific application, two image sensors using column and pixel-level delta-
sigma ADCs were fabricated and tested. Unlike previous works, the designs
are targeted to logarithmic-response image sensors, which suffer from low
SNDR, instead of linear-response image sensors, which suffer from low DR.
Delta-sigma ADCs at column or pixel level can reduce temporal noise, and
thereby improve the DR and SNDR in linear and logarithmic sensors. Previ-
ous works have shown that using delta-sigma data conversion can improve
the DR of linear sensors, which is still smaller than the DR of logarithmic
sensors [7]. This work shows that the SNDR of logarithmic sensors is im-
proved and can rival that of the human eye.

In all the previous works on pixel-parallel delta-sigma ADCs, the dec-
imation was performed either at chip-level or off-chip. Hence, the pixel
output had a high bit rate, limiting the frame rate and array size. In this
work, the decimator is implemented inside the pixel to reduce the output
bit rate. This permits a high oversampling ratio and, consequently, a high
SNR.

In Chapter 2, the architecture of delta-sigma ADCs is discussed and
a design flow to reduce the area and power consumption of the decima-
tor is presented. This includes a new architecture for decimation, which
is suitable for parallel decimation. The presented method enables a sig-
nificant reduction in area usage and power consumption of decimators for
ADC arrays. A design flow for designing the modulator is detailed in Chap-
ter 3, which complements the decimator design flow and reduces the area
and power consumption of first-order modulators significantly, making it
possible to use them efficiently in pixel and column-level data conversion.
The work includes theoretical calculations, as well as behavioral and cir-
cuit simulation. In Chapter 4, the experimental results of two delta-sigma
ADC arrays fabricated in 0.18μmCMOS technology are discussed and com-
pared with state-of-the-art delta-sigma ADCs, showing comparable figures
of merit but with smaller area. Experimental results of a second chip,
comprising two image sensors fabricated in 0.18μm CMOS technology, are
presented in Chapter 5, showing a higher SNDR compared to state-of-the-
art logarithmic sensors. The image sensors utilize column and pixel-level
delta-sigma data conversion with logarithmic sensors. In Chapter 6, the
main contributions of the thesis and future work are presented.
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Chapter 2

Decimator Design Flow

Delta-sigma ADCs require two components [3, 4]: a modulator, and a deci-
mator. The modulator samples the input signal with a sampling rate greater
than the Nyquist rate, and quantizes the signal using a coarse step size.
In the decimator, the output signal of the modulator is low-pass filtered
to remove out-of-band quantization noise and high frequency components.
Then the signal is downsampled to the Nyquist rate.

A goal of this thesis is to design a delta-sigma ADC for parallel data con-
version either at the column or pixel levels. To do so, the area and power
consumption of the ADC should be reduced as much as possible while
maintaining a high SNDR. In this chapter, the basic principles of the delta-
sigma ADC are reviewed. After reviewing delta-sigma ADCs, the chapter
focuses on decimator design, which is a critical component in parallel data
conversion.

In previous works, especially on pixel-level data conversion, the decima-
tor is shared among the ADCs. This limits the sampling rate, oversampling
ratio, and SNDR of the ADC [7,8]. In some other works, a simple counter is
used to perform the decimation, which is not efficient. In this chapter, dif-
ferent methods of decimation are explained. These methods are intended
for stand-alone ADCs and are not suitable for ADC arrays. Therefore, a de-
sign flow for parallel decimation is proposed. Based on the specifications of
the application, one can use this design flow to implement a small-area and
low-power circuit for decimation.

In Section 2.1, the concept of oversampling is explained, and the basic
fundamentals of delta-sigma ADCs are briefly introduced. Also, the deci-
mation methods for stand-alone ADCs are discussed. The design flow for
parallel decimation is presented in Section 2.3. In Section 2.4, the signifi-
cance of the proposed architecture is explained.
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2.1 Delta-Sigma ADCs

The main motivation behind oversampling, in oversampled ADCs, is that if
an analog signal is sampled and quantized at a sampling frequency higher
than the Nyquist rate, the quantization noise from the quantizer will spread
though the spectrum uniformly [4]. A higher sampling rate will result in a
lower quantization noise power in the signal bandwidth and ,consequently,
a higher bit resolution. Using a digital low-pass filter (LPF), the out-of-band
quantization noise can be filtered and finally the signal is down-sampled
to the Nyquist rate. The delta-sigma ADC is the main form of oversam-
pling ADCs. By using a feedback loop in the modulator, the quantization
noise is shaped to further reduce the quantization noise power in the signal
bandwidth. In this section, the basic theory behind the delta-sigma ADC is
explained.

2.1.1 Oversampling

Oversampling allows noise filtering to be done in the digital domain but at
higher frequency. This can be easily performed using digital signal process-
ing in CMOS technology [3]. Fig. 2.1 shows the block diagram of an over-
sampling ADC with the signal spectrum illustrated at each stage. Consider
an analog signal x(t) with useful bandwidth fB. The input signal is passed
through a soft analog LPF to cancel components at very high frequencies.
Then the signal is oversampled, i.e., sampled at many times the Nyquist
rate of 2fB, and coarsely quantized. Using a sharp digital LPF, out-of-band
noise is removed from the signal. This includes the noise introduced by
quantization as well as temporal noise in the original analog signal.

Assuming that the quantizer input is uniformly distributed over its do-
main, the quantization noise can be modeled as a uniformly distributed
noise. As Fig. 2.1 illustrates, quantization noise power is uniformly spread
over the entire bandwidth. This white noise assumption is robust in prac-
tice due to dithering of the quantizer by analog noise. For a larger over-
sampling ratio (M), the power spectral density (PSD) of the quantization
noise is lower because the noise power is a constant function of the quanti-
zation step size, whereas the bandwidth depends on the oversampling ratio
(M). After digital low-pass filtering, less noise would remain in the signal
band for a larger oversampling ratio. This structure is called a zeroth-order
delta-sigma ADC.

Assuming that the quantization noise is uniformly distributed within
bounds ±Δ/2, where Δ is the quantization step size, the quantization noise
power is [62]

P{e[n]} = Δ2

12
. (2.1)
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Figure 2.1: (a) Block diagram of an oversampled ADC without noise shap-
ing. (b) Signal spectrum at different stages in the oversampled ADC.

If an ideal digital LPF is used, the filtered quantization noise power would
be [62]

σ2
q =

Δ2

12M
. (2.2)

Thus, for every doubling of the oversampling ratio, the quantization noise
is reduced by 3dB.

2.1.2 Noise Shaping

The purpose of noise shaping is to modify the oversampled ADC architec-
ture so that the quantization noise power is concentrated outside the sig-
nal band, instead of having a uniform power spectral density. In this way,
digital low-pass filtering removes more of the quantization noise and the
quantization is performed more efficiently.

Fig. 2.2(a) gives a block diagram of an oversampling ADC with first-
order noise shaping, which is called a first-order delta-sigma ADC. The em-
bedded low-resolution ADC is usually a one-bit comparator. With a com-
parator, a high linearity is easily achieved. In this case, a one-bit digital-to-
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Figure 2.2: (a) The first-order delta-sigma ADC. (b) Signal waveforms when
the input signal is close to an internal reference voltage. (c) Linear discrete-
time model of the first-order delta-sigma ADC. (d) Shaped spectrum of the
quantization noise.

analog converter (DAC) is implemented using reference voltages represent-
ing zero and one. If a multi-bit ADC-DAC combo is used, a higher SNR is
possible with the same oversampling ratio. But linearity of the multi-level
quantizer is critical to achieving a high SNDR. Example signal waveforms
are given in Fig. 2.2(b). Fig. 2.2(c) shows the discrete-time model of the
first-order delta-sigma ADCwhen a one-bit ADC andDAC are used [63,64].
Fig. 2.2(d) shows the output spectrum of the first-order modulator. In this
case, the quantization noise is shaped and there is less quantization noise
power inside the signal bandwidth.

The modulator is responsible for oversampled noise shaping. The dec-
imator is responsible for low-pass filtering and downsampling. It can be
shown that, for the first-order delta-sigma ADC, the output of the modula-
tor is [4]

yu[n] = x[n − 1] + (e[n]− e[n − 1]). (2.3)
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Figure 2.3: Linear discrete-time model of the second-order delta-sigma
ADC.

The z-transform of the modulator output yu[n] is

Yu(z) = z−1X(z) +E(z) · (1− z−1), (2.4)

where E(z) is the z-transform of the quantization noise e[n]. After decima-
tion using an ideal filter, the quantization noise power is approximately [62]

σ2
q =

Δ2π2

36M3 . (2.5)

In the first-order modulator, for every doubling of the oversampling ratio,
the quantization noise is reduced by 9dB and provides 1.5 bits of extra reso-
lution [3]. Comparing (2.2) and (2.5), the final quantization noise power in a
zeroth-order delta-sigma ADC is proportional to the inverse of M , whereas
it is proportional to the inverse ofM3 in a first-order delta-sigma ADC. Con-
sequently, by using the noise shaping method, increasing the oversampling
ratio decreases the final quantization noise power faster.

As (2.4) shows, the delta-sigma modulator output is the delayed input
plus filtered quantization noise. To decrease the final quantization noise
power further, higher-order noise-shaping modulators may be used. For a
K th-order delta-sigma ADC, (2.4) becomes [3]

Yu(z) = z−1X(z) +E(z) · (1− z−1)K . (2.6)

Fig. 2.3 shows the discrete-time model of the second-order delta-sigma ADC
[64]. In this case, the output signal can be expressed using (2.6) as

Yu(z) = z−1X(z) +E(z) · (1− z−1)2. (2.7)

After decimation using an ideal LPF, the quantization noise power is [4]

σ2
q =

Δ2π4

60M5 . (2.8)

In the second-order modulator, every doubling of the oversampling ratio
reduces the quantization noise by 15dB, providing 2.5 extra bits of res-
olution [3]. Comparing (2.5) and (2.8), we can say that a second-order

19



Section 2.2: Conventional Decimation

10
0

10
1

10
2

10
3

10
4

−20

0

20

40

60

80

100

120

140

160

180

Oversampling ratio (M)

SN
R

(d
B

)

 

 
Zero order with ideal LPF
First order with ideal LPF
First order with optimum LPF
Second order with optimum LPF

Figure 2.4: SNR versus oversampling ratio for different orders of the delta-
sigma ADC and different decimation filters.

delta-sigma architecture gives higher SNR for the same oversampling ra-
tio. Therefore, a lower clock speed is needed. The second-order modulator
is usually preferred over the first-order design. But since the first-order sys-
tem requires much less area, it is more suitable for parallel data conversion.

As with the first-order modulator, the second-order one is tolerant to
circuit imperfections. However, the second-order system has more compo-
nents and one more design parameter—the gain ratio of the two feedback
paths. Gains have to be more precise compared to the simpler system.

Fig. 2.4 plots the SNR at the ADC output versus oversampling ratio for
different orders and different decimation filters. Increasing the order of
the noise-shaping modulator can improve the SNR at the output. However,
higher-order modulators are more difficult to realize for orders greater than
two due to stability problems [3] but they do exist in practice. Also, the SNR
is partly determined by the structure of the decimator filter. Decimation
filter design will be discussed in the next section.

2.2 Conventional Decimation

The output of the modulator, which is the input of the decimator, repre-
sents the input signal together with the out-of-band components. The pur-
pose of the decimator is twofold: to remove out-of-band quantization noise
and other noises in the oversampled signal; and to downsample the signal
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Figure 2.5: Decimating the output of the modulator in two stages. The
oversampling ratio is equal toM1 ×M2.

by M . Decimation exchanges temporal resolution for bit resolution. Deci-
mation filters can be easily implemented using CMOS technology. A simple
decimator filter is a counter, which is used in some designs [31,51,53]. This
method is very simple but not efficient. A variety of architectures have been
proposed for decimation in stand-alone ADCs. In this section, these meth-
ods are briefly discussed.

The decimation may use a finite-duration impulse response (FIR) [65]
filter, an infinite-duration impulse response (IIR) filter [66,67], a nonlinear
filter, etc. Apart from causality and stability, there are two major require-
ments for the decimator filter. The first is that the frequency response is
designed to pass the in-band signal at the input of the modulator. The
second is that the frequency response is designed to attenuate the out-of-
band signals, including quantization noise. Given other constraints, there
is an optimal FIR filter for the decimator, which corresponds to the modu-
lator order. The optimum decimation filter for the first-order system has a
parabolic shape [68].

Decimation at high oversampling rate requires a large area and con-
sumes a high power. Conventional implementations of delta-sigma ADCs
focus on the design of a few ADCs per chip (usually one). Decimation is
often performed in several stages, and usually in two stages [3]. Fig. 2.5
shows how the decimation is performed in two stages.

In the first stage, a simple LPF is used predominantly to remove the
quantization noise because this noise dominates at high frequencies. Since
the input signal of the filter is one bit, the word length is smaller than the
second stage, but the bit rate is higher. After the first LPF, the signal is
down-sampled to an intermediate frequency. Then the second LPF, which is
sharper, is used to remove the out-of-band components of the signal, which
dominate at the lower frequency. The filter is designed to meet the anti-
aliasing requirements of the input signal. Because the bit rate is low, the
circuit may process bits in serial manner. Since the second filter needs to be
sharper, it has a higher order compared to the first LPF.

Using the method of multi-stage decimation, power consumption is re-
duced because most of the processing is done at a lower frequency. An
intermediate frequency, four times greater than the Nyquist rate, is a good
choice for many applications [4].

Designing the first stage LPF is more challenging since it works at a high
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Figure 2.6: Block diagram of an accumulate-and-dump circuit. Cn is the
input clock and Cm is the output clock.

bit rate with high power consumption. A simple way to implement the first
stage LPF is to use the accumulate-and-dump circuit. Fig. 2.6 shows an
accumulator-and-dump circuit [3]. The output clock is M1 times slower
than the input clock with a duty cycle of 1/M1. Input data is accumulated
in the register. When Cm is one, the content of the register is read out,
while the register is cleared. If the filter inputs are x[n] at the oversampling
frequency of fn = 1/Tn, and the output samples are y[m] at the intermediate
sampling frequency of fm, then

y[m] =
1
M1

M1∑
n=1

x[M1m− n], (2.9)

where M1 is the downsampling ratio. The transfer function of the filter is a
finite geometric series:

H(z) =
1
M1

M1−1∑
i=0

z−i = 1
M1

1− z−M1

1− z−1 . (2.10)

For z = ej2πf Tn , the frequency response of the filter is given by [4]

H(f ) =
sinc(πf M1Tn)
sinc(πf Tn)

. (2.11)

It has been shown that for decimating the signal of modulators of order
K , a comb filter is close to the optimum filter and its frequency response is
given by

H(f ) =
(
sinc(πf M1Tn)
sinc(πf Tn)

)K+1

. (2.12)

For K=1, the filter has a triangular-shaped impulse response. Ignoring
1/M1, the DC gain of each stage of the filter, the transfer function of the
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comb filter is given by [69]

H(z) =
(
1− z−M1

1− z−1
)K+1

. (2.13)

2.2.1 Implementation Methods

Different architectures have been proposed to implement the comb filter
[65, 66, 69–73]. Fig 2.7(a) shows the simplest implementation method of
this filter. In this method, K+1 accumulate-and-dump circuits are cascaded
together. Since the processing is performed at a very high speed with a large
word length, the power consumption is very high. Also, the circuit occupies
a large area.

The comb filter can be decomposed into two filters, an IIR filter H1 and
an FIR filter H2, as follows [66]:

H(z) =H1(z)×H2(z), (2.14)

where

H1(z) =
( 1
1− z−1

)K+1
, (2.15)

and

H2(z) =
(
1− z−M1

)K+1
. (2.16)

As shown in Fig. 2.7(b), the filter can be implemented in two stages. The
first stage is a cascade of K + 1 integrators. The second stage is a cascade
of K + 1 differentiators, which can be done after downsampling [66]. The
integrators work at a high speed while the differentiators work at a very low
speed. To avoid overflow, the filter is implemented with two’s complement
arithmetic with the proper size for the registers. A large word length is
required for each stage. The IIR-FIR filter consumes less power compared
to the previous method.

For the first-order system, the IIR-FIR decimator needs two accumula-
tors and two differencers. The word length at all the stages should be

W = (K +1)log2(M1) +Bin − 1, (2.17)

where Bin is the input word length of the decimator, which is one, and K is
the order of the modulator [66]. For an oversampling ratio of 1024, 80-bit
registers with 4 multi-bit adders are required to implement the decimator
using this method. Truncation or rounding may be used at each filter stage
to reduce the size of the register at the cost of creating some rounding error
[66].
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Figure 2.7: Implementation methods of comb filters: (a) simple; (b) IIR-FIR;
(c) FIR2; and (d) POLY-FIR2.

If the decimation factorM1 is a power of 2, by using a commutative rule,
(2.10) can be rewritten as [65]:

H(z) =

⎛⎜⎜⎜⎜⎜⎜⎝
2N−1∑
i=0

z−i
⎞⎟⎟⎟⎟⎟⎟⎠
K+1

=
N−1∏
i=0

(1 + z−2i )K+1. (2.18)

Using (2.18), a non-recursive architecture of the comb filter can be im-
plemented with a lower power consumption than the IIR-FIR filter. This
method is called FIR2, which is shown in Fig. 2.7(c). Every stage is a sim-
ple FIR filter. The word length in each stage i is Bin + (K + 1)i bits but the
sampling rate decreases through every stage by a factor of 2. For example,
in the first-order system with a 1024 oversampling ratio, a 120-bit register
with 10 multi-bit adders are required to realize the filter.

Polyphase decomposition of the FIR2 filter can lead to a more efficient
structure, which is called POLY-FIR2 [70]. This method is illustrated in
Fig. 2.7(d). The structure is obtained by representing the sequence as a
superposition of polyphase components; therefore, the unnecessary com-
putation is eliminated and power consumption is reduced. For example,
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for K = 1, each block in the FIR2 method can be written as [70]:

Hi(z) = (1 + z−1)2 = 1+ z−2 + 2z−1 = E0(z
2) + z−1E1(z

2), (2.19)

where

E0(z) = 1+ z−1, (2.20)

and

E1(z) = 2. (2.21)

Similar to the FIR2 architecture, the word length of each stage i is limited
to Bin + Ki. The power consumption of this method is significantly lower
than the other methods [69].

Other authors have tried to enhance the performance of the comb filters.
For instance, in [73], a method has been presented also using polyphase
decomposition to reduce the power consumption of the comb filter further.
In [72, 74], other methods are proposed to improve the frequency response
of the filter but the power consumption or the area usage is not reduced.

Comparing the above methods, polyphase decomposition tends to have
the lowest power consumption, while the IIR-FIR filter has the lowest area.
The main parameter for the decimator in parallel data conversion is the area
usage and then the power consumption. The previous works on decimation
filters focus mainly on reducing the power consumption. Therefore, these
methods are not suitable for delta-sigma ADC arrays. The decimator design
flow proposed in the next section presents a novel FIR filter, which has an
area smaller than the previous works, while its power consumption is low.
Therefore, it is suitable for delta-sigma ADC arrays.

2.3 Parallel Decimation

For parallel decimation, the available decimator designs require an unwork-
ably high area usage and power consumption. For instance, in the first-
order system, using the IIR-FIR method with a 1024 oversampling ratio,
80-bit registers with four one-bit adders are required and integrators must
be clocked at the oversampling rate. With column-level data conversion,
there will be upwards of a thousand ADCs per chip for a megapixel array.
With pixel-level data conversion, there will be upwards of a million ADCs
per chip for a megapixel array. Inevitably, it would be very difficult to use
the conventional decimator filters for parallel decimation. Using the design
flow presented in this section, a decimator filter equivalent to the optimal
FIR filter is obtained. The filter has lower area usage and power consump-
tion for ADC arrays.

The coefficients of the optimum filter are generated at the chip level
using a coefficient generator and are sent to each column or pixel, where
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they are convolved with the modulator output. The result is then stored
in the accumulator. In each column or pixel, the decimator only needs one
accumulator plus an AND gate. This method is very well suited for parallel
decimation. The reason is because the coefficient generator is shared by all
the ADCs. Therefore, its area usage and power consumption per ADC is
negligible.

The filter structure is similar for column-level and pixel-level data con-
version. Moreover, using the same circuit in the decimator, filters corre-
sponding to higher-order modulators may be implemented. In each case,
only the coefficient generator needs to bemodified. As was discussed in Sec-
tion 2.2, conventionally, a triangular impulse response (second-order comb
filter) is used in the first-order system since it is easier to implement. In the
proposed method, the optimum parabolic filter is implemented.

2.3.1 Coefficient Generation

The coefficient generator for the first-order system is presented here. A
similar method may be used to design the circuit for higher-order systems.
The optimal FIR decimation filter, for the first-order delta-sigma modulator
with DC input signal, has a parabolic impulse response [68]. Therefore, the
M-tap impulse response of the filter can be written as:

h[n] =
{

a2n
2 + a1n+ a0, 0 ≤ n ≤M − 1

0, otherwise
. (2.22)

As (2.3) shows, the modulator outputs the delayed input signal plus the
shaped quantization noise. For a DC input signal, the input signal of the
ADC is constant for exactly M samples. While filtering the quantization
noise, the FIR decimation filter multiplies the input signal by a constant
gain, which is equal to the sum of the impulse response coefficients of the
filter. Therefore, distortion is avoided in the decimator. If the filter has
more than M taps, distortion appears when the input signal changes from
one Nyquist interval to the next, and it may limit the output SNR. The gain
does not affect the performance and is set to be one, i.e.,

M−1∑
n=0

h[n] = 1. (2.23)

Using (2.1) and (2.3), the quantization noise power at the output of the
decimation filter is determined to be

σ2
q =

Δ2

12

M−1∑
n=0

(h[n]− h[n − 1])2. (2.24)
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In order to maximize the SNR, the quantization noise power in (2.24)
should be minimized while the constraint in (2.23) is maintained. Using
the Lagrange method, the coefficients of the impulse response in (2.22) are
calculated as follows:

h[n] =
1
S

{ −n2 +n(M − 1) +M, 0 ≤ n ≤M − 1
0, otherwise

, (2.25)

where

S =
M(M +1)(M +2)

6
(2.26)

provides normalization.
Therefore, the quantization noise power at the output of the optimum

filter may be obtained from (2.24), which gives:

σ2
q =

Δ2

M(M +1)(M +2)
≈ Δ2

M3 . (2.27)

Comparing (2.27) and (2.5) shows that the SNR in the optimum filter is
5.6dB less than in the ideal filter.

It can be shown that de-normalized coefficients h[n] from (2.25) obey
the recurrence

h[n+1] = 2h[n]− h[n − 1]− 2. (2.28)

Therefore, the impulse response of the filter can be generated using a simple
sequential logic circuit. Fig. 2.8 shows the block diagram of the coefficient
generator. Registers 1 and 2 store h[n] and h[n − 1] and are initialized to M
and 0, respectively. After one Nyquist interval ofM samples, h[n+1] will be
zero according to the recurrence. Thus, zero detection may be used to create
a reset signal. Registers 1 and 2 will be reset to M and 0, respectively, and
the next Nyquist interval will begin. Therefore, no separate reset signal or
counter is needed for the decimator. The circuit can be readily implemented
in an FPGA or in CMOS technology.

2.3.2 Column and Pixel Decimation

Fig. 2.9(a) shows the decimation architecture in the column-level data con-
version. In each column, the coefficients must be multiplied by the modula-
tor output and accumulated. At the end of a Nyquist interval, each accumu-
lator is read out and the accumulator is reset. Since the modulator output is
a stream of single bits, multiplication reduces to a logical AND. However, if
the bit stream from the modulator drives the clock of the accumulator, even
the AND logic is not required. Therefore, the decimation filter is only an
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-h[n-1]+2h[n]-2

Reset

Register 2

Figure 2.8: Expanded version of the coefficient generator in Fig. 2.9, which
is implemented at the chip level. The generated coefficients are sent to each
column or pixel.

accumulator for the coefficients coming from the generator located at the
chip level, and its clock is the output of the modulator. The accumulated
value is read out and dumped every M samples.

The coefficients may be rounded to decrease the size of the accumula-
tor. Simulation shows that to achieve 80dB of SNR, for example, 10 bits are
needed to represent the coefficients, and 19 bits are required to store the
value of the accumulator without overflowing. To reduce the area, the ad-
dition may be done bit serially. Thus, only a one-bit adder is needed to add
the 19-bit accumulator output with a 10-bit coefficient input. Most of the
area of the decimator is taken by the two registers, which are implemented
using 20 D flip-flops. As discussed in Section 2.2, the IIR-FIR method needs
80-bit registers, half of them working at the oversampling rate.

Decimation in the pixel-level ADC is similar to the column-level ADC.
The main difference is that the accumulation is performed serially in the
pixel and the registers are implemented using pulsed latches to reduce the
area. Fig. 2.9(b) shows a block diagram of the decimator. The coefficients of
the FIR filter are sent bit serially to all pixels. In each pixel, an accumulator
integrates the coefficients when the modulator output is one. At the end of
a Nyquist interval, each pixel is read out and the accumulator is reset.

The accumulator is composed of a one-bit adder, a one-bit register to
store the output carry of the adder, and an N -bit register to store the ac-
cumulator data. A resettable D flip-flop needs 22 transistors [75]. But
using two pulsed latches, a D flip-flop with only eight transistors can be
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Figure 2.9: (a) The decimator structure in a column-level delta-sigma ADC.
(b) The decimator structure in a pixel-level delta-sigma ADC. For both
cases, the coefficient generator is at the chip-level.

designed [76]. This structure is shown in Fig. 2.10(a). The number of tran-
sistors can be reduced further by using more clocks.

The register, which is made up of multiple D flip-flops in series, may be
divided into identical blocks, one of which is outlined by dots in Fig. 2.10(a).
Since each transistor in the block has its source or drain shared with another
transistor of the same type, the block may be laid out compactly with an
area of 2.4μm2 per transistor. A layout using standard cells occupies almost
8μm2 per transistor in 0.18μm CMOS technology [75].

The pulsed latches are driven by two non-overlapped clocks that are
shown in Fig. 2.10(b). These clocks may be generated from the rising and
falling edges of the main clock, φ1, in the modulator. As shown in the fig-
ure, a PMOS transistor connects the inverter output to its input. Therefore,
when the latch output is at GND volts, node A will be stable and connected
to node VDD. But when the latch output is at VDD volts, node A will be
in a high impedance state that is initially discharged to ground. During the
time that the input switch is off, this node will gradually charge up to VDD
volts. Circuit simulation shows that it takes at least 2.8ms to lose the data
in the latch. Since the input clock is 1MHz, there is a negligible probabil-
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Figure 2.10: (a) Two pulsed latches of a D flip-flop. (b) Circuit simulation.

ity of bit error. However, the circuit is still susceptible to noise. To reduce
the noise vulnerability of the circuit, switches must be turned on as long as
possible without having any overlap between the pulses.

2.4 Conclusion

In this chapter, the basic concept of delta-sigma ADCs was briefly dis-
cussed. Different architectures of delta-sigma ADCs were explained. Con-
ventional methods of decimation for the delta-sigma ADCs, such as recur-
sive (IIR-FIR), non-recursive (FIR2), and polyphase (POLY-FIR2), were com-
pared in terms of power consumption and area usage. Although POLY-FIR2
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has the minimum power consumption and IIR-FIR has the smallest area us-
age, none of them are suitable for parallel decimation mainly because they
need a very large area. Thus, the size of the decimator has been a limiting
factor in delta-sigma array sensors.

For this reason, a new design flow for decimation was presented, which
requires less area for ADC arrays than the prior art, while low power con-
sumption is obtained. The optimum FIR filter is realized at a low complex-
ity; therefore, the decimation is performed more efficiently. When the new
architecture is used for column-level data conversion, less die area is used
for decimation and a larger pixel array can be fabricated in the same die
size. For pixel-level data conversion, the decimator can fit inside a pixel,
allowing a higher frame rate, array size, and SNR.

Similar to the decimator, the area and power consumption of the mod-
ulator needs to be reduced. In the next chapter, a novel modulator design
flow is introduced. In Chapters 4 and 5, experimental results from specific
designs will be presented and compared to the state-of-the-art.
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Chapter 3

Modulator Design Flow

The role of the modulator is to oversample the input signal and quantize
it with a coarse step size. Unlike the decimator, which is purely a digital
circuit, the modulator is mostly an analog circuit. Delta-sigma ADCs are
well known for their tolerance to component mismatch and circuit nonide-
alities but this does not mean that the analog circuit of the modulator can
be designed without careful analysis. Nonidealities of the analog circuit
can affect the performance of the delta-sigma ADC [60], though this issue
is more problematic with Nyquist rate ADCs. Some of the nonidealities can
be controlled by power consumption. Also, it is always desirable to mini-
mize the power consumption. To do so, it is important to analyze the effects
of the nonidealities on performance. Hence, power consumption can be
minimized for a desired ADC performance.

In this thesis, the focus is on a first-order architecture since it is very suit-
able for low-area data conversion. Optimizing the modulator is the most
difficult part of the delta-sigma ADC design. Many articles discuss tech-
niques to reduce the power consumption of the modulator [4,60,61,77–80].
However, in these works area is not very critical and, therefore, they use
these techniques to design higher-order modulators. Some of these tech-
niques will be used in this chapter. But this chapter primarily introduces a
new design flow, which is customized for a first-order system. It is demon-
strated that, unlike with higher-order architectures, the first-order modula-
tor can be implemented using very small capacitors.

As area is important in parallel data conversion, this design flow pro-
vides an effective method to reduce the area of the circuit. However, one
important challenge associated with reducing the modulator area is mis-
match in the analog circuitry. Therefore, mismatch must be taken into ac-
count in small-area analog circuits. Thus, one important component of the
design flow is properly sizing the transistors to avoid performance degra-
dation.

To illustrate the design flow, two specific delta-sigma modulators are
designed for use in a logarithmic image sensor at the column and pixel lev-
els. The goal is to realize an image sensor with similar performance to the
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human eye.
In Section 3.1, the specifications of the ADCs are derived based on the

specifications of the image sensor. In Section 3.2, the architectural consid-
erations of the modulators are discussed. In Section 3.3, a schematic of the
circuit is explained and a behavioural model is derived. In Section 3.4, the
circuit parameters are determined using a new theoretical model and the
behavioural model. Also, circuit simulation is employed to facilitate de-
sign. In Section 3.6, the main contributions of this chapter are summarized.

3.1 ADC Specifications

A camera with a performance comparable to the human eye needs to achieve
at least 1% contrast sensitivity over a 100dB dynamic range [81]. This
means that the input-referred SNDR of the sensor should be at least 40dB.
Also, the camera should be able to provide a 50Hz frame rate. The array
size is selected to be 1k × 1k pixels, which is in the resolution range of
high quality standard displays. The pixel yield is selected to be 95%; dead
pixels can be easily corrected using image processing techniques without a
noticeable degradation in image quality. Table 3.1(a) gives the desired spec-
ifications for an image sensor designed using pixel-level and column-level
data conversion.

We choose a logarithmic sensor for the following reasons. The peak SNR
of linear CMOS sensors is typically 50dB, which varies design by design
[15], while this value is reported to be 32dB in logarithmic sensors [81]. On
the other hand, linear sensors have a dynamic range of 40–60dB [15], while
logarithmic sensors can achieve more than 100dB dynamic range [16]. Log-
arithmic sensors suffer from having high FPN. Based on reported data [20],
their peak SNDR is calculated to be 26dB [20]. Using the methods pre-
sented by Joseph and Collins [18], the FPN can be greatly reduced. Using
column and pixel-level data conversion, we seek to boost the SNDR/SNR of
logarithmic sensors to 40dB. This will make these sensors a suitable choice
for high performance imaging.

The ADCs should be designed such that if they are integrated into the
image sensor, the desired performance in Table 3.1(a) is achieved. There-
fore, the specifications of each ADC are determined based on the specifica-
tions of the image sensor. It should be mentioned that dynamic range of the
image sensor is different from dynamic range of the ADC.

Fig. 3.1 shows a noise model of the imaging system. It is assumed that
the ADC only adds noise to the system. In a logarithmic sensor, the output
voltage y is approximately given by [18]:

y = b · log(x), (3.1)

where x is the input light illumination and b is the subthreshold slope. The
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Table 3.1:
(a) Specifications of an image sensor.

Parameter Image sensor
Dynamic range 100dB
SNDR 40dB
Frame rate 50Hz
Array size 1k× 1k
Pixel yield 95%

(b) Specifications of the column-level ADC.

Parameter Theory Behavioural Circuit
σy .43mV .43mV .20mV
Vi−pp .7V .7V .7V
Vo−pp .93V .93V .93V
g 1/3 1/3 1/3
DCG > 31dB 41dB 63dB
SLR 5.9V/ μs 6.5V/ μs 9.5V/ μs
UGB 23MHz 26MHz 36MHz
Ci 60fF 60fF 60fF
Cs 20fF 20fF 20fF
Fs 50kHz 50kHz 50kHz
Power 2.5μW 2.8μW 6.7μW

(c) Specifications of the pixel-level ADC.

Parameter Theory Behavioural Circuit
σy .43mV .43mV .22mV
Vi−pp .7V .7V .7V
Vo−pp .93V .93V .93V
g 1/3 1/3 1/3
DCG > 31dB 41dB 63dB
SLR 5.3V/ms 5.9V/ms 8.68V/ms
UGB 21kHz 23kHz 35kHz
Ci 60fF 60fF 60fF
Cs 20fF 20fF 20fF
Fs 50Hz 50Hz 50Hz
Power 2.3nW 2.6nW 7.6nW
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Figure 3.1: Noise model of the logarithmic sensor with delta-sigma ADC.

input-referred SNDR of the sensor is derived from (3.1) to be:

SNDRx =
x

σx
=

x
dx
dyσy

=
b

ln(10) ·σy , (3.2)

where σx and σy are the standard deviation, respectively, of input and output-
referred noise-and-distortion. Assuming a subthreshold slope of 100mV
per decade [81], σy should be .43 mV to achieve 40dB for SNDRx in the log-
arithmic sensor. A dynamic range of 100dB is needed to compete with the
human eye, which corresponds to 5 decades of illumination. Using (3.1),
the logarithmic sensor output y needs .5V of dynamic range. Consider-
ing the threshold voltage variation in the sensor, a .2V margin is added to
the sensor output. Therefore, the ADC is designed to achieve an output-
referred noise less than .43mV in a .7V range. The ADC is designed to have
low distortion. Therefore, the distortion is smaller than the temporal noise
and may be neglected in this calculation.

The image sensor has a 50Hz frame rate. If there are 1000 pixels per
column and 1000 columns, a sampling frequency of 50kHz for the column-
level design and 50Hz for the pixel-level design is implied. In the pixel-
level design, it is critical to minimize the area of the ADC and reduce the
pixel size. In the column-level design, the area of all ADCs may be compa-
rable to the area of the pixel array. Therefore, it is important to minimize
the area usage of the ADC in both arrays to maximize the number of pixels.

3.2 Circuit Architecture

A first-order architecture was selected because it has a simple circuit and,
therefore, is suitable for low-area data conversion. Considering the fact
that, in the first-order system, the oversampling ratio is much higher com-
pared to higher-order modulators, one may expect the first-order modula-
tor to have a much higher power consumption. However, because smaller
capacitors are used, the power consumption will be significantly reduced.
Consequently, it will be comparable to power consumption of higher-order
modulators.

In higher-order modulators, mismatch limits the minimum size of the
capacitors. This issue is less problematic in the first-order modulator. There-
fore, very small capacitors can be used. In higher-order designs, the output
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of the first integrator will be subtracted from the DAC output. Therefore,
the integrator gain can easily affect the performance. But in the first-order
modulator, the integrator output is connected to the quantizer. Hence, in-
tegrator gain is not important at this stage. The integrator gain is related to
a capacitor ratio. Smaller capacitors have larger mismatch. Any mismatch
between the capacitors alters the integrator gain. Unlike the higher-order
models, the first-order modulator is not sensitive to the capacitor mismatch.
For this reason, small capacitors can be used in the first-order modulator
while large capacitors are required in higher-order modulators. Power con-
sumption of the circuit is directly proportional to the capacitor size of the
load. Compared to higher-order designs, power consumption of the first-
order modulator is reduced using smaller capacitors.

Because of a greater oversampling ratio, the decimator of the first-order
architecture has a higher power consumption compared to higher-order de-
signs. But since the area of the first-order ADC is significantly smaller, the
first-order architecture was selected for both the column and pixel-level de-
signs.

The ADCs are designed so that the quantization noise power (σ2
q ) is

equal to the analog noise power (σ2
a ). Using (2.27), with the first-order

modulator and an optimum decimator, the required oversampling ratio is
calculated to be 170 in order to achieve the desired input-referred noise.

In the column-level ADC, which has a 50kHz sampling rate, 20μs is
available to sample each pixel in a column. Circuit simulation shows that a
small portion of this interval (3μs) is enough for the pixel output to settle
at the input of the ADC. Thus, there is actually 17μs available to digitize
the output of each pixel. Since the oversampling ratio is 170, the oversam-
pling period of the modulator (Tn) is 100ns, which should be apportioned
between sampling time (Ts) and integration time (Ti). From this total, 50ns
has been alloted to switched-capacitor sampling and the rest to integration.
The ratio of integration time to sampling time could be optimized with fur-
ther circuit simulation.

In the pixel-level ADC, which has a 50Hz sampling rate, 20ms is avail-
able to sample each pixel. The settling time of the pixel output is negligible.
Thus, with an oversampling ratio of 170, 110μs is available for each sam-
pling interval, which is equally apportioned between sampling time (Ts)
and integration time (Ti). Similarly, the ratio of integration time to sam-
pling time could be optimized with further circuit simulation.

3.3 Behavioural Model

In this section, the schematic of the first-order modulator is explained, and
based on that, a behavioural model is derived considering the nonideali-
ties of the integrator. This includes the finite DC gain (DCG), unity gain
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Figure 3.2: Block diagram of a first-order delta-sigma modulator. The mod-
ulator is composed of a differencer, an integrator, an ADC, and a DAC.

bandwidth (UGB), and slew rate (SLR) of an operational transconductance
amplifier (OTA).

3.3.1 Modulator Circuit

Fig. 3.2 shows a block diagram of the first-order modulator [4]. The mod-
ulator is composed of four parts: a differencer, an integrator, an ADC, and
a DAC. The ADC is implemented by a one-bit comparator since it offers a
high linearity. Therefore, the DAC is also one bit and converts the output of
the ADC to two reference voltages.

Delta-sigma modulators can be realized using either a switched-capacitor
(SC) or a continuous-time (CT) approach. While CT modulators tend to
have a lower power consumption for the same speed, they require area-
consuming resistors and are more vulnerable to mismatch variation [77].
For these reasons, we use SC modulators in our design flow. The block dia-
gram is realized using the SC circuit shown in Fig. 3.3(a).

Fig. 3.3(a) gives the modulator schematic of both example ADCs, with
an illustration of signal waveforms in Fig. 3.3(b), and the analogmultiplexer
truth table in Fig. 3.3(c). The DAC and differencer are implemented using
an analog multiplexer. A differential architecture is used since it can reject
the common-mode noise in the circuit. As the pixel is single ended, the
modulator is designed with a single input.

The novel differencer has a single input but differential output. The op-
eration is done in two phases using two non-overlapped clocks—a sampling
clock (φ1) and an integration clock (φ2)—together with their delayed ver-
sions (φ1d , φ2d). When φ1 is one, in the upper branch vin is sampled to Cs,
while in the lower branch, based on the value of cout, either vmin or vmax is
sampled to Cs. When φ2 is one, in the upper branch, based on the value
of cout, the difference between either vmin or vmax and the voltage of Cs is
integrated to Ci , and in the lower branch the difference between vin and the
voltage of Cs is integrated to Ci . The differential output of the integrator
can be explained with a difference equation, i.e.,
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Figure 3.3: (a) Schematic of the first-order delta-sigma modulator. (b) Sig-
nal waveforms when vin is close to vmax. The output is cout . (c) Truth table
of the analog multiplexer. Each oversampling interval includes a sampling
time in which Cs will be charged, and an integration time in which Cs will
be discharged to Ci .

v+o [n]− v−o [n] =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
v+o [n − 1]− v−o [n − 1] + 2Cs

Ci
(v+s [n − 1]− vmin) , cout[n − 1] = 0

v+o [n − 1]− v−o [n − 1] + 2Cs

Ci
(v+s [n − 1]− vmax) , cout[n − 1] = 1

.

(3.3)

The comparator output is determined as follows:

cout[n] =
{

1, v−o [n] ≤ v+o [n]
0, otherwise

. (3.4)

Fig. 3.4 shows the analog multiplexer schematic for the column-level
and pixel-level designs. In the column-level ADC, themodulator is working
at high speed so switches with very low resistance are needed. Therefore,
switches are implemented using transmission gates. In the pixel-level ADC,
area is critical. Therefore, switches are implemented using single transis-
tors. Here, the modulator works at very low clock speed, and switches do
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Figure 3.4: Schematic of the analog multiplexer for (a) the column-level
modulator and (b) the pixel-level modulator. In the column-level modula-
tor, switches are implemented using transmission gates.

not need to have very low resistance. To save area, switches are imple-
mented using single transistors and, instead of using four AND gates, two
NAND and two NOR gates are used.

The output of the quantizer (cout) is also the output of the modulator.
The digital parts of the design can be easily implemented. The analog parts
must be carefully designed because their nonidealities may limit the overall
ADC performance. The integrator is the most critical part of the modulator,
while the OTA is the most critical part of the integrator [3]. Nonidealities
of the analog circuit create finite UGB, SLR, and DCG for the OTA. This
will limit the performance of the integrator. As shown in Fig. 3.5(a), the
integrator can be modeled with a time constant and a limited SLR. The
main issue in the design is to determine the minimum values of UGB and
SLR for the integrator.

Differential integrator output is in the range of ±Vo−pp/2. Fig. 3.5(b)
shows an example of integrator output when the output is settling to its
maximum value Vo−pp/2 and is slewing for t < t0. The output signal of the
integrator can be expressed as:

v+o (t)− v−o (t) =
⎧⎪⎪⎨⎪⎪⎩

2SLR · t, t ≤ t0
Vo−pp
2 +

(
2SLR · t0 − Vo−pp

2

)
exp

(−(t−t0)
τ

)
, t0 ≤ t ≤ Ti

, (3.5)

where SLR is the slew rate of each output branch in the OTA.
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Figure 3.5: (a) Modulator of first-order delta-sigma ADC, using a practical
integrator. (b) An example of the integrator output waveform. The output
is slewing for t < t0.

3.3.2 Operational Amplifier

Fig. 3.6(a) shows the structure of the main OTA, which is used in the pixel-
level ADC. The folded-cascode OTA structure is well known for switched-
capacitor applications [82]. In this structure, the input transistors convert
the input voltage to I1 and inject it to the output branch. The drains of
transistors P2 and P3 have a high input impedance, while the sources of P4
and P5 have low impedance. Therefore, this current will mostly flow to the
output branch. Since the output has very high impedance, a large gain can
be achieved at the output nodes (v+o , v

−
o ). Transistor N7 converts the output

voltage of the CMFB circuit to current in order to adjust the common-mode
output of the OTA.

If gain of the folded-cascode OTA is insufficient for the ADC, the gain-
boosting technique may be employed at the cost of requiring two supple-
mentary OTAs [82]. Fig. 3.6(b) shows the schematic of the OTA using gain
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Figure 3.6: (a) Schematic of the folded-cascode OTA without gain boost-
ing. (b) Schematic of the folded-cascode OTA with gain boosting to achieve
higher gain. The supplementary OTAs are folded-cascode with NMOS (OP-
n) or PMOS (OP-p) input devices.

boosting. This technique can raise two significant problems, i.e., doublets
and instability. Thus, zero and pole locations must be designed carefully.

A differential-mode OTA has the advantage of rejecting the common-
mode noise but it needs a common-mode feedback (CMFB) circuit to specify
the output common mode. Conventional switched capacitor CMFB (SC-
CMFB) circuits have high output swing with high accuracy and low static
power consumption, and are preferred for switched-capacitor applications
[82], but they load the output of the OTA, reducing its UGB and SLR. Also,
SC-CMFB circuits occupy a large area.

Instead of SC-CMFB circuits, continuous-time CMFB circuits may be
employed to control the common mode of the OTA outputs. Fig. 3.7 shows
a continuous-time circuit, which is called a differential-difference amplifier
CMFB (DDA-CMFB). Since it can offer enough swing and linearity with a
small area, a DDA-CMFB may be used in the main OTA [83]. In this struc-
ture, the common mode of the OTA outputs is compared to the voltage vcmo.
The difference appears as a voltage at node A (Fig. 3.6 and Fig. 3.7), which
controls the common mode of the OTA output by modifying ΔI . A simi-
lar CMFB circuit is used for supplementary OTAs, when gain boosting is
needed.

The design of the CMFB circuit is similar to the literature [84]. One issue
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Figure 3.7: Schematic of the differential-difference common-mode feedback
circuit, used to set the common mode voltage of the OTA’s output to vcmo.

with the original design is that, because of a very high impedance, node A
will contribute a pole at low frequency. Together with the pole at the output
of the OTA, which is again at low frequency, they cause an oscillation in the
common mode. To fix this issue, N6, andN8 are added to the circuit. N8 is a
diode-connected transistor, which will reduce the impedance of the output
node; therefore, the associated pole is moved to higher frequency and the
oscillation is reduced. To decrease the oscillation further, the loop gain of
the CMFB must be minimized; therefore, N7 should provide the minimum
current. Transistor N6 is added to provide bias current that is required in
the OTA input branch, and reduce the current of N7. Reducing the current
of N7will reduce the gain. Also, because N8 is a diode-connected transistor,
N7 cannot provide high current but this problem is fixed by adding N6
to the circuit. The amount of the current in N7 must be high enough to
compensate for any effect of process or mismatch variations; also, it should
have the minimum gain to minimize the CMFB loop gain.

For the example designs, Table 3.2 summarizes the bias voltages in the
OTAs. The device size of sensitive transistors are given in the Table 3.3.
Other transistors have a minimum size. The OTA of the ADCs were de-
signed based on the specifications derived from theory and behavioural
simulation. Since process variation can affect the OTA performance, the
OTAs were designed with enough margin to tolerate the process variation.
Monte Carlo process simulation was done to ensure the OTAsmeet the spec-
ifications in spite of process variation. However, we did not simulate mis-
match variation as the design kit did not provide mismatch data.
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Table 3.2:
(a) Bias levels in the column-level ADC.

Node Voltage Node Voltage
vcmi 1.1V vcmo .75V
vmin .70V vmax 1.4V
vb1 1.1V vb2 .75V
vb3 1.3V

(b) Bias levels in the pixel-level ADC.

Node Voltage Node Voltage
vcmi 1.1V vcmo .75V
vmin .70V vmax 1.4V
vb1 1.5V vb2 .75V
vb3 1.5V

3.3.3 Comparator

The quantizer was implemented using a one-bit comparator. In the column-
level ADC, a regenerative latch was used as the comparator [85], which
is shown in Fig. 3.8(a) . The power consumption of the standard circuit
is much higher than the power consumption of the pixel-level decimator.
When φ1 is high, the circuit drives a large current. To make it suitable for
pixel-level ADC, power consumption of the comparator must be reduced.
To do so, transistors Q1, Q2, and Q3 are added to each branch to limit the
current of each branch. In this way, the power consumption is reduced at
the cost of lower speed, which is still enough for pixel-level ADC. Fig. 3.8(b)
shows a schematic of the comparator for pixel-level ADC. The required bias
voltage vb is provided by the OTA.

3.4 Circuit Parameters

In this section, a theoretical model for the first-order modulator is intro-
duced. Specifications of the analog circuit are derived using this model
and the behavioural model presented in the previous section. Also, circuit
simulation is performed to confirm the theoretical and behavioural mod-
els. Table 3.1(b) and 3.1(c) show the circuit parameters for column and
pixel-level ADCs derived from theory, as well as behavioural and circuit
simulation.

Behavioural simulation using Simulink has been done in other works
[77–80]. The behavioural model presented here precisely models the slew-
ing in the integrator. Also, the other circuit nonidealities are considered in
the model. Using a finite number of input samples, the developed model is
used to calculate the output-referred noise.

In the theoretical model, the effect of each nonideality is modeled as a
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Table 3.3:
(a) Device sizes in the column-level ADC.

Device W/L Device W/L
N1 2.0 μm/4.8 μm P1 2.0 μm/5.0 μm
N2 2.0 μm/5.0 μm P2 2.0 μm/2.5 μm
N3 2.0 μm/5.0 μm P3 2.0 μm/2.5 μm
N4 3.0 μm/ .18 μm P4 3.0 μm/ .40 μm
N5 3.0 μm/ .18 μm P5 3.0 μm/ .40 μm
N6 2.0 μm/2.5 μm N7 2.0 μm/ .18 μm
N8 1.0 μm/ .18 μm N9 1.0 μm/ .18 μm

(b) Device sizes in the pixel-level ADC.

Device W/L Device W/L
N1 .75 μm/5.3 μm P1 .75 μm/7.5 μm
N2 .75 μm/7.5 μm P2 .75 μm/3.75 μm
N3 .75 μm/7.5 μm P3 .75 μm/3.75 μm
N4 1.0 μm/ .50 μm P4 2.0 μm/1.0 μm
N5 1.0 μm/ .50 μm P5 2.0 μm/1.0 μm
N6 .75 μm/3.75 μm N7 2.0 μm/ .18 μm
N8 1.0 μm/ .18 μm N9 1.0 μm/ .18 μm

noise source and is referred to the input of the ADC. The circuit parameters
are designed so that the total noise contribution does not exceed the max-
imum allowed input-referred noise of the ADC, an approach that has not
been used before. Input-referred noise is related to output-referred noise,
which was specified in Section 3.1.

Modulator design involves determining the differential peak-to-peak -
range of the OTA output (Vo−pp), the integrator gain (g), the integrating
capacitance (Ci), the sampling capacitance (Cs), the time-constant of the
integrator (τ), the UGB and SLR of the OTA, and the OTA bias currents.
Not all of these are independent.

In the first-order modulator, the differential output range of the integra-
tor with unity gain is four times the single input range of the modulator.
The gain is also a capacitance ratio [3], i.e.,

g =
Cs

Ci
=

Vo−pp
4Vi−pp

, (3.6)

where Vi−pp and Vo−pp are the modulator input range and the integrator
output range, respectively.

A higher integrator gain increases the required voltage range of the OTA
and, as will be explained, reduces the kTC noise. For the latter, it is desired
to maximize the gain. Circuit simulation shows that the maximum output
voltage range of the OTA for this design is .6V with 20% (.12V) deviation
budgeted for mismatch in the OTA. Therefore, the integrator gain is chosen
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Figure 3.8: (a) Schematic of the comparator in the column-level ADC. (b)
Schematic of the comparator in the pixel-level ADC. The outputs of the
OTA are cin1 and cin2, which are inputs here.

to be 1/3 for both ADC examples. A .13V margin is added to the .47V volt-
age range, giving a .6V figure (round number), to compensate for mismatch
in the OTA and integrator gain variation due to capacitor mismatch.

There are different sources of nonidealities in the modulator. Some of
them, such as finite DCG, finite UGB, and finite SLR, cause a settling er-
ror in the integrator. These sources contribute distortion because they de-
pend on the input signal. Other nonidealities, such as kTC noise, thermal
noise, flicker noise, clock jitter, clock-feedthrough, nonlinear on-resistance
of switches, charge injection, and comparator offset [77] contribute random
noise. Measures must be taken to reduce the noise and distortion in the
output signal to achieve the desired specifications.

In the example designs, as will be explained, the integrator settling er-
ror is the dominant nonideality for both ADCs. Using techniques described
below, the other sources would be smaller than a threshold level and, there-
fore, they are negligible. The settling error must be reduced to the order of
the random noise for this distortion to be negligible.
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3.4.1 Input-Referred Noise

The output signal of a delta-sigma modulator is equal to its input signal
plus filtered quantization noise. Assume that the total input-referred noise
of the ADC is white with power σ2

n . Then the filtered analog noise power at
the ADC output σ2

a , which together with the filtered quantization noise σ2
q

determines the performance, depends on a (causal) decimation filter h[n]
according to Parseval’s theorem, i.e.,

σ2
a = σ2

n

∞∑
n=0

|h[n]|2. (3.7)

As discussed in Chapter 2, the optimal FIR decimation filter of the first-
order delta-sigma ADC, over a Nyquist interval of M samples with input
DC signal, has a parabolic impulse response, i.e.,

h[n] =
1
S

{ −n2 +n(M − 1) +M, 0 ≤ n ≤M − 1
0, otherwise

, (3.8)

where

S =
M(M +1)(M +2)

6
. (3.9)

For large M , it can be shown using the above equations that the analog
noise of the output is given to a good accuracy by

σ2
a =

6
5M

σ2
n . (3.10)

The total output-referred noise-and-distortion of the ADC is a summation
of the analog noise σ2

a and the quantization noise σ2
q , i.e.,

σ2
y = σ2

a +σ2
q . (3.11)

Assuming that the analog noise power σ2
a is equal to the quantization noise

power σ2
q , the input-referred noise σ2

n of the ADC is given by

σ2
n =

5M ·σ2
y

3
. (3.12)

As discussed in Section 3.1, the ADC is designed with the output-referred
noise-and-distortion σy equal to .43mV. Using (3.12), σn should be less
than 7.2mV in order to meet the specifications. Given that there are multi-
ple uncorrelated noise sources in the modulator, for both of the ADCs, the
total input-referred noise power should be less than σ2

n .
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3.4.2 Capacitor Size

To minimize the power consumption, capacitances should be minimized.
However, smaller capacitors have larger mismatch and, therefore, lead to
higher gain error in the integrator. They also create more kTC noise. The
first-order structure is not sensitive to capacitance mismatch and the re-
sulting gain error. Therefore, the minimum value for the capacitances in
the integrator is determined by kTC noise. Assuming that kTC noise from
different capacitors are uncorrelated, and the integrator gain is 1/3, the to-
tal kTC noise power referred to the input can be determined, i.e.,

σ2
n−kTC =

2kT
g2Ci

+
2kT
gCi

=
24kT
Ci

. (3.13)

The total kTC noise must be less than σ2
n . Thus, the minimum theo-

retical value for the integrating capacitance Ci is 5.7fF, which means the
minimum theoretical value for the sampling capacitance is 1.9fF. On the
other hand, the capacitors should be larger than parasitic capacitors. Also
they should have small mismatch. Metal-insulator-metal (MIM) capacitors
have a high capacitance with low mismatch despite a small area. Therefore,
they are a good choice for this design.

The minimumMIM capacitor size in the process that we used was 20fF.
Therefore, the sampling capacitor is designed to be 20fF. The integration
capacitor is selected to be 60fF to achieve the gain of 1/3. These are both
greater than the theoretical values, leaving enough margin to account for
any mismatch in the capacitors. Therefore, kTC noise is negligible com-
pared to σ2

n for the example ADC designs.

3.4.3 DC Gain

Since input-referred noise of the ADC and oversampling ratio are the same
for both example ADCs, the required DCG is the same. The finite DCG of
the OTA introduces gain error and leakage in the integrator. Although gain
error of the integrator is not a serious problem in a first-order modulator,
leakage can greatly affect the output SNR. The differential output range of
the integrator is Vo−pp. In a simple model, the leakage could be modeled as
uniformly-distributed noise over the voltage range (Vo−pp/A), where A is the
OTA gain. Variance of this error should be less than σ2

n . This suggests that
the OTA gain should be higher that 31dB. The OTA of Section 3.3.2 can
easily achieve a high DCG at no power consumption cost. Therefore, the
DCG is designed to be high enough so that the leakage error is negligible
compared to σ2

n .
An integrator with leakage was simulated to determine the required

DCG of the OTA for the example ADCs. The simulation results showed
that a gain of at least 41dB was needed to achieve the desired input-referred
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noise. Nonlinearity effects of the OTA are difficult to analyze [77,86]. But as
long as the overall DCG of the OTA, including nonlinearity, is higher than
the desired threshold, the performance will not degrade. This was con-
firmed by circuit simulation. Differences between theory and behavioural
simulation may occur because the integrator leakage may not correspond
exactly to uniformly-distributed noise.

3.4.4 Settling Error

Since the example ADCs function at different clock speeds, their OTAs have
different UGB and SLR. For each case, the OTA is optimized to have min-
imum power consumption with enough UGB and SLR so that the settling
error is less than the threshold. Therefore, given the integration period (Ts),
capacitor sizes (Ci , Cs), and output range of the integrator (Vo−pp), the opti-
mum values for UGB and SLR must be determined.

Assuming a single dominant pole (ω1) for the OTA, the UGB of the in-
tegrator when responding to a step input is given by [3]

UGB ≈ A

τ
, (3.14)

where

A =
1
2π

(
1+

Cs

Ci

)
. (3.15)

Also, assuming the UGB is mainly determined by DCG and the single dom-
inant pole (ω1=roCi ) of the OTA, the UGB is determined by

UGB =DCG ·ω1 =
gm
ro

ro
Ci

=
2I1

Ci ·Vod
, (3.16)

where gm is the transconductance of the input stage, ro is the output resis-
tance, and Vod is the overdrive voltage of the input transistors in the OTA.

The SLR of the OTA is given by

SLR =
min(I1, I2)

Ci
, (3.17)

where I1 and I2 are the currents of the input and output branch. For a
certain value of UGB, in order to maximize the SLR, I1 and I2 should be
equal. Using (3.14) and (3.16), (3.17) can be rewritten, i.e.,

SLR =
I1
Ci

=
VodA

2τ
. (3.18)

To ensure no slewing at the OTA output, the SLR should be greater than
the maximum possible slope at the integrator output, which is Vo−pp/2τ.
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Considering τ in (3.14), the UGB should be less than 2A ·SLR/Vo−pp to avoid
slewing. On the other hand, using (3.14) and (3.18), it can be shown that

UGB =
2SLR
Vod

. (3.19)

For reasonable values of A and Vod , it is impossible to avoid slewing.
The optimum solution in the OTA design is to have slewing at the OTA

output, which is compensated by a reasonable UGB and corresponding τ.
In (3.5), because the derivative of v+o (t) − v−o (t) is continuous at t = t0, we
require:

SLR =
Vo−pp/2− 2SLR · t0

2τ
. (3.20)

Let the parameter N be defined as:

N =
Ti − t0

τ
. (3.21)

Using (3.20) and (3.21), the time constant of the integrator can be deter-
mined as follows:

τ =
−2SLR ·Ti +Vo−pp/2
−2SLR ·N +2SLR

. (3.22)

Using (3.18), (3.20), and (3.21), the SLR of the OTA is determined:

SLR =
VodA(N − 1) +Vo−pp/2

2Ti
. (3.23)

Assuming the integrator output is uniformly distributed in its range,
the settling error at the integrator output (differential mode) would be uni-
formly distributed over ±(Vo−pp/2− 2SLR · t0)e−(Ti−t0)/τ . By referring the in-
tegrator output error to the input and comparing it to the threshold level
σ2
n , the maximum settling error and also N can be determined, i.e.,

N = ln

⎛⎜⎜⎜⎜⎝2(Vo−pp/2− 2SLR · t0)√
12σ2

n

⎞⎟⎟⎟⎟⎠ . (3.24)

Using (3.21)–(3.24), N , SLR, τ, and t0 can be derived iteratively. The
equations can be solved using a few iterations starting with t0 equal to zero.
The values converge after a few iterations. Thereafter, UGB is calculated us-
ing (3.19). For example, with the column-level ADC, the SLR and UGB are
calculated to be 5.9V/ms and 23.0MHz. With the pixel-level ADC, these
parameters are calculated to be 5.3V/ms and 21.2kHz. Using (3.18), the
current in each branch of the OTA may be determined. Considering that
power consumption is mostly determined by this current, an estimation of
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Figure 3.9: RMS noise-and-distortion versus SLR and UGB of the OTA for
(a) the column-level ADC and (b) the pixel-level ADC. The simulation is
done using the behavioural model with 50 uniformly-distributed samples.

power consumption is obtained. However, other parts of the circuit will
also add to the power consumption.

Using the behavioural model, an ADC having an integrator with slewing
and limited UGB was simulated. The ADC was tested with 1000 samples,
which were uniformly distributed over the input range. As shown in Ta-
ble 3.1(b), for the column-level example, the minimum values for SLR and
UGB are 6.5V/ μs and 26.0MHz, respectively, to achieve the required σy .
These parameters for pixel-level ADC are 5.9V/ms and 22.5kHz, as shown
in Table 3.1(c). The difference between theory and behavioural simulation
is because the integrator output is not exactly uniformly distributed. Also
a limited number of samples were simulated. However, the theory resulted
in good estimates of UGB and SLR.

Using the behavioural model, the effect of varying the UGB and SLR on
RMS noise-and-distortion σy was simulated in both ADC examples. Fig. 3.9
shows the RMS noise-and-distortion versus UGB and SLR. In both cases, for
high values of SLR, σy is not sensitive to UGB. It is because a smaller UGB,
which corresponds to a larger time constant, only reduces the integrator
gain. As discussed before, the first-order modulator is not sensitive to the
integrator gain. Therefore, as long as there is no slewing, σy is not sensitive
to UGB. Also, for small values of UGB, σy is small and independent of SLR.
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Because slewing does not happen, varying the UGB only affects the integra-
tor gain. Therefore, the performance is not affected by the SLR. In practice,
a high SLR implies a high UGB; it is impossible for the OTA to have high
SLR with low UGB. Therefore, the OTA is designed with high enough SLR
and UGB to meet the required σy .

3.4.5 Other Nonidealities

Thermal or flicker noise may also be present at the OTA input. The thermal
noise of a long-channel MOS device can be modeled by a voltage source in
series with the gate and having a power spectral density (PSD) of [82]

V 2
n (f ) =

4kTγ
gm

, (3.25)

where k is Boltzmann’s constant, T is temperature, and γ is 2/3 for a long-
channel device. The flicker noise of one transistor can also be modeled as a
voltage source in series with its gate, with a PSD of [82]

V 2
n (f ) =

F

CoxWL
· 1
f
, (3.26)

whereW and L are the width and length of the transistor and F is a process-
dependent constant on the order of 10−25. Even using minimum-size tran-
sistors with an overdrive voltage of .2V, one can ensure that the thermal
and flicker noise of input transistors in the OTA are much less than the
threshold and, therefore, will not degrade the performance of the ADC.
Consequently, no correlated double-sampling circuit is needed to alleviate
the flicker noise.

For both of the example ADCs, kTC noise, thermal noise, and flicker
noise were simulated by adding a noise source at the input of the modulator
in the behavioural model. To accurately simulate the output range of the
OTA, the output of the integrator is limited using a saturation block.

Nonidealities due to the switches are mostly nonlinear resistance, clock
feedthrough, and charge injection [3]. A differential-mode integrator will
greatly attenuate the common-mode noise, thereby decreasing the effect of
charge injection and clock feedthrough. Transistors must be large enough
so that the nonlinearity of their on-resistance does not affect the settling
behavior. This is assured by circuit simulation.

The effect of clock jitter in the ADC is mostly a variation in the sam-
pling time of the analog input signal [77]. This issue is more problematic
when the oversampling ratio is small and the signal varies during the over-
sampling period. In both examples, the input signal does not have a rapid
change during the oversampling interval and so the performance is not af-
fected by clock jitter.
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Noise and distortion due to circuit nonidealities occurring after the inte-
grator will be greatly attenuated when referred back through the integrator.
Therefore, nonidealities of the comparator used to implement the one-bit
quantizer can be widely tolerated. A comparator offset would change the
signal range that is fed back in the delta-sigma loop to the integrator. As
long as there is enough voltage range at the integrator input, this offset will
not degrade performance. It is taken into account by adding a .13V margin
to the .47V voltage range, as previously specified. Circuit simulation shows
that comparator hysteresis must be less than .1V.

3.5 Mismatch Considerations

In the previous section, using the theoretical model together with behavioural
and circuit simulations, circuit parameters of the modulator were deter-
mined. Since the ADC is designed for minimum area, transistors are sized
for minimum area in general. However, as explained below, some minimum
transistor sizes must be determined by mismatch considerations.

For the example ADCs, the OTA is designed forminimum area. With the
pixel-level ADC, it is important to reduce the area as it limits the pixel size.
With the column-level ADC, the ADC array would occupy a considerable
portion of a chip. By saving this area, there would be more space for pixels,
and a larger pixel array is achievable.

The major constraint for small area is mismatch because smaller transis-
tors are more susceptible to device mismatch. Mismatch creates variation
in the OTA bias point in the example ADCs and, therefore, it modifies the
modulator performance. The OTAmust be designed with enough tolerance
to this variation.

Transistors N1–4 and P1–3 in the OTA (Fig. 3.6) are more sensitive to
variation, compared to the other transistors, because there is a high gain
from their gate voltage to the OTA output. Therefore, these transistors
should be sized carefully. Their mismatch could be divided into two parts—
common mode and differential mode. Differential-mode mismatch does
not affect performance because the ADC can easily correct it. The integra-
tor output is forced to oscillate around the common mode. Therefore, any
initial difference between outputs will be canceled after a few clock cycles.

To simulate common-mode mismatch, a voltage source was added to
the gate voltage of transistors P1–3, and RMS noise-and-distortion σy was
calculated. The voltage represents a variation in threshold voltage (Vt).
Fig. 3.10 shows the RMS noise-and-distortion versus this voltage. The sim-
ulation may be divided into two regions. In the first region, the Vt variation
is less than 3mV. Here, the CMFB circuit compensates for any current dif-
ference between the upper and lower branches of the OTA, and the OTA
remains at the proper bias point. In the second region, the current differ-
ence is more than what the CMFB circuit tolerates. Therefore, the OTA bias
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Figure 3.10: Effect of common-mode mismatch on RMS noise-and-
distortion of the ADC. The oversampling ratio is set to 1024.

point changes. This reduces the DCG, UGB, and/or SLR of the OTA, which
degrades the performance. To avoid this problem, the CMFB should be
designed with maximum tolerance, and the OTA should be designed with
small enough mismatch. This means the transistor sizes should be large
enough and the transistor layouts should be carefully done.

The CMFB circuit should be optimized to tolerate the mismatch as much
as possible. This may be done by increasing the CMFB gain. Higher gain in
the CMFB causes more nonlinearity in the OTA and more oscillation in the
common mode of the OTA. Therefore, there is a limit for CMFB gain.

Mismatch in the OTA may be controlled by the transistor sizes and lay-
outs. Transistor sizes are determined based on the maximum tolerable mis-
match in the circuit. As shown in Fig. 3.6, the CMFB circuit provides the
current difference ΔI between the up branch (Ip) and down branch (In), i.e.,

ΔI = Ip − In. (3.27)

As long as the CMFB provides enough current, the OTA is working in the
proper region and the ADC performance is high. Assuming that ΔI has a
zero-mean Gaussian distribution, its standard deviation should be less than
some constant 2σI to achieve 95% pixel yield.

Currents of each branch in the OTA can be determined as follows [82]:

In(p) =
μn(p)CoxW (Vgs −Vt)2

2L
. (3.28)

Assuming that the dominant variation in the current comes from the vari-
ation of threshold voltage, current variation may be expressed in terms of
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threshold voltage variation:

σI =
dI

dVt
σVt

=
2I

(Vgs −Vt)
σVt

. (3.29)

The threshold voltage variation ofMOS transistors may be expressed in turn
as a function of their size [82]:

σVt
=

B

(WL)1/2
, (3.30)

where B is a constant that depends on the process. Using circuit simulation,
the maximum value of ΔI that the CMFB circuit can provide with tolerable
nonlinearity and negligible oscillation is determined. Based on that, the
minimum transistor sizeWL may be found:

ΔI <
20.52I

(Vgs −Vt)(WL)1/2
. (3.31)

In order to avoid the undesired mismatch effects, transistors N1–4 and
P1–3 should be designed with their width times length equal to the derived
minimum size. Using this technique, an OTA may be designed to meet the
required specifications without wasting layout area. Because the above the-
ory involves some approximations, circuit simulation is needed for verifi-
cation. Some adjustments may be required. Also, layout design techniques
should be used to reduce the mismatch effect further [82].

3.6 Conclusion

In this chapter, a new design flow for designing a first-order delta-sigma
modulator was presented. The design flow was used to design two exam-
ple ADCs, one with specifications for column-level data conversion, and
the other with specifications for pixel-level data conversion. Unlike with
higher-order modulators, very small capacitors can be used with the first-
order modulator. Therefore, a very small ADC with low power consump-
tion can be designed. This method of design differs from the state-of-the-
art, which mostly concerns higher-order modulators.

The design flow includes a theoretical model together with behavioural
and circuit simulation. In the theoretical model, all the nonidealities of the
analog circuit are referred to the input. Circuit parameters are determined
to ensure that the total input-referred noise is less than the threshold level.
Using the behavioural model, nonidealities were simulated with Simulink
and the optimal value for each parameter was determined. A circuit may
be designed with the parameters derived from theory and the behavioural
model. Circuit simulation was employed to confirm and refine the design.
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Section 3.6: Conclusion

This design flow also presents a method to reduce the transistor size with-
out violating a specified mismatch tolerance. Thus, one can use this design
flow to design a modulator based on given specifications that reduces area
usage and also possesses low power consumption.

In the next chapter, experimental results of two fabricated ADCs are
presented. They were designed using an incomplete version of the de-
sign flow in this chapter. As will be demonstrated, the theoretical and be-
havioural models of the completed modulator design flow correspond to
and account for the experimental results.
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Chapter 4

Data Converter Advances

In this chapter, we describe how two ADC arrays with specifications of col-
umn and pixel-level data conversion were designed, fabricated, and tested.
The ADCs are significantly smaller than state-of-the-art delta-sigma ADCs
but have comparable figures of merit. This makes them very suitable for use
in column or pixel-level data conversion. The pixel-level ADC is the first to
integrate in-pixel decimation. Performance of the ADCs is explained using
the completed modulator design flow presented in Chapter 3.

Although the ADCs are designed to be used in an image sensor, at this
stage the ADCs are stand-alone and their inputs are not connected to a pho-
todetector. Instead, a voltage source is used as the input to the ADCs. Using
a ramp input signal, ADC performance wasmeasured. This includes output
RMS noise, output RMS noise-and-distortion, and dynamic range for a cer-
tain sampling rate and power consumption, which are the key parameters
that would limit the performance of an image sensor.

In Section 4.1, the architecture of the fabricated chip is explained. The
test platform is discussed in Section 4.2. This includes the printed circuit
board (PCB) design, interfacing of the PCB to a PC, the FPGA program,
and the method of performance measurement. Later, in Section 4.2.2, test
results of both ADCs are presented. Results are discussed further, in Sec-
tion 4.3, using the theoretical and behavioural models of Chapter 3. The
main results of this chapter are summarized in Section 4.4.

4.1 Fabricated Designs

Fig. 4.1 shows a micrograph of the chip fabricated in 0.18μm standard
CMOS technology. The chip occupies an area of 1930 × 930μm2, includ-
ing the bond pads, and has 11,540 transistors. Two converters, one with
specifications for column-level data conversion and the other with specifi-
cations for pixel-level data conversion, were designed and fabricated. These
specifications are not the same as the modulator designed in Chapter 3. At
the time that the modulators were being prepared for fabrication, the de-
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20 pixel-level ADCs

14 column-level 
modulators

6 column-level 
modulators

Other project

Address decoder

1930 m

930 
m

Figure 4.1: Micrograph of the fabricated chip containing a column-level
modulator array and a pixel-level ADC array. Using an address decoder,
each of the converters may be turned on and their outputs may be read out.

sign flow was incomplete. As a result, the desired RMS noise was chosen to
be .064mV for both cases, instead of .43mV.

Fig. 4.2 shows a block diagram of the chip. The chip has an array of
20 column-level modulators and an array of 20 pixel-level ADCs. Using
a 5:32 decoder inside the chip, ADCs could be selected. To measure the
power consumption of groups of ADCs, several of them could be turned on
at the same time. 7 pixel-level ADCs are only used in groups to measure
the power consumption per ADC, and 13 of them are used for performance
measurement. Two versions of pixel-level ADCs were designed, 9 of one
type and 4 of another, for the 13 ADCs used for performance measure-
ment. Similarly, 4 column-level ADCs are only used in groups to measure
the power consumption per ADC, and 16 of them are used for performance
measurement.

As shown in Fig. 4.2(b), the decimator of the column-level ADC was not
fabricated. Instead, the decimation was performed in a field-programmable
gate array (FPGA). The sampling clock of the modulator, φ1, was generated
in the FPGA and was sent to the chip. Other clocks, i.e., the integration
clock, φ2, and delayed clocks (φ1d , φ2d), are generated inside the chip,
based on φ1, using clock buffer circuits. The required delay is generated
using inverters with capacitive load. Via a digital buffer, the digital output
of the modulator is sent to the FPGA. The decimation is performed in the
FPGA. Decimator output is stored in a first-in first-out (FIFO) buffer. Using
the universal serial bus (USB) interface, the buffer is periodically read out
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Figure 4.2: (a) Block diagram of the chip containing two types of delta-
sigma designs: (b) a column-level modulator, and (c) a pixel-level ADC.
Decimation for the column-level design is implemented in an FPGA.

to a PC. ADCs are characterized by processing the captured data in Mat-
lab. Using analog buffers, the OTA outputs are read out for monitoring and
testing purposes.

The pixel-level ADC, shown in Fig. 4.2(c), includes the modulator, the
decimator, and the readout circuit, which is controlled by the decoder. In
this design, φ1, φ2, and their delayed versions (φ1d , φ2d) are generated off
the chip, and other clocks (φ̄1d , φ̄2d) are generated on the chip. Filter coeffi-
cients are generated in the FPGA and are sent to the decimator bit serially.
Digital outputs of the in-pixel decimator are read out bit serially and are
stored in a FIFO buffer. The buffer is periodically read out to a PC using
the USB interface. It is also possible to capture the modulator output for
monitoring purposes. Using an analog buffer, the output of the OTA is sent
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Section 4.1: Fabricated Designs

off the chip for testing and troubleshooting purposes.
To save pins, all of the bias voltages and clock signals are shared be-

tween the column-level modulators and the pixel-level ADCs. In order to
measure the power consumption of each converter, the power supply volt-
age is connected to each converter via a switch. Thereby, each time only one
converter can be turned on, and its power consumption is measured. Power
consumption variation among the ADCs is small and negligible.

4.1.1 Circuit Specifications

The design flow for both the fabricated ADCs was similar to the method
presented in Chapter 3. However, the design flow was actually completed
after testing the chip. Behavioural simulation was done using Simulink.
Circuit simulation of the designed ADCs was done for a 0.18μm CMOS
process. Since a simulation of the whole circuit in Cadence would take a
long time, only the modulator was simulated in Cadence and the output bit
stream was exported to Simulink for decimation and SNR calculation. One
assumes that the digital part of the ADC would work without any degrada-
tion in performance. Tables 4.1(a) and 4.1(b) compare specifications of the
fabricated modulators derived from theory, behavioural, and circuit simu-
lation, as well as experimental results.

The ADCs were designed and fabricated with similar specifications of
the ADCs presented in Chapter 3 except with an output-referred noise
of .064mV instead of .43mV. Although an oversampling ratio of 500 is
enough to achieve this output-referred noise, an oversampling ratio of 1024
was chosen to ensure that quantization noise was not the dominant noise
at the ADC output. In this way, the performance derived by experiment
measures the performance of the modulator alone.

Using a similar method to what is presented in Chapter 3, the integra-
tion time is determined based on the required frame rate and the oversam-
pling ratio. Using the theoretical and behavioural model, specifications of
the modulators are determined and are shown in Table 4.1(a) and 4.1(b).
In the theoretical and behavioural model, the power consumption is calcu-
lated based on the required current at the OTA output branch. This cur-
rent is determined based on the desired slew rate. Both the theory and
behavioural model estimate lower power consumption compared to the cir-
cuit simulation because power consumption of the supplementary OTAs,
the CMFB circuit, and bias-generating circuits are not considered in the
former calculations.

Circuit simulation of the fabricated modulators show a lower output-
referred noise since the kTC noise is not simulated in the circuit simulation.
Also the circuit was designed based on the incomplete design flow. There-
fore, the modulator specifications were somewhat incorrect. Experimental
results will be discussed in Section 4.2.1.
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Table 4.1:
(a) Specifications of the fabricated column-level modulator, derived from theory,
behavioural and circuit simulations, and experimental results. Pmod is the modula-
tor power.

Parameter Theory Behavioural Circuit Experimental
Simulation Simulation Results

σy .064mV .064mV .02mV 1mV
Vi−pp .7V .7V .7V .7V
g 1/3 1/3 1/3 1/3
Ts 7ns 7ns 7ns 7± .325ns
DCG 50dB 60dB 90dB -
SLR 34V/ μs 34V/ μs 125V/ μs 40± 2V/ μs
UGB 345MHz 347MHz 300MHz 190± 8.5MHz
Ci 20fF 20fF 20fF 20fF
Cs 60fF 60fF 60fF 60fF
Fs 50kHz 50kHz 50kHz 50kHz
Pmod 15μW 15μW 150μW 79μW

(b) Specifications of the fabricated pixel-level ADC, derived from theory, be-
havioural and circuit simulations, and experimental results. Pmod is the modulator
power.

Parameter Theory Behavioural Circuit Experimental
Simulation Simulation Results

σy .064mV .064mV .02mV .3mV
Vi−pp .7V .7V .7V .7V
g 1/3 1/3 1/3 1/3
Ts 10μs 10μs 10μs 10μs
DCG 40dB 51dB 80dB -
SLR 26V/ms 25V/ms 65V/ms 22± .77V/ms
UGB 259kHz 255kHz 290kHz 240± 8.4kHz
Ci 20fF 20fF 20fF 20fF
Cs 60fF 60fF 60fF 60fF
Fs 50Hz 50kHz 50kHz 50kHz
Pmod 12nW 13nW 120nW 4μW

If the quantization noise is the dominant noise at the ADC output, the
behavioural and circuit simulations achieve lower output-referred noise com-
pared to the theoretical value. It is because the former involves a limited
number of input voltages. Only 50 input voltages have been considered
in Cadence because each transient simulation takes a long time. Since the
behavioral simulation in Simulink has a moderate speed, 500 input sam-
ples were used in Simulink to achieve a higher precision. In a first-order
delta-sigma ADC, quantization noise power depends on voltage for con-
stant inputs, varying by up to 10dB. Therefore, the simulations with 50
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Figure 4.3: (a) Layout of the column-level modulator designed with a 10μm
pitch, a suitable pitch for visible-band image sensors. (b) Layout of the
pixel-level ADC. These ADCs use 33×38μm2 in 0.18μm CMOS technology.

samples have lower output-referred noise compared to the theory. Hence,
it appears the quantization noise for 50 equally-spaced input voltages over
the dynamic range is lower than the expected noise over the whole range.

4.1.2 Circuit Layouts

Schematics of the fabricated ADCs are similar to the column and pixel-
level ADCs presented in Chapters 2 and 3, except the fabricated ADCs are
designed for .064mV output-referred noise. The OTA in the column-level
modulator was designed using the gain boosting technique to provide the
required DC gain. CTM (capacitor top metal) capacitors were used since
they have a high capacitance per unit area and low mismatch.

Fig. 4.3(a) shows the layout of the column-level modulator. The modu-
lator is designed using 148 transistors, with a 10μm pitch that is suitable
for pixels in visible-band image sensors. The modulator only occupies an
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area of 10μm× 185μm, which would be equivalent to 19 pixels.
Fig. 4.3(b) shows the layout of the pixel-level ADC, which uses 275 tran-

sistors. The modulator, the OTA, and the decimator are indicated. Almost
50% of the area is taken by the decimator. In order to assess the impact of
mismatch variation, two different OTAs (OTA1 and OTA2) with the same
specifications but different transistor layouts and sizes were designed for
the modulator. Smaller transistors suffer from more mismatch variation
compared to larger transistors [87]. The area of OTA1 was 6× 32μm2, and
the area of OTA2 was 9 × 32μm2. The ADCs are in two groups: one uses
the smaller OTA (4 ADCs), and the other uses the larger OTA (9 ADCs).
The ADCs in the first and second groups have areas of 32 × 33μm2 and
33× 38μm2, respectively.

4.2 Characterization

In this section, the experimental setup is explained. This includes the PCB
design and the FPGA programming. Then, the experimental results of col-
umn and pixel-level ADCs are presented and compared to state-of-the-art
delta-sigma ADCs. In Section 4.3, performance will be discussed further
using the design flow of the previous chapter, which was incomplete at the
time of chip design.

4.2.1 Experimental Setup

Several specifications of the ADCs, such as RMS noise-and-distortion, RMS
noise, dynamic range, and power consumption are measured. To do so, the
chip is affixed to a PCB. Fig. 4.4 gives a block diagram of the designed PCB.
It is connected to an Altera Cyclone II FPGA. The FPGA is interfaced to a
PC over USB using a QuickUSBmodule from Bitwise Systems. With enough
flexibility to implement various kinds of tests, the chip is controlled by the
FPGA .

Layout of the designed PCB is shown in Fig. 4.5. The PCB is interfaced
to the FPGA board via a 40-pin LVDS connector. It is mounted in a PGA68
package. A 16-bit commercial ADC (AD7680) and a 16-bit commercial
DAC (LTC2641) is provided on the PCB to facilitate the testing method. To
characterize the performance of the fabricated ADCs, the commercial ADC,
DAC, and signal generatormust have an accuracy higher than the fabricated
ADCs. Using a switch, provided on the PCB, the input of the commercial
ADC and the fabricated ADCs can be selected between the DAC output and
the signal generator output. Using the DAC in the PCB, some part of the
test could be done automatically through Matlab. The analog output of the
DAC is buffered using a low-noise operational amplifier. The performance
of the fabricated ADC may be compared to the commercial one provided
on the PCB.
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Figure 4.4: Block diagram of the designed printed circuit board (PCB).

Different analog and digital testing points of the chip are available on
the PCB for analog testing and monitoring. The required analog biasing
signals of the chip are generated in the PCB using a bias-voltage generator.
Voltage regulators are employed to convert the 5V provided from the FPGA
to the digital and analog supply voltages required on the PCB. Also, all the
clocks and digital signals required by the chip are generated in the FPGA.
Translators are used to buffer and adapt the digital voltage levels of the chip
and the FPGA. For power consumption measurement, the input currents of
the chip are measured using small resistors. The voltage across each resistor
is amplified using low-offset operational amplifiers.

Since we are trying to measure very low noise levels, the PCB is designed
with special care to minimize interference and noise. Analog and digital
grounds are separated. One layer of the PCB is mostly used as a ground
plane. Digital and analog grounds are connected at one point close to the
chip using a small resistor. Also, analog and digital signals are separated
and laid out over the appropriate ground plane. In this way, current loops
are minimized and noise coupling is reduced.

Fig. 4.6 shows block diagrams of the digital circuits used to test the col-
umn and pixel-level converters. They are implemented in the FPGA. The
designs are similar, except in the column-level ADC the decimation is per-
formed in the FPGA. Also, in the column-level ADC, only φ1 is generated
in the FPGA. The other required clocks of the column-level modulator are
generated on the chip.

The FPGA is interfaced to the PC, fabricated chip, DAC, and commercial
ADC through the PCB. Using a 48MHz clock provided in the FPGA, all
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Figure 4.5: Layout of the designed PCB for testing of the fabricated column
and pixel-level ADCs, showing the LVDS connector (C), PGA68 package
(P), commercial ADC (A), commercial DAC (D), switch (S), buffer OPAMP
(O1), voltage regulators (R), bias-voltage generator (BG), translators (T),
and low-offset OPAMP (O2). Substantial ground planes are required for
low-noise measurements.

the required clocks are generated. Fig. 4.7 shows a sample waveform of
the signals for ADCs when the oversampling ratio is 1024. For simplicity,
unlike the actual circuit, the coefficients are not rounded and truncated
in the figure. Sampling starts when the start signal is set to one through
the PC. With the pixel-level ADC, generated coefficients are converted to
serial and sent to the chip, and decimation is done in the chip. With the
column-level modulator, coefficients are accumulated in the FPGA when
the modulator output is one. At the end of each interval, reset and write
signals are generated by the coefficient generator. Data is written to the
FIFO and the accumulator is reset. The data in the FIFO is read out by the
PC periodically.

The required signals of the commercial and fabricated ADCs are syn-
chronized to the DAC so that the DAC output settles before the sampling
interval in each ADC starts.
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Figure 4.6: Block diagram of the circuit designed in the FPGA used in test-
ing (a) the column-level ADC and (b) the pixel-level ADC.

4.2.2 Experimental Results

Column and pixel-level ADCs were tested using the same testing method.
Since the ADCs are to be used for image sensors, instead of using a sinu-
soid input, the ramp input method was used in the testing procedure. The
input ramp signal must be pure enough to provide the desired resolution.
For automated testing of multiple ADCs, the DAC was used to generate
the ramp signal. Dynamic ranges of typical column and pixel-level ADCs
were measured using input sine waves, which were generated by the signal
generator. Using the commercial ADC and the signal generator, it was con-
firmed that the resolution is not limited to the PCB or the DAC. Therefore,
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Figure 4.7: Waveform of the signals generated in the FPGA for (a) the
column-level ADC and (b) the pixel-level ADC. Coefficients are generated
for an oversampling ratio of 1024, which are also the values of the first and
last coefficients.

the measured noise of the fabricated ADC is the dominant noise source.
The output of each ADC was read by the PC. Using linear regression,

a straight line was fitted to the ADC output. The oversampling ratio was
1024 and the voltage range was .7 V.

Fig. 4.8 shows the output ramp signal of typical column and pixel-level
ADCs and their corresponding residual error. By repeating the experiment
multiple times, in both the ADCs, it was discovered that the residual errors
of the linear regression fit are composed of two parts. One part, the large
undulations, does not change from experiment to experiment. It defines a
nonlinear distortion. The other part, the small oscillations in the same fig-
ure, does change from experiment to experiment. It defines the temporal
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Figure 4.8: Measurement results of typical ADCs for a ramp input signal.
Output code versus input signal level for (a) the column-level ADC and (b)
the pixel-level ADC. Residual error of (c) the column-level ADC and (d) the
pixel-level ADC. The error is measured after linear regression versus input
signal level. The mean trace is the average of 10 single traces, each of which
has a different temporal noise component.

noise. If the nonlinear distortion is factored out, the temporal noise can
be measured, which is much lower than the former. This shows that the
ADCs have been very successful at reducing temporal noise. Nonlinear dis-
tortion is a consequence of low UGB and SLR in the OTA, which is caused
by mismatch variation within the circuit.

Fig. 4.9 shows the minimum, median, and last decile of RMS noise-and-
distortion among the ADCs versus power consumption. In each case, the
power consumption is modified by changing the bias point of the OTA and
all the ADCs are biased using the same bias voltages. While the pixel-level
modulator achieves lower RMS noise-and-distortion, both of the modula-
tors have similar performances. As expected, the performance of the ADCs
exhibits less variation in a small bias range due to tolerances of the CMFB
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Figure 4.9: The minimum, median, and last decile of RMS noise-and-
distortion versus power consumption of the modulator for: (a) 16 column-
level ADCs and (b) 36 pixel-level ADCs with the larger OTA. Power con-
sumption is varied by modifying the bias current of the OTA. The dotted
line shows the bias point of the modulators in Fig. 4.10.

circuit. Also, in both cases, performance is limited by distortion.
Fig. 4.9(a) gives the performance of the 16 column-level modulators.

The maximum values ranged from 1.5 to 14 mV. In the median case, the
RMS noise-and-distortion is 1mVwith a Nyquist rate of 50kHz and a power
consumption of 79μW. Using circuit simulation, the decimator is estimated
to have 60μW power consumption in all cases.

The pixel-level ADC was designed with two different OTAs to evaluate
the effect of transistor size on performance. Fig. 4.9(b) shows the minimum,
median, and last decile of RMS noise-and-distortion for the 36 pixel-level
ADCs of the second type (larger) versus the modulator power consumption.
Maximum values were undefined for power consumptions less than 2.1μW
and ranged from .7 to 2.5mV at higher power consumption. Although the
ADCs have low RMS noise-and-distortion for power consumption less than
1μW, they exhibit a large variation. For higher power consumption, the
RMS noise-and-distortion has less variation, which means the ADCs are
more reliable. Therefore, the working point of the ADCs was chosen to be
4μW. The median is .3mV at this power consumption. The decimator has
3μW power consumption in all cases.
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Figure 4.10: (a) Cumulative distribution function of number of ADCs ver-
sus RMS noise-and-distortion and RMS noise in (a) 16 column-level ADCs,
(b) 36 pixel-level ADCs with the larger OTA, and (b) 16 pixel-level ADCs
with the smaller OTA. Dotted lines indicate the median values.

Fig. 4.10 shows the cumulative distribution function (CDF) of number
of ADCs versus RMS noise-and-distortion and RMS noise in the column and
pixel-level ADCs. When normalized, the CDF estimates the probability that
a given variable is less than or equal to a certain value. Measurement were
done at the power consumptions indicated in Fig. 4.9, at which the ADCs
have reliable performance with little variation. The variability is mainly a
result of mismatch variation because of very small transistors used in the
OTA. Variability could be reduced by using larger transistors, as will be
discussed in Section 4.3.

Tables 4.2(a) and 4.2(b) summarize the RMS noise-and-distortion and
RMS noise in the column and pixel-level ADCs. Performance of the column-
level ADC is measured when the modulator has 79μWpower consumption.
Clearly, nonlinearity error is the dominant error. Also, variation in perfor-
mance is because of mismatch.

Each pixel-level modulator has 4μWpower consumption, while the dec-
imator has 3μW power consumption. Pixel-level ADCs using the larger
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Table 4.2:
(a) RMS noise-and-distortion in the column and pixel-level ADCs.

Parameter Column-Level Pixel-Level ADC Pixel-Level ADC
ADC with Larger OTA with Smaller OTA

Maximum 1.8mV .70mV 1.4mV
Median 1.0mV .30mV .56mV
Minimum .40mV .13mV .30mV

(b) RMS noise in the column and pixel-level ADCs.

Parameter Column-Level Pixel-Level ADC Pixel-Level ADC
ADC with Larger OTA with Smaller OTA

Maximum .35mV .53mV .55mV
Median .14mV .11mV .22mV
Minimum .10mV .05mV .11mV

OTA (36 ADCs) with less mismatch variation achieve lower RMS noise-and-
distortion and RMS noise. The median ADC using the larger OTA achieves
5.1dB lower RMS noise-and-distortion and 6dB lower RMS noise compared
to themedian ADC using the smaller OTA. This shows that the performance
of the ADCs using the smaller OTA (16 ADCs) is limited because of mis-
match variation. In both cases, RMS noise is significantly smaller than the
distortion level, showing that nonlinearity error is the dominant error in
the output.

Dynamic ranges of the typical ADCs are measured using an input sine
wave, which is generated by the signal generator. Fig. 4.11 shows signal-
to-noise-and-distortion ratio (SNDR) versus peak-to-peak voltage of a sine
wave for typical column and pixel-level ADCs. Dynamic range of a typical
column-level ADC is measured to be 62dB, which means 10-bit resolution.
A typical pixel-level ADC has 66dB dynamic range, which means 11-bit
resolution.

For a typical pixel-level ADC with 11-bits resolution, differential non-
linearity (DNL) and integral nonlinearity (INL) were measured to be 1.5
and 2.6 LSB, respectively. DNL and INL for a typical column-level ADC
with 10-bit resolution were 3.5 and 17 LSB, respectively.

4.2.3 Figures of Merit

To evaluate the performance of the column and pixel-level ADCs against
the state of the art, consider two commonly-used figures-of-merit (FOMs),
which are defined as follows [1,12,61,88]:

FOM1 dB =DRdB + 10log
BW
Pmod

, (4.1)
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Figure 4.11: Signal-to-noise-and-distortion ratio versus amplitude of an in-
put sine wave for a typical (a) column-level and (b) pixel-level ADC.

FOM2 =
Pmod

2 ·BW · 2ENOB , (4.2)

where DR is the dynamic range of the modulator, which should not be con-
fused with the dynamic range of the image sensor. DR is defined as the
ratio of maximum and minimum amplitudes of sinusoid tests for which
SNDR > 0dB [60]. BW is the Nyquist sampling rate, Pmod is the power con-
sumption of the modulator, and ENOB is the effective number of bits, which
is defined as (SNDR− 1.76)/6.02. Both definitions give similar results. The
first definition will be used in this thesis.

Table 4.3 compares the modulator performance of the fabricated ADCs
to state-of-the-art OTA-based modulators. Only the modulator is consid-
ered because only FOM and power consumption of the modulator is re-
ported in the literature [29,61,89].

The FOM of a typical column-level modulator with the measured dy-
namic range of 62dB is 150dB. Since the modulator is going to be used in
an array, the area of the modulator matters. Although the FOM of the de-
signed modulator is not better than the other modulators, its area usage is
significantly smaller. For example, the modulator area is 227 times or 47dB
smaller than the modulator with the best FOM.

The FOM of a typical pixel-level modulator is 137dB when its power
consumption is 4μW. The ADC achieves a low RMS noise but the FOM
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Table 4.3: Performance of the fabricated designs, as compared to state-of-
the-art OTA-based modulators in the literature.

Design Process DR BW Pmod FOM Area

Column-Level 0.18μm 62dB 50kHz 79μW 150dB 1850μm2

Modulator
Pixel-Level 0.18μm 66dB 50Hz 4.0μW 137dB 627μm2

Modulator
Kuo et al. 0.18μm 88dB 20kHz 1.52mW 159dB 1.57mm2

[90], 2010
Agah et al. 0.18μm 90dB 1.0MHz 38.1mW 164dB 3.50mm2

[12], 2010
Lee et al. 0.18μm 82dB 1.9MHz 8.10mW 166dB 1.27mm2

[88], 2009
Roh et al. 0.13μm 83dB 20kHz 0.06mW 168dB 0.42mm2

[61], 2008
Kim et al. 0.13μm 92dB 24kHz 1.50mW 164dB 1.40mm2

[89], 2008
Safi-Harb et al. 0.18μm 78dB 2.0MHz 19.0mW 158dB 6.40mm2

[60], 2005

is not high because the power consumption is set high to make sure that
the modulators are biased so as to minimize variability. At lower power
consumptions, better FOM is achieved but the performance has more vari-
ability. Although the designed pixel-level ADC has lower FOM than the
other modulators, its area usage is significantly smaller. The ADC area
is 1254μm2, of which the modulator takes half. It is 670 times or 57dB
smaller than the modulator with the best FOM.

Recently, there has been an increased interest in employing inverter-
based integrators in delta-sigma ADCs to reduce the area and power con-
sumption of the modulator [1, 28]. In this approach, the OTA is replaced
with an inverter. Chae et al. [29] design a second-order delta-sigma ADC
this way, in 0.13μm technology, with an FOM of 172dB. The ADC occu-
pies 2700μm2, which is 2.2 times larger than the pixel-level ADC presented
here.

4.3 Discussion

In this section, experimental results are analyzed and explained based on
the theory presented in the previous chapter. Also, the behavioural model
is used to simulate the circuit and justify the results. The same method is
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used to explain both the column and pixel-level ADCs. Hence, the design
flow is validated using the experimental results.

In principle, delta-sigma ADCs are less sensitive to analog nonidealities
as compared to Nyquist-rate ADCs. But in order to achieve certain speci-
fications, the OTA, which is the most critical component in the ADC, must
provide minimum requirements. These requirements include the DC gain,
unity gain bandwidth, slew rate, etc [60,77]. These parameters are affected
by mismatch variation. Mismatch variation can change the bias current of
the OTA and, therefore, modify its specifications.

The digital section of the ADC, which functioned perfectly, is not sensi-
tive to mismatch variation and could be implemented using minimum size
transistors. However, the analog part of the design, mainly the OTA, is sen-
sitive to mismatch variation. To eliminate these variations, the OTA should
be designed with a large enough area using robust layout techniques. This
is not easily possible in a very small pixel. Mismatch is more problematic
when instead of switched-capacitor CMFB circuits, a DDA-CMFB is used
to save area. The DDA-CMFB circuit is less tolerant to mismatch and also
creates more nonlinearity in the OTA output.

What is desired is to design the smallest OTA that meets a required mis-
match specification based on the ADC specification. The effect of mismatch
variation on ADC performance was included in the completed design flow
to ensure that the ADC can achieve the required performance. At the time
of actual design, however this was not done partly because the data regard-
ing mismatch variation for the CMOS process was not available.

As Fig. 4.8(c) and (d) show, the nonlinearity error is larger than the tem-
poral noise. Chapter 3 discussed how the nonlinearity error is caused by
settling error, which depends on the input signal. This means that either
the SLR or UGB is not enough for the available integration time or vice
versa. Degradation in the SLR and UGB is caused by mismatch in the OTA.

In addition, the column-level modulator was designed so that the inte-
gration and sampling times are 7ns, and the oversampling period is 15ns.
The clock φ2, a delayed version of φ1, is generated using a delay circuit,
while φ1 is generated in the FPGA. The delay circuit for φ2 is designed to
provide 7.5ns delay. Any variation more than .5ns in the delay provided by
the delay circuit inside the chip will cause an overlap between the clocks.
This can cause a large degradation in performance. Therefore, the sampling
clock φ1 must have a very accurate duty cycle with sharp edges.

The effect of modifying the duty cycle of φ1 on column-level ADC per-
formance was checked in another experiment. It was shown that any vari-
ation of the duty cycle can easily affect the RMS noise-and-distortion and
RMS noise. Therefore, degradation in performance is partly because of this
problem. The clocks should be generated in a different way to avoid this
issue.
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Figure 4.12: Simulated cumulative distribution function of number of
ADCs versus RMS noise-and-distortion in (a) column-level and (b) pixel-
level ADCs, when the UGB, SLR, and integration time have a normal distri-
bution with reasonable mean and standard deviation. Other specifications
of the ADCs are the same as the original values.

4.3.1 Behavioural Simulation

As explained in the previous chapter, nonlinear distortion is mostly be-
cause the SLR or UGB of the OTA is smaller than the desired value. To
justify the experimental results, the behavioural model presented in Chap-
ter 3 was used to simulate the modulators and estimate the UGB, SLR, and
integration time. Column and pixel-level modulators were simulated with
randomly-varying UGB and SLR around the mean values. Also, for the
column-level modulator, variation of the integration time was considered
in the simulation.

Fig. 4.12 shows the CDF of number of ADCs versus RMS noise-and-
distortion in column and pixel-level ADCs, where the mentioned param-
eters have a normal distribution. It was assumed that other specifications
of the fabricated modulators are the same as the original values. The sim-
ulated column and pixel-level modulators have similar performance to the
experimental results in Fig. 4.10(a) and (b) when UGB, SLR, and integration
time have reasonable values. Therefore, the behavioural model can explain
the experimental results.

In the simulated column-level modulator, the UGB was set to a mean of
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Figure 4.13: Residual error of simulated (a) column-level and (b) pixel-level
ADCs, when the SLR and UGB of the OTA are smaller than the required
values.

190MHz with a standard deviation of 8.5MHz, the SLR was set to a mean of
40V/ μs with a standard deviation of 2V/ μs, and the integration time had a
7ns mean with a .325ns standard deviation. Compared to the circuit sim-
ulation, smaller UGB and SLR are expected with the experimental results
because the power consumption in the experimental results is half that of
the circuit simulation. These values are comparable to the behavioural and
theoretical results presented in Table 4.1(a).

In the simulated pixel-level modulator, the UGB was set to a mean of
240kHz with a standard deviation of 8.4kHz. The SLR had a 22V/msmean
with a .77V/ms standard deviation, and the integration time was fixed to
10μs. Once again, these values are comparable to the behavioural and the-
oretical results presented in Table 4.1(b).

Fig. 4.13 shows the residual error for a ramp input signal when the SLR
and UGB of the column and pixel-level modulators are the mean values
used for Fig. 4.12. The error shape from the simulation of low SLR and UGB
is similar to the error shape, shown in Fig. 4.8, of the experimental results.
This resemblance supports the theory that the performance degradation in
the experimental results is a result of low SLR and UGB.

In order to increase the SLR and UGB, the bias current should be in-
creased. However, the OTA is designed only for a certain bias current. In-
creasing the current after fabrication of the design will change the common-
mode output voltage and modify the OTA bias voltages.

Simulink simulation shows that kTC noise generated because of the 60fF
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capacitors results in random temporal noise, and it limits the RMS noise-
and-distortion to .045mV. This is one factor that determines the RMS noise,
which is two to three times as large in the experimental results, i.e.,Tables 4.2(b).

It was shown that performance of both the ADCs can be predicted using
the Chapter 3 model. This means that the experimental results validate the
design flow presented in the previous section. To improve the modulator
performance, the completed design flow must be used.

4.4 Conclusion

In this chapter, the design and experimental results of two arrays of column
and pixel-level ADCs were discussed. The fabricated ADCs have figures of
merit comparable to state-of-the-art delta-sigma ADCs while their area us-
age is significantly smaller. This makes them more suitable for ADC arrays.
The pixel-level ADC is the first to integrate in-pixel decimation.

A platform was designed to facilitate the testing procedure. This in-
cluded PCB design, FPGA programming, and data measurement. The out-
put bit stream of the ADCs were transfered to a PC through the designed
PCB and the programmed FPGA for processing and performance measure-
ment.

With both the column and pixel-level ADCs, the RMS noise-and-distortion
and RMS noise are degraded and show variability because ofmismatch vari-
ation. This was explained using the completed modulator design flow pre-
sented in Chapter 3. Therefore, the design flow was validated using the
experimental results of two ADC designs.

With the pixel-level ADCs, two different versions were designed, one
using a larger OTA, and the other using a smaller OTA with the same spec-
ifications. The ADC with the larger OTA achieves a lower RMS noise-and-
distortion, which also implies that mismatch variation affects the ADC per-
formance.

In the next chapter, two logarithmic image sensors are designed and
fabricated using column and pixel-level ADCs similar to the ones presented
in this chapter. The experimental results of both arrays will be discussed
and compared to state-of-the-art image sensors.
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Chapter 5

Image Sensor Advances

For this chapter, two image sensors, one using column-level data conver-
sion and the other using pixel-level data conversion, were fabricated on one
chip, and tested. Experimental results are compared to the state of the art,
which demonstrates a significant improvement to the SNDR of logarithmic
sensors. This means that using column or pixel-level delta-sigma ADCs is
a promising approach to boost the SNDR of logarithmic sensors. Because
the column or pixel outputs are digital, these structures are called digital
column or pixel sensors (DCS or DPS).

Both array sensors use a photodetection circuit with a logarithmic re-
sponse. Logarithmic sensors are chosen over linear sensors because they
can easily achieve high dynamic range, whereas their main drawback is low
SNDR. Apart from dynamic range, effective bit resolution in an image is de-
termined by SNDR, which is limited by SNR and residual FPN. Therefore,
our main focus is to improve the SNDR.

Using column or pixel-level data conversion, readout noise is reduced
and SNDR is improved, something that cannot be done with a chip-level
approach. Nyquist-rate ADCs need a sharp low-pass filter with a large area,
making them impractical for the column or pixel-level approach. Instead,
delta-sigma ADCs are employed to perform data conversion so that the tem-
poral noise can be reduced without using a sharp low-pass filter. Therefore,
the approach of column or pixel-level data conversion based on delta-sigma
ADCs is beneficial in removing noise and improving the SNDR of logarith-
mic sensors.

Section 5.1 explains the architecture of the fabricated chip. The exper-
imental setup and results are presented in Section 5.2. Also, performance
of the image sensors is compared to state-of-the-art image sensors. The ex-
perimental results are discussed further in Section 5.3. Moreover, DCS and
DPS approaches are compared to each other. The main contributions of this
chapter are summarized in Section 5.4.
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64×48 sensor array
with pixel-level 
data conversion

96×84 sensor array
using column-level 

data conversion

ADC arrays 
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data conversion
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2.9 m
m

Figure 5.1: Micrograph of the prototype fabricated in 0.18μm CMOS
technology. The chip contains two logarithmic image sensors, one using
column-level data conversion and the other using pixel-level data conver-
sion. In both arrays, the conversion is done using delta-sigma ADCs.

5.1 Fabricated Designs

The chip, fabricated in 0.18μm 1P5M standard CMOS technology, includes
two logarithmic image sensors. Fig. 5.1 shows a micrograph of the 2.5 ×
2.9mm2 chip, which has 1,004,786 transistors. To save resources, small ar-
rays were fabricated, which suffice to show the feasibility of the approaches.
The DCS has 84×96 pixels, each with size 8×8μm2. The image sensor using
pixel-level data conversion has 48× 64 pixels, each with size 38× 38μm2.

Fig. 5.2 gives a block diagram of the chip. Both image sensors use first-
order delta-sigma ADCs, which are very similar to the stand-alone ADCs
presented in the previous chapter. Row and column decoders are shared be-
tween the arrays. Clock signals and analog bias voltages are also shared by
the image sensors. Sampling and integration clocks (φ1, φ2), and their de-
layed versions (φ1d , φ2d), for both image sensors are generated in an FPGA
and are sent to the chip.
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Figure 5.2: Floor plan of the chip, including the digital column sensor
(DCS), which is divided into multiplexed sensors (S) and a digital column
(DC), and the digital pixel sensor (DPS), where a sensor is integrated into a
digital pixel. The DCS is actually a digital row sensor in this case.

5.1.1 Circuit Specifications

Table 5.1 compares the target specifications of both image sensors. In both
cases, the ADCs were designed so that the image sensors would achieve
40 dB SNDR with 50Hz frame rate (suitable for video) and 100 dB dynamic
range, which is comparable to human vision. The pixel size in DCS is
smaller than DPS, making it more suitable for visible-band applications.

In the DCS, a new ADC was designed, using an incomplete version of
the design flow presented in Chapters 2 and 3, for an image sensor with a
84 × 96 array size and an 8μm pixel pitch. Pixel pitch in the visible band
is typically less than 10μm [15]. A 19-bit accumulator was used to realize
the decimator. The modulator in each column samples the output of each
pixel at 4.9MHz. The decimator downsamples the signal to 4.8kHz. Each
column has 96 pixels. Therefore, each pixel is sampled at 50Hz.

The pixel-level ADC that was designed in Chapter 4 was used in the
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Table 5.1: Specifications used in the design of a DCS and DPS.

Parameter DCS DPS
Array size 84× 96 48× 64
Pixel size 8× 8μm2 38× 38μm2

SNDR 40 dB 40 dB
Dynamic range 100 dB 100 dB
Frame rate 50Hz 50Hz

DPS. The pixel size was the smallest layout possible in the time available.
However, the pixel size makes the design more suitable for imaging appli-
cations outside the visible band. The modulator oversamples the output
signal of the logarithmic sensor at 53kHz. The decimator filters the signal
and downsamples it to 52Hz when the oversampling ratio is 1024. Because
it takes 14.5ms to read out each frame, the video rate is 30fps. Reducing
the oversampling ratio increases the video rate but decreases the SNR.

5.1.2 Circuit Schematics and Layouts

The schematic of a column in the DCS is shown in Fig. 5.3(a). The first-order
delta-sigma ADC includes a modulator and a decimator. Unlike the version
of the column-level ADC presented in the previous chapter, the decimator
is designed inside the chip here. It is implemented using an accumulator
with serial addition similar to the pixel-level decimator except, instead of
using pulsed latches, regular D flip-flops are used.

The layout of one column in the DCS is shown in Fig. 5.3(b). In the DCS,
the output of each column of pixels is connected to one ADC having a 16μm
pitch. Each ADC has the same pitch as two columns of pixels. Two ADCs
are laid out beside each other, where each one is connected to one column
of pixels. The modulator and decimator take almost the same area, which
in total is 570 × 16μm2, almost the same area as 142 pixels. Area of the
ADCs are comparable to the area of the pixel array. Hence, the area should
be minimized to save room for pixels.

Fig. 5.4 shows the schematic and layout of one pixel in the DPS, which
includes a logarithmic sensor and a first-order delta-sigma ADC. The over-
sampling ratio may be up to 1024. The modulator and decimator are im-
plemented in the pixel using 298 transistors. As the pixel-level ADC with
large OTA from Chapter 4 is suitable for the target specifications, the same
circuit was used in the DPS. Only readout and sensor circuits were added
to the design.

For both the DCS and DPS arrays, coefficients required for decimation
are generated in an FPGA and are sent to all decimators through buffers.
The output of both the decimator and modulator can be read out. If a dec-
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Figure 5.3: (a) Schematic and (b) layout of a column in the DCS, which
comprises multiplexed logarithmic sensors, a modulator, a decimator, and
a readout circuit. Two ADCs with 16μm pitch are designed in every two
columns. The pixel pitch is 8μm. Only one ADC is shown in the figure.
The DCS array occupies 1900× 672μm2 and uses 83,244 transistors.

imator is not functional, the modulator output may be decimated in the
FPGA.

5.2 Characterization

In this section, a characterization of the image sensors is presented. Dy-
namic range, SNR, SNDR, power consumption, and frame rate are impor-
tant parameters in determining the performance of an image sensor.

Both the DCS and DPS arrays use logarithmic sensors. Therefore, high
dynamic range is easily achieved. However, logarithmic sensors suffer from
FPN, which needs to be corrected. The response y of a pixel to stimulus x is
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Figure 5.4: (a) Schematic and (b) layout of a pixel in the DPS, which com-
prises a logarithmic sensor, a modulator, a decimator, and a readout cir-
cuit. The pixel is laid out with a 38μm pitch. The DPS array occupies
2500× 1900μm2 and uses 915,456 transistors.

accurately modeled by [18]:

y(x) = a+ b log(c + x) + ε. (5.1)

Whereas a, b, and c are temporally-constant spatially-varying parameters, ε
is temporally-varying noise with spatially-constant statistics. 3-parameter
(a, b, and c) correction was implemented in real time on a PC connected
to the image sensor. 3-parameter calibration was done once offline after
capturing 20 images from a uniform scene at different luminances. The PC
also implemented 5-point median filtering in real time to replace each dead
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Figure 5.5: Photo of a digital camera including the body, the FPGA board,
the PCB, and the fabricated chip. The camera body was designed by Orit
Skorka, another student in the lab.

pixel with a nearest neighbour.
Non-uniformity or variation of luminance in the scene affects FPN cal-

ibration. Sunlight was used as the light source for calibration and photos
were taken of its reflection off a clear patch of sky. In order to make the
scene more uniform, the lens is focused near. Unlike the light from a lamp,
sunlight does not have any oscillations. Measurements were done at noon
on days with no clouds to minimize spatial and temporal variations in stim-
ulus. By changing the aperture of the lens, which is already calibrated, the
effective luminance can be controlled.

For each pixel, the result of FPN correction and median filtering is an
estimate x̂ of the true x. The difference x − x̂ measures noise and distor-
tion. The SNDR is determined as the ratio of true x to the RMS noise-and-
distortion:

SNDR(x) =
x

σnd(x)
. (5.2)

If x̄ is the temporal average of x̂ then the difference x̄ − x̂ measures noise
only, and the ratio of true x to the RMS noise measures SNR:

SNR(x) =
x

σn(x)
. (5.3)

5.2.1 Experimental Setup

In order to test the image sensor, a PCB and a camera body equipped with
a lens was designed. Fig. 5.5 gives a picture of the setup. As with our
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Figure 5.6: Layout of the designed PCB for characterization of the image
sensors, showing the LVDS connector (C), PGA68 package (P), commer-
cial ADC (A), commercial DAC (D), switch (S), buffer OPAMP (O1), voltage
regulators (R), bias-voltage generator (BG), translators (T), and low-offset
OPAMP (O2).

previous design in Chapter 4, the PCB is connected to a board incorporating
an Altera Cyclone II FPGA. The PCB and FPGA board are mounted inside
the camera body. Digital inputs and outputs of the chip are connected to
the FPGA via buffers and level converters. The FPGA is interfaced to a
PC over USB using a QuickUSB module from Bitwise Systems. Thereby,
the chip is controlled with enough flexibility to implement various testing
methods. The frames are captured in the PC and after FPN correction and
image processing through software, image frames are displayed.

Figure 5.6 shows a layout of the PCB. The PCB and the FPGA board are
connected via a 40-pin LVDS connector. The chip is mounted in a PGA68
package. For other testing purposes, a commercial ADC and a commercial
DAC are mounted on the PCB, which are not used in the characterization
of the image sensors. Using a switch, the input of the commercial ADC can
be selected between the DAC output and the signal generator output.

Analog and digital testing points are available across the PCB for testing
and monitoring. A bias-voltage generator is used to provide the required
analog signals of the chip. Voltage regulators convert the 5V provided by
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Figure 5.7: Block diagram of the circuits designed in the FPGA for (a) char-
acterization of the DCS and (b) characterization of the DPS.

the FPGA to the required digital and analog supply voltages in the PCB.
The required digital signals of the chip are produced by the FPGA and are
sent to the chip. Translators are employed to buffer and convert the digital
voltage levels of the chip and the FPGA. In order to measure the power
consumption of the chip, input currents of the chip are sensed with 1Ω
resistors. The voltage across each resistor is amplified and low-pass filtered
using low-offset operational amplifiers.

The PCB is designed with special care to minimize interference and
noise. Analog and digital grounds are separated. The bottom layer is mostly
used as a ground plane. To reduce the interference of digital signals over
sensitive analog signals, analog and digital circuits are isolated and laid out
over separated and corresponding ground planes.

Two FPGA circuits were designed and implemented to capture and pro-
cess the modulator or decimator outputs from both image sensors. Block
diagrams of these digital circuits are shown in Fig. 5.7. The required digi-
tal signals are generated in the FPGA using a 48MHz clock available in the
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Figure 5.8: Signal waveforms generated in the FPGA for (a) the DCS and
(b) the DPS. Coefficients are generated for an oversampling ratio of 1024,
which are also the values of the first and the last coefficients.

FPGA. Also, the coefficients of the decimator are generated in the FPGA and
are sent to the chip serially. The captured data in the FPGA is stored in a
FIFO buffer, which is periodically read by the PC over USB.

A sample waveform of the signals in the FPGA is shown in Fig. 5.8. The
oversampling ratio is 1024. In the DCS array, sampling begins with the se-
lection of a row of pixels. The decimator is reset before the sampling starts.
During the oversampling period, coefficients are generated and are sent to
the decimators. After each oversampling period, the data from 84 ADCs are
read out in sequence. For one frame, each ADC samples the outputs of 96
rows. In the DPS array, after the decimator is reset, generated coefficients
are distributed to all pixels in the chip. At the end of each oversampling
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Figure 5.9: The maximum, median, and minimum ADC output of all pixels
versus scene luminance with (a) the DCS and (b) the DPS. Sensor output is
calculated using fixed ADC reference voltages (.8 and 1.05V). Luminance
of the uniform scene is measured with a Sekonic L-758CINE meter.

period, the output of 48× 64 pixels are read out serially.

5.2.2 Experimental Results

DCS and DPS arrays were tested with a uniform patch of clear sky at 18
different light levels. Fig. 5.9 plots the ADC and sensor output versus lu-
minance input for both arrays. The maximum value of the ADC output is
43691 LSB, which is determined by the oversampling ratio. In both cases,
output varies greatly across the array because of FPN, which always exists
in logarithmic sensors. The main cause of FPN is threshold variation of the
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transistors inside pixels.
One advantage of logarithmic sensors is the compression of a high lu-

minance DR to a low voltage range. The input range of all ADCs is defined
by two external references, which are set on the PCB to cover the 250mV
range shown. However, the ADCs are able to cover up to a .7V range in this
1.8V technology. Because delta-sigma ADCs are capable of high precision
and accuracy in low voltage processes, it makes sense to combine them with
logarithmic sensors.

All 48 × 64 ADCs in the DPS array worked. However, with the DCS, 8
out of 84 modulators (9.5%) did not function because of mismatch effects.
Varying the bias point of the OTA changes the number of functional mod-
ulators, showing that the OTA is sensitive to mismatch. Columns related
to the dysfunctional modulators were removed from the picture. Also, be-
cause of a timing issue, most of the decimators did not work in the DCS.
Therefore, the output of the modulators are decimated by the FPGA in-
stead. This reduces the frame rate of the DCS by the number of columns.

Fig. 5.10 shows the cumulative distribution function (CDF) of number
of pixels versus SNDR and SNR for different oversampling ratios. In both
of the arrays, SNR and SNDR vary among the pixels because of mismatch
variation in the delta-sigma ADC and FPN in the logarithmic sensor.

An advantage of using the delta-sigma ADC is that frame rate can be
traded with bit resolution. As shown in Fig. 5.10, using a higher oversam-
pling ratio, higher SNDR is achieved at the cost of a lower frame rate.

Fig. 5.11 shows the median of SNDR versus luminance for both image
sensors. SNDR of the sensor outputs are calculated after FPN correction
with three parameters per pixel and median filtering. In the DCS, the peak
SNDR is 35 dB. In the DPS, the peak SNDR is 46 dB. As expected, the DPS
is more successful in reducing noise and distortion.

Median SNR of both image sensors versus illumination at different over-
sampling ratios is shown in Fig. 5.12. The peak SNR for the DCS is 39 dB,
while this value for the DPS is 49 dB. In both cases, it is hard to measure
the upper limit of the dynamic range because the input luminance received
from the sky is limited to almost 10,000cd/m2. The lower limit is set by the
dark current in the image sensor.

Fig. 5.13 shows images of scenes captured with the DCS and DPS arrays.
Each scene is imaged at 4 effective luminances spanning 48 dB. With the
DCS, the luminances across each image span 18 dB, totaling 66 dB across
all images. With the DPS, the luminances across each image span 38 dB, to-
taling 86 dB across all images. The luminance of a scene feature is indicated
for all images, and is cross-referenced in Figs. 5.11 and 5.12.

For both image sensors, the image quality of non-uniform scenes can be
explained based on the SNDR performance with uniform scenes. Features
look good where SNDR rivals that of the human eye, or 40 dB according to
Webers law [19]. For higher light levels, the SNDR is high and good picture
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Figure 5.10: Cumulative distribution function of pixel count versus SNDR
and SNR, at three oversampling ratios, with (a) the DCS for a 5,400cd/m2

uniform scene and (b) the DPS for a 7,000cd/m2 uniform scene. Left and
right curves of each line style represent the SNDR and SNR, respectively.

quality is achieved. For lower light levels, the SNDR is low and, therefore,
the picture quality is fair or poor. This could be improved by reducing the
dark current of the pixels, which limits performance, as shown in Fig. 5.9.

Although the camera can capture a large dynamic range, rendering and
showing the image using only the 8 bits suitable for display is difficult.
At present, the PC maps tones x̂ for display in real time using a simple
method. Given a white point, whiter tones are saturated before scaling,
gamma correction, and bitmap conversion. More complex tone mapping is
possible, to improve the effective dynamic range of the displayed image.
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Figure 5.11: Median SNDR of all pixels versus scene luminance and three
oversampling ratios with (a) the DCS and (b) the DPS. Effective luminance is
varied using 9 aperture settings on the camera lens and a calibrated HOYA
NDx400 neutral density filter. Vertical lines mark highlights in Fig. 5.13.

5.2.3 Figures of Merit

In this section, performance of the fabricated image sensors are compared
to recent works on image sensors, showing that by using the proposed DCS
and DPS architectures, performance of the logarithmic sensors is competi-
tive with the state of the art. Specifications of the designed DCS and DPS
circuits are given in Table 5.2. The DPS has lower dark limit with higher
SNDR and SNR. But the DCS has smaller pixels and lower power consump-
tion.

The image sensor of Storm et al. [20] uses a linear mode for low lu-
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Figure 5.12: Median SNR of all pixels versus scene luminance and three
oversampling ratios with (a) the DCS and (b) the DPS. Vertical lines mark
highlights in Fig. 5.13.

minance and a logarithmic mode for high luminance. Although SNDR is
not given, 32 dB peak SNR (PSNR) and 2% residual FPN per decade are
reported in the logarithmic mode. Assuming output-referred noise-and-
distortion are uncorrelated, peak SNDR (PSNDR) is calculated to be 26 dB.
Ruedi et al. [25] employ time-domain logarithmic encoding to increase the
dynamic range of linear sensors. The PSNR is reported to be 40 dB and
residual FPN is .8% per decade. Based on that, the PSNDR is determined to
be 34 dB.

The DCS and DPS achieve 35 dB and 46 dB PSNDR respectively, which
are 9 dB and 20 dB higher than the state-of-the-art logarithmic sensors by
Storm et al. [20]. Compared to some non-logarithmic sensors, however, the
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(a) (b)

Figure 5.13: Images of non-uniform scenes, using 4 aperture settings on a
Fujinon CF25HA-1 lens. The images are taken with (a) the DCS and (b) the
DPS. With the DCS, lower highlights from top to bottom are 4,000, 490,
122, and 16cd/m2. With the DPS, apple highlights are 5,000, 610, 81, and
20cd/m2. Tones are mapped for display using the sRGB specification.

PSNDR is smaller. Nonetheless, the PSNDR of the DPS is high enough com-
pared to the human eye. Higher SNDR cannot be perceived by the human
eye. The main issue is at low light levels, where performance could be im-
proved by reducing the dark current of the sensor. The main advantage of
this method is that a high dynamic range can be easily achieved.

Dynamic range of the DCS and DPS are measured to be 91 and 96 dB,
respectively, which are the ratio of maximum and minimum light levels
in between which the SNDR is greater than zero. It was not possible to
get a brighter uniform scene with natural lighting and show a higher DR.
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Section 5.3: Discussion

Table 5.2: Specifications of the DCS and the DPS arrays. Due to lens geome-
try, 1cd/m2 in the scene implies .4 Lx on the sensor. With the DCS, because
the decimators do not function properly, the modulator output is read out.
Hence, frame rate is limited to 1.2fps. If the decimator output could be
read out, frame rate of the DCS would be 51fps.

Parameter DCS array DPS array
Process 0.18μm 1P6M CMOS 0.18μm 1P6M CMOS
Analog power 290μW 4.5mW
Digital power 2.4mW 11.2mW
Video rate 1.2fps (51fps) 30fps
Array size 96× 84 48× 64
Pixel size 8μm× 8μm 38μm× 38μm
Fill factor 33% 2.33%
Median SNDR 35 dB at 5400cd/m2 46 dB at 7000cd/m2

Median SNR 39 dB at 5400cd/m2 49 dB at 7000cd/m2

Dark limit .30cd/m2 .16cd/m2

Dynamic range > 91 dB > 96 dB

Although Storm et al. [20] and Ruedi et al. [25] report dynamic ranges of
143 and 132 dB, as measured for SNR greater than zero, their dark limits
appear comparable to this work. Assuming a long integration time, the
726mV/ Lx/ s sensitivity and 37.3mV/ s in the linear mode of the first work
[20] suggests a .051 Lx dark limit. Supplementary material of the second
work [25] shows a .033 Lx dark limit. When measured for SNR greater than
zero, dark limits of the DCS and DPS are below .11 Lx and .056 Lx. Given
that human colour vision extends to .001cd/m2, it is equally important to
reduce dark limit for our method and the literature methods.

5.3 Discussion

With both the DCS and DPS, high SNDR (and SNR) is achieved at high light
levels. But at low luminance, SNDR (and SNR) drops as dark current dom-
inates the response, which effectively reduces the image quality. This may
be mitigated with better CMOS photodetector design and layout. With the
DPS, an alternate strategy is to exploit vertically-integrated CMOS technol-
ogy [91]. For example, CMOS and photodetector dies may be fabricated in-
dependently and then assembled by fine-pitch flip-chip bonding. Photode-
tector dies may be designed to boost photo-to-dark current ratios. CMOS
dies with pixel-level delta-sigma ADCs and logarithmic front-ends may be
designed for nanoscale processes, including ones unsuitable for photode-
tection. In this manner, pixel size and power consumption may be reduced.
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The difference between SNR and SNDRmeasures the residual distortion
or nonlinearity component in the output signal. Nonlinearity is generated
either from the ADC or the sensor. Some of it is treated by FPN correction.
Because the OTA of the delta-sigma modulator is designed in a very small
area, mismatch variation can affect the OTA bias point, unity gain band-
width (UGB), and slew rate (SLR). Degradation of UGB and SLR will cause
more nonlinearity in the ADC output. The ADCs were designed using an
incomplete design flow. The impact of mismatch issue within the ADCs can
be greatly reduced using the completed design flow.

The DCS array has the advantage of higher spatial resolution, while the
DPS array has higher SNDR (and SNR). Also, with the DCS array, each ADC
is biased at a higher power consumption, at which the variation in perfor-
mance is reduced.

With the DPS, the pixel size is large, which makes it more suitable for
applications other than visible-band imaging, such as infrared imaging.
The pixel size can be decreased using technologies smaller than 0.18μm.
Also, the register size in the decimator can be reduced based on the required
SNDR. Another way to reduce the area is to lay modulator capacitors on top
of the decimator. This violates the design rules but, as digital circuits are
less susceptible to noise, we expect that performance will not be affected.

5.4 Conclusion

For this chapter, DCS andDPS arrays were designed, built, and tested. With
these image sensors, SNDR is improved compared to state-of-the-art loga-
rithmic image sensors. The test platform that was developed included a
PCB and FPGA circuits. Also, C++ and Matlab programming were em-
ployed to process the captured data in real time on a PC.

The experimental results show that column or pixel-level data conver-
sion using delta-sigma ADCs are feasible methods to enhance the SNDR
of logarithmic image sensors. These results represent a significant step to-
wards the goal of realizing an image sensor that rivals the human eye. The
DPS achieved better performance, partly because more readout noise is fil-
tered. In both image sensors, the SNDR is still low at low light levels be-
cause of dark current. This could be improved by designing a sensor with
lower dark current. For example, using vertical integration, a photodiode
could be fabricated in a long channel process with smaller dark current.
SNDR variability in both image sensors is partly due to mismatch within
the ADC. The ADC performance could be improved using the completed
design flow presented in Chapter 3.

In this chapter, it was shown that using the delta-sigma ADC in focal
plane processing is a feasible approach to improve the performance of log-
arithmic sensors. Similarly, the proposed approach may be used in other
sensor arrays. Employing delta-sigma ADCs is a strategy that is robust to
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mismatch and suitable for low-voltage technology. As CMOS technology
scales down to the nanometer range, more transistors can be put into each
pixel or column and the focal plane processing becomes more applicable to
array sensors requiring smaller pixel sizes.
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Chapter 6

Conclusion

Delta-sigma ADCs have beenmainly used for low-bandwidth high-resolution
applications such as digital audio. Themain advantage of delta-sigma ADCs
over Nyquist-rate ADCs is the fact that they have more tolerance to the non-
idealities of analog circuits, which is a serious concern in low-voltage pro-
cesses [3]. Additionally, there is no need for a sharp low-pass filter before
sampling the analog signal. With ongoing advances in speed and sizing
of VLSI technology, new applications of delta-sigma ADCs are appearing.
One important field is array sensors, which includes video sensors, infrared
cameras, biosensors, DNA detection, and X-ray imagers, where the analog
signal output of large numbers of sensors needs to be efficiently converted
to a digital signal [11,14,59].

Digital video increasingly demands better quality at a lower expense
[15]. Better quality includes higher SNDR, dynamic range, frame rate, and
pixel resolution. Lower expense means lower power consumption, smaller
die, smaller pixel size, and cheaper fabrication. Smart focal plane process-
ing is a well-known solution, which is expected by many experts to be the
future of video sensors [31]. Delta-sigma data conversion as focal plane pro-
cessing, i.e., as column or pixel-parallel data conversion, has several bene-
fits at the cost of requiring high-speed small-size components, which are
becoming cheaper thanks to advances in VLSI technology.

CMOS image sensors are either linear, logarithmic, or a variation of one
or both [16, 20]. Linear sensors are well known to achieve high SNDR,
mainly through their use of integration. Unfortunately, they have a low dy-
namic range. On the other hand, logarithmic sensors convert light intensity
into voltage using a logarithmic scale. A high dynamic range is achieved;
however, these sensors are not widely used because of low SNDR and high
FPN. New methods have been proposed for FPN correction; therefore, FPN
is less problematic in these sensors [18]. Having a low SNDR remains the
main issue in logarithmic image sensors. By employing the architectures
proposed in this thesis, the SNDR of logarithmic sensors can be improved.
This would enable the development of image sensors enjoying high SNDR,
high DR, and high frame rate.
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Similar to the source codingmethods used to digitize voice signals, which
are based on the non-uniform probability distribution of the signal, loga-
rithmic compression is an efficient source coding method for image sen-
sors [92]. A wide range of illumination is mapped into a small voltage
range, which must be digitized. This voltage range is even smaller in low-
voltage technologies.

The delta-sigma ADC is very well suited for low-voltage technologies;
thus, it is a suitable architecture to digitize the output signal of logarithmic
sensors. Unlike Nyquist-rate ADCs, delta-sigma converters can remove out-
of-band noise and achieve a high SNR in a small voltage range. Using delta-
sigma ADCs, the advantages of column and pixel-parallel data conversion
are fully realized. However, the area usage and power consumption of the
ADC is a major constraint that needs to be minimized.

This thesis explored the design of delta-sigma ADC arrays, where there
is one ADC per column or per pixel in an array of sensors. The method
presented was applied to logarithmic sensors. Advantages were shown and
challenges were discussed. The main contributions of the thesis are sum-
marized in Section 6.1. Section 6.2 discusses avenues for future work.

6.1 Contributions

Area usage and power consumption are two major constraints in column
and pixel-parallel data conversion. Thus, ADCs should be designed in a
small area and for low power. This thesis introduced a novel design flow
for reducing the area usage and power consumption of delta-sigma ADCs
for parallel data conversion. Part of the design flow has been published
in refereed conference proceedings [93,94]. A patent application regarding
innovations in the decimator and part of the modulator has been filed in the
US and Canada [95]. Unlike previous works on delta-sigma ADC design,
the focus of this work is not only to decrease the power consumption, but
also to reduce the area usage of the ADC so that it can fit inside a pixel and
also be efficient for the column-level approach.

The contributions of this thesis are categorized into four sections. Sec-
tion 6.1.1 summarizes a novel decimator design flow for array ADCs, which
provides a means to minimize area and power given a certain noise spec-
ification. Section 6.1.2 summarizes a modulator design flow, which com-
plements the decimator design flow and reduces the area and power of
the modulator. Section 6.1.3 reviews two delta-sigma ADCs with compa-
rable performance to state-of-the-art delta-sigma ADCs but substantially
less area; the pixel-level ADC is also the first to integrate in-pixel decima-
tion. Section 6.1.4 reviews two logarithmic image sensors having column
and pixel-level delta-sigma ADCs; they achieve higher SNDR compared to
state-of-the-art logarithmic image sensors.
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6.1.1 Decimator Design Flow

Conventional decimation circuits have not been designed for small area.
Instead, the focus has been mainly to minimize the power consumption for
a single ADC [4]. In this thesis, a new design flow was proposed for deci-
mation in parallel data conversion, which is applicable to both column and
pixel-level delta-sigma ADCs. Given a specified noise requirement, this de-
sign flow provides a means to minimize area usage and power consumption
for ADC arrays, making it possible to perform decimation inside the pixel
or more efficiently at the column. A key aspect of the design is to reduce
the number of transistors insofar as possible.

In the previous works on column-level delta-sigma ADCs, the decima-
tion, mostly using a counter for first-order approaches [28, 31, 54], is per-
formed inefficiently. Hence, a higher oversampling ratio is required for a
certain SNR, which leads to higher power consumption. Though neglected,
small area is important because, as shown in Chapter 5, the ADC takes a
considerable portion of the die area. Reducing the area leaves more room
for the pixel array and allows a bigger array to occupy the same die size.

Also, in previous designs of pixel-level delta-sigma ADCs, the decima-
tor was implemented outside the pixel [7,8,36]. The decimator input has a
much higher bit rate compared to its output and readout speed of an image
sensor is limited by bus capacitance. Therefore, by performing the decima-
tion outside of the pixel, the oversampling ratio, frame rate, and window
size are limited. A limited oversampling ratio leads to a limited SNR.

The optimal decimator filter for a first-order delta-sigma ADC has a
parabolic shape [4]. In prior art, this decimator is approximated using a
multi-stage process [3]. A triangle-shaped comb filter is implemented in
the first stage. The filter may be realized using one of various methods,
such as IIR-FIR, FIR2, and POLY-FIR2. Among them, IIR-FIR has the small-
est area [69]. It needs two accumulators and two differencers, which are
implemented using 80-bit registers with 4 multi-bit adders. Truncation or
rounding may be used at each filter stage to reduce the size of the registers
at the cost of introducing some rounding error.

In contrast, this thesis introduces a decimator design realizable using a
multi-bit register and a one-bit adder. The area of this method is smaller
than the IIR-FIR method. Moreover, the circuit layout is customized to re-
duce the area further. The optimum parabolic filter is implemented, which
achieves a higher SNR. Decimation is accomplished using an FIR filter,
which is implemented by an accumulator. The coefficients of the filter are
generated at the chip level and are sent to each pixel or column.

The accumulator is implemented using bit-serial addition to reduce the
area even more. Since the input signal is one bit, the multiplication is done
using an AND gate. In the column-level ADC, the AND gate is not even
needed since the modulator output can be the clock input of the accumu-
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lator, which has the same effect. The coefficients of the filter are generated
at the chip-level based on the required oversampling ratio and are sent to
the accumulator serially. At the end of a Nyquist interval, each decimator
is read out and the accumulator is reset.

The accumulator size is specified based on the required output-referred
noise of the ADC, which is determined according to the specifications of the
image sensor. Similarly, the coefficients are also rounded at the chip level so
that a smaller accumulator may be realized. The generated rounding error
is negligible compared to the ADC output-referred noise.

Conventional decimation methods are more appropriate to build one
ADC but, with multiple ADCs, the method presented in this thesis is more
area efficient and less power hungry because some of the circuitry can be
placed at the chip level. Thereby, the decimator can be placed inside the
pixel and it is also more efficient for column-level data conversion.

6.1.2 Modulator Design Flow

Similar to the decimator design flow, the main goal of the modulator design
flow is to reduce the area usage and power consumption, while achieving
a low output-referred noise. Previous works on delta-sigma column and
pixel sensors, because of area limitations, mostly use very simple circuits
with a non-differential architecture in the modulator, which are susceptible
to noise and have limitations in achieving high SNR. The SNR limitation is
more problematic when the decimation is performed inside the pixel and
more noise is injected into the analog circuits of the modulator.

In the proposed design flow, the modulator is designed based on the
performance requirements of an image sensor, which are translated to the
output-referred RMS noise-and-distortion, sampling rate, and input voltage
range of the ADC. The modulator is designed using theoretical modeling,
behavioural simulation, and circuit simulation. While the theoretical model
of the circuit has less precision, it requires a short processing time. On the
other hand, behavioural simulation requires a longer processing time but
a moderate accuracy is achieved. The circuit simulation has the highest
precision with the longest processing time. Using a combination of the three
methods, the modulator design flow introduced in this thesis achieves a
high accuracy in a short amount of time.

In the theoretical model, all non-idealities of the modulator are referred
to an input noise source. A threshold level is defined based on the required
output-referred noise-and-distortion. Then, the maximum noise power for
each non-ideality is derived and referred to the input. Each analog com-
ponent is designed based on the maximum allowed non-ideality. The OTA
is designed with enough DC gain, UGB, and SLR. Sampling and integra-
tion capacitor sizes are determined based on the kTC noise limitation and
capacitor matching requirements.
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In the behavioural simulation, all the components of the modulator were
abstracted in Simulink. This included a model for a slewing integrator with
limited bandwidth, which plays a key role in determining the performance
of the modulator. The model was used to calculate the output-referred
noise-and-distortion of the modulator and confirm that the required per-
formance was achieved.

Next, using specifications derived from the behavioural simulation, the
modulator is designed and simulated in Cadence to ensure that the required
performance is achieved. The output of the modulator in circuit simulation
was imported into Simulink for decimation and performance calculations.
Decimation was performed in Simulink because the digital part of the de-
sign was expected to work perfectly in circuit simulation.

Mismatch was also considered in the design flow. The heart of the mod-
ulator, the OTA, has to be designed with enough tolerance to mismatch
variation, which is a serious concern in low-area analog design. Smaller cir-
cuits are more susceptible to mismatch. For a given ADC yield, minimum
transistor sizes in the OTA were determined. Also, using different layout
techniques, the OTA was laid out to tolerate the maximum possible varia-
tion.

A first-order architecture was selected for column and pixel-level data
conversion because it reduces area through a simpler structure and smaller
capacitors, as compared to higher-order modulators. Previous works on
delta-sigma modulators for single ADCs mostly use higher-order designs to
decrease the oversampling ratio and, therefore, to reduce the power con-
sumption. A higher oversampling ratio is required in the first-order modu-
lator but the capacitor size is smaller. Also, higher-order modulators need
more hardware. Therefore, power consumption of the first-order modulator
may be comparable to higher-order designs.

In this thesis, it was shown that, unlike higher-order structures, very
small capacitors can be used in the first-order modulator because the first-
order modulator is not sensitive to capacitor mismatch, which is problem-
atic with small capacitors. Power consumption of the circuit is directly pro-
portional to the capacitor size of the load. Thus, despite having a high over-
sampling ratio, the first-order modulator has a low power consumption by
using very small capacitors.

The modulator uses a differential architecture, while output of the pixel
sensor is single-ended. Therefore, a novel circuit was designed to use the
pixel output in differential mode. The number of transistors was reduced
further for the pixel-level modulator. As the pixel-level modulator works
at a lower speed, single transistors were used instead of transmission gates.
This simplified design lessened the area of the modulator. The comparator
in the column-level ADC was modified to work at a lower speed and with
less power consumption for the pixel-level ADC.

Overall, a design flow was proposed to realize a low-area low-power
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modulator suitable for delta-sigma ADC arrays. The low area of the mod-
ulator makes it more vulnerable to mismatch. This was considered in the
design flow and the minimum transistor sizes were determined according
to the required yield. As examples, two modulators were designed based
on the performance requirements of a logarithmic image sensor.

6.1.3 Data Converter Advances

Using preliminary versions of the decimator and modulator design flows,
two arrays of stand-alone ADCs were designed and fabricated in 0.18μm
CMOS technology. The design and testing of the fabricated ADCs validated
the decimator and modulator design flow and realized specific designs, en-
abling comparison to the state of the art.

Yield is an important parameter in array ADC design. In single ADC
design, performance of one ADC is typically reported and variation is not
explained. This makes sense since, after fabrication, each ADC is tested and
if the performance is not as expected, chips are discarded. But in array ADC
design, a certain percentage of the ADCs must work properly. Therefore,
ADCs are designed for a certain yield. Also, it is important to measure
the performance across the array. A testing system was automated to test
all ADCs. To do so, in contrast with the sinusoid input method, the ramp
input method was used, which could be easily automated. It is harder to
implement the sinusoid input method automatically.

An automated measurement system was developed and all the ADCs
were tested automatically. The chip was mounted on a designed PCB, which
was equipped with an FPGA. The FPGA was also connected to the PC over
USB using a QuickUSB Module. Therefore, the testing procedure was fully
controlled by programming the FPGA and the PC. Using this platform,
RMS noise-and-distortion and RMS noise of each ADC versus power con-
sumption of the modulator were measured using a ramp input signal. The
ramp signal was generated using a DAC mounted on the PCB.

The column-level modulator was designed for a .064mV output-referred
noise in a .7V voltage range with a 50kHz sampling rate. It was laid out
with a 16μm pitch. The decimator was implemented in the FPGA. The
ADCs achieved an RMS noise-and-distortion with maximum, median, and
minimum values of 1.8, 1.0, and .4mV, respectively, at a power consump-
tion of 79μW. Maximum, median, and minimum of the measured RMS
noise was .35, .14, and .10 mV, respectively. The ADCs had very low power
consumption but had a higher noise level compared to design specifica-
tions.

The pixel-level ADC was designed with similar specifications as the
column-level ADC except with a 50Hz sampling rate. The layout of the
pixel-level ADC was customized to fit in a pixel. The decimator was de-
signed with a register using 19 D flip-flops and a one-bit adder. Each D
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flip-flop was implemented using pulsed latches with only 8 transistors and
was laid out compactly with an area of 2.4μm2 per transistor. In contrast,
a layout using standard cells occupies almost 8μm2 per transistor. Exper-
imental results demonstrated that 100% of the decimators functioned per-
fectly. The modulator was implemented in two different versions, one with
a large OTA and the other with a small OTA. The median ADC using the
large OTA achieves 5dB lower RMS noise-and-distortion and 6dB higher
RMS noise compared to the median ADC using the small OTA. Both ADCs
consumed 3μW power. In the ADCs using the large OTA, RMS noise-and-
distortion and RMS noise have medians of .30 and .11mV, respectively.

The main factor limiting performance in the column and pixel-level
ADCs was mismatch, which was not simulated at the time of design. The
pixel-level ADC with the large OTA was less sensitive to mismatch; there-
fore, lower RMS noise-and-distortion was achieved. Once the effect of mis-
match on the performance of the ADCswas incorporated into the behavioural
model, the ADCs were simulated again in Simulink. These updated simu-
lation results match the experimental results of the ADCs. This shows that
the behaviour of the modulator was modeled accurately.

Compared to state-of-the-art switched-capacitor modulators in the lit-
erature, the area usage of column and pixel-level ADCs is smaller in this
work. For example, the area of the column-level modulator is 227 times
smaller than the modulator presented by Roh et al. [61] and the area of the
pixel-level modulator is 670 times smaller than the same. Although, in both
cases, the figure of merit is not currently the best, the performance can be
improved using the completed design flow presented in Chapter 3.

Performance of the fabricated column and pixel-level ADCs is limited
because of mismatch, which can be predicted using the developed theoreti-
cal and behavioural model. While performance of both ADCs is comparable
to the state of the art, the area is substantially smaller than in prior works.

6.1.4 Image Sensor Advances

Two arrays of logarithmic image sensors, one using column-level data con-
version and the other using pixel-level data conversion, were designed and
fabricated in 0.18μm CMOS technology using 1,004,786 transistors. Data
conversion in both cases was done using delta-sigma ADCs. The main goal
was to evaluate and compare the performance of these two approaches.
Compared to state-of-the-art logarithmic sensors, the experimental results
show that in both cases the SNDR has been improved while a high dynamic
range is achieved. The key contributions of the thesis regarding the image
sensor design and testing results are explained in this section.

The digital column sensor (DCS) was designed with 96×84 pixels. Each
pixel was sized to 8 × 8μm2. A revised version of the stand-alone column-
level modulator described above was used in the digital column. A readout
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circuit and a bit-serial decimator with standard D flip-flops were integrated
with each modulator.

The digital pixel sensor (DPS) had 48×64 pixels, each with 38μm pitch.
The DPS used the same design of the previous stand-alone ADC with the
large OTA, as the ADC performance was high enough for the image sensors.
A logarithmic sensor and a readout circuit were incorporated.

To perform FPN correction, multiple images were captured from a uni-
form scene at different illumination levels. The FPN was corrected using a
regression method with three parameters. Dead pixels were fixed by five-
point median filtering. Then, the SNR and SNDR of the corrected images
were calculated.

Unlike audio signals, a video signal is a time-varying 2-D signal. Hence,
audio characterization approaches cannot be used easily to characterize
video signals. Performance variation across the sensor was presented us-
ing median values and cumulative distribution functions. In this way, more
detail about the distribution of performance was presented.

Although the decimator in the DCS works well in simulation, experi-
mental results show that most of the decimators do not function properly
because of a timing error. Therefore, the modulator output was read out
and decimation was performed in an FPGA. This limited the frame rate to
1.2fps. The modulator suffers from mismatch and 8% of the modulators
do not respond to input. The reason is because the variation of current in
the OTA output branch is more than what the CMFB circuit could correct.
Experimental results of the DCS at 51fps sampling rate and 1.2fps readout
rate show that 35dB peak SNDR is achieved while a very low power con-
sumption is maintained. This shows 9dB improvement over a recent work
on logarithmic sensors using column-level data conversion [20].

The DPS achieved 46dB peak SNDR at a 30Hz frame rate. This shows
almost 20dB improvement compared to previous work on logarithmic sen-
sors. Although the sampling rate supports 52fps, the video rate is 30fps
because it takes 14.5ms to read out each frame.

In both image sensors, the frame rate was varied by changing the over-
sampling ratio of the sensor. It was shown that by reducing the oversam-
pling ratio, a higher frame rate with lower SNDR may be achieved. This
means that SNDR may be traded against the oversampling ratio to achieve
a desirable specification within limits.

For both image sensors, a high dynamic range was achieved. Also, the
SNDR is high at bright light levels, which is important in machine vision
applications [25]. However, at dim light levels, the SNDR is reduced be-
cause of dark current. This could be improved by a photodiode with a lower
dark current. At high light levels, the SNDR is limited by ADC performance
and the non-uniformity of sensor response, while at low light levels, the
performance is limited by the dark current and low signal power.

Experimental results show that by using the DCS or DPS approaches,
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the SNDR of logarithmic sensors are improved. This is an important step
towards realizing high-dynamic-range, high-SNDR cameras. As was ex-
pected, the DPS achieved higher SNDR partly because more readout noise
is filtered. On the other hand, the DCS used very small pixels and is more
suitable for applications needing small pixel size such as visible-band imag-
ing.

6.2 Future Work

The research presented in this thesis can be extended in several directions.
Some of them are briefly discussed in this section. While the effectiveness
of column and pixel-level delta-sigma data conversion in logarithmic image
sensors was proved, other applications of the proposed methods need to be
investigated. Also, different techniques can be used to further improve the
performance of the image sensors, enabling digital camera to rival the hu-
man eye. Vertical integration, which is an emerging fabrication technology,
can also be used to enhance the performance of array sensors.

6.2.1 Applications of Delta-Sigma ADC Arrays

It was shown that, using column and, especially, pixel-level delta-sigma
data conversion, low-voltage readout circuits with very low noise can be
developed. A variety of applications, such as lab-on-a-chip, infrared sen-
sors, X-ray cameras, and terahertz imagers, require arrays of readout cir-
cuits with very low noise while a large pixel is allowed.

Lab-on-a-chip technology is widely being used for disease diagnostics.
New circuits are being developed that integrate the system into one IC [96],
which incorporates a single sensor to detect light intensity. Interphase flu-
orescence in situ hybridization (FISH) is a detection tool in which the alter-
ations in the genome among the cells is detected using a sensor array [97].
A column or pixel-parallel delta-sigma ADC is a suitable solution to reduce
the noise and increase the sensitivity of the system.

X-ray cameras are widely used for medical imaging [37]. In radiography,
X-ray technology is an effective method for diagnostic imaging. It is always
desired to minimize the X-ray radiation power in order to avoid cellular
damage and to reduce the side effects of this method. To do so, low noise
readout circuits play a key role. The proposed architectures can be effective
solutions in this manner.

Terahertz technology is finding uses in a variety of applications, such
as process and quality control, biomedical imaging, and security screening.
New terahertz array sensors are being developed [98]. An array of low-noise
readout circuits can increase the sensitivity of the system by reducing the
readout noise. For example, this technology is used in security screening,
where higher resolution under less radiation is always desired. Column or
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pixel-level delta-sigma ADCs are suitable readout solutions to meet these
requirements.

Column-level data conversion is more suitable for applications that re-
quire a small pixel size. Example applications for this approach are line-
scan cameras, where there is only one pixel per column in the camera [99].
Unlike other column-level ADCs, a delta-sigma column-level ADC can fil-
ter the temporal noise robustly and improve the signal-to-noise ratio. It can
also be used to efficiently trade the scan rate against the bits per pixel.

Overall, similar to image sensors, depending on the requirements of the
application in terms of readout noise and pixel size, column or pixel-level
delta-sigma ADCs can be an effective solution to improve the performance
of the system.

6.2.2 Digital Camera to Rival the Human Eye

The developed imaging system achieved a high dynamic range with high
SNDR at high illuminations. However, some parameters of the sensor must
still be enhanced in order to compete with the performance of the humane
eye. These factors include the pixel size, dark current, and SNDR at low
light levels. Also, in some applications, higher frame rates are required and
it is usually desirable to reduce the power consumption. In this section,
new ideas to improve these factors are discussed.

In order to reduce the pixel size, the decimator must be sized carefully
based on the SNDR requirement of the image sensor. The decimator was de-
signed for .064mV output-referred noise while the ADC needs to have only
.43mV output-referred noise in order to provide 40dB SNDR for the image
sensor. This means that the decimator could be designed with fewer bits
and smaller area. Power consumption will also be reduced by decreasing
the register size in the decimator.

Another method of reducing the pixel size is to put the capacitors over
the digital circuit. As shown in Fig. 6.1, the capacitors take almost ten per-
cent of the pixel area. To satisfy a well-known design rule, no transistors
have been put under the capacitors. But this design rule exists to decrease
variability in the capacitances, as well as coupled noise. Since the first-order
delta-sigma ADC is not sensitive to capacitor mismatch and also filters the
noise effectively, the rule may be broken. Part of the decimator may be put
underneath the capacitors, which belongs to the modulator, thereby saving
almost 10% of the area.

Smaller pixel-level (and column-level) ADCs are also possible by using
one ADC for several pixels (or columns). In this case, an analog multiplexer,
which is small, is used to switch the analog outputs from each pixel (or
column) to the shared ADC. For instance, an ADC can be shared between
four pixels, shrinking the pixel size by up to 25% at the cost of adding more
readout noise. The added noise may be negligible.
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Figure 6.1: (a) Layout diagram of original pixel-level delta-sigma ADC. (b)
Layout diagram of modified pixel-level delta-sigma ADC, where the area of
the ADC is reduced by placing the capacitors over the decimator.

In addition to the mentioned methods, vertical integration is another
effective solution, which can be used to shrink the pixel size. This method
also has other advantages, which are discussed in the next section.

The dark limit may be improved bymodifying the current source in each
pixel by using a higher fill factor. Increasing the current source will reduce
the amount of noise added by the source follower. Also, better photode-
tectors need to be investigated to reduce the dark current and improve the
SNDR at low light levels.

The imaging system was designed for a 50Hz frame rate. An important
advantage of pixel-level data conversion is the fast readout, which allows
very high frame rates and window size. Also, unlike linear sensors, log-
arithmic sensors can capture very high frame rates, which is required for
some applications. The possibility of achieving higher frame rates should
be investigated.

Overall, while several techniques could be used to enhance the perfor-
mance, the system should be customized based on the requirements of the
application. For example, some applications allow for large pixel size but
require a high bit resolution. On the other hand, some other applications,
such as visible-band imaging, require high spatial resolution, which may
be traded with peak SNDR, i.e., multiple pixels or columns may share one
ADC. Also, other modulator architectures might be used in some applica-
tions. If a lower SNDR is acceptable, single-ended circuits, which require
half the area, might be employed. In contrast to switched-capacitor circuits,
current-mode modulators need only one capacitor and a simpler circuit at
the cost of having less tolerance to noise.
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Figure 6.2: Delta-sigma digital pixel sensor using vertical integration,
where it is fabricated by stacking multiple tiers. Photodiodes (PDs) are
implemented in the top tier, modulators (MODs) are implemented in the
middle tier, and decimators (DECs) are implemented in the bottom tier.

6.2.3 Vertically-Integrated CMOS Technology

Undoubtedly, vertical integration will play an important role in the devel-
opment of high-performance VLSI circuits. 3D integrated circuits (ICs) are
emerging suites of technologies, where semiconductor devices (transistors,
diodes, etc) can be built in vertically-integrated (VI) tiers [91]. The main
advantages of using this technology for image sensors are higher spatial
resolution, higher fill factor, lower power consumption, heterogeneous pro-
cesses, more functionality, and more compact systems.

Fig. 6.2 shows a block diagram of a VI-CMOS image sensor employ-
ing pixel-level delta-sigma ADCs, where different parts of the circuit are
stacked vertically. The pixel area is thereby reduced. The top tier consists
of the photodetectors. The middle tier contains analog signal processing, in
particular the delta-sigma modulators. The bottom tier consists of digital
signal processing, in particular the delta-sigma decimators.

An image sensor needs photodetectors, analog circuits, and digital cir-
cuits. Using vertical integration, each part can be fabricated in a process
optimized for the type of elements it contains. Photodetectors may be fabri-
cated in a long channel process, which has better optical performance. Ana-
log circuits may be fabricated in an intermediate process with less imper-
fection and mismatch, and digital circuits may be fabricated in a nanoscale
process with minimum size and high speed. By separating the analog and
digital tiers, analog circuits are isolated from digital noise and a higher SNR
is achieved.

In addition, the same readout circuits could be used for different sensor
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arrays with vertical integration. For instance, the photodetector tier may be
the only one that is changed to realize infrared or X-ray image sensors. In
this manner, design and fabrication costs may be reduced.

Also, with vertical integration, higher speed and higher frame rates are
possible. In 2D ICs, wire delays are an inherent problem that limits the cir-
cuit speeds. Instead of long traces on a PCB with 2D ICs, very small bond
pads with low capacitance are used in 3D ICs. Therefore, higher bit rates
with larger array sizes may be easily achieved. This can help to reduce dig-
ital power consumption, which is a key parameter in today’s mixed-signal
VLSI designs.
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