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Abstract

Differentiable Programming is the paradigm where different functions or mod-

ules are combined into a unified pipeline with the purpose of applying end-to-

end learning or optimization. A natural impediment is the non-differentiability

characteristic of many modules. This thesis proposes a new way to overcome

this obstacle by using a concept called Differentiable Bypass (DiffBypass).

DiffBypass exploits the Universal Function Approximation property of neural

networks to mimic the output of non-differentiable functions or modules in the

pipeline, rerouting the gradient path to bypass these components entirely.

Further, as a significant application, we demonstrate the use of DiffBypass

to combine Convolutional Neural Networks (CNN) and Dynamic Programming

(DP) in end-to-end learning for segmenting left ventricle from short axis view

of heart MRI. Our experiments show that end-to-end combination of CNN and

DP requires fewer labeled images to achieve a significantly better segmentation

accuracy than using only CNN by allowing the incorporation of strong prior

knowledge into the pipeline to cope with lack of training data. Comparison

between DiffBypass and Evolution Strategy (ES), another method that can be

used to train non-differentiable modules, shows that DiffBypass is more robust

and has better performance for high-dimension problems.

Finally, as a technical contribution, we provide a set of recommendations

for training non-differentiable modules using DiffBypass. Furthermore, we also

provide a code base for reproducibility. We think DiffBypass has the potential

to become a blueprint to expand differentiable programming to include non-
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differentiable modules.
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Chapter 1

Introduction

1.1 Motivation and Problem Statement

Recently, many challenging problems in Artificial Intelligence have been con-

quered by Deep Learning, which is a rebranding of Neural Networks. It turns

out that learning statistical patterns from a large amount of data is much more

effective at solving problems than crafting fine-tuned features or rules. Deep

Learning have achieved super-human performance in many areas, from detect-

ing objects in images [37] to playing games [43]. At the core of Deep Learning

is a decades-old timeless classic, the backpropagation algorithm, which is an

elegant and clever way of applying the chain rule to compute the gradients of

the parameters in neural networks effectively. The backpropagation algorithm

lends its magic to the nature of neural networks architectures: they can usu-

ally be expressed as directed acyclic graph. This kind of structure allow us

to go in the backward direction of the graph, accumulating and updating the

gradients along the way. The gradients are then used by optimization tech-

niques, most popular one being Stochastic Gradient Descent, to directly find

a better solution to the problem.

However, backpropagation is not the key to successes of modern Deep

Learning as traditional neural networks use the same algorithm at their core.

Take Computer Vision (CV) for example, CV borrows most of its recent suc-

cess from Convolutional Neural Networks, which is a special type of neural

networks that share their weights across all spatial location in images. Many

modern Natural Language Processing (NLP) algorithm use Recurrent Neural
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Networks, a type of neural networks that share their weight across the time

dimension. These success stories have one thing in common, that is the idea

of using the same components of the neural networks in multiple places. This

type of weight sharing force the neural network components to adapt to mul-

tiple type of input at different situation, not just a single point place or time,

thereby making the model more robust and generalize better.

The idea that one component or module should be reused across places is

not new, as it a common theme in computer science, for example, program-

ming language. In fact, there is many common similarities between neural

networks architecture and functions in programming that it is not a stretch to

think that designing neural network architecture as a special, different form

of ”programming” where users create and put together blocks into a system

that can be differentiated so that users can train the system end-to-end us-

ing some kind of gradient optimization. Consequently, it is natural to bring

concepts from programming into neural network architecture design. One of

the most interesting and important one is that the structure of the program

should change accordingly to each situation. That means the input into the

program should affect which functions are used and how many time they get

called. This translates to allowing users to have conditionals and loops in

their neural network architecture design. This is expected to be the next step

in Differentiable Programming. Dynamical neural networks architecture that

change depending on their input have become more and more popular in the

past few years, especially after the inception of deep learning frameworks like

Pytorch [32] and Chainer [47]. An increasingly large number of deep learning

practitioners have picked up this dynamical design paradigm and there are ac-

tive works on compilers for imperative differentiable programming languages

[51]. In fact, Pytorch, a deep learning framework that use Automatic Dif-

ferentiation (AD), a concept that Differentiable Programming relies on, has

become one of the main contenders for being the most dominant framework

used in Deep Learning.

Despite the successes and wide-spread use of Differentiable Programming,

one of the paradigm’s main weakness currently is that it doesn’t allow the use
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of non-differentiable modules within the pipeline. Everything has to be dif-

ferentiable from beginning to end for automatic differentiation to work. This

limit the classes of blocks or components that can be used in a pipeline to

ones that has clearly defined close form expression for their derivatives such

as linear matrix operations as well as activation function like ReLu, Sigmoid...

These kinds of differentiable modules work very well for most modern prob-

lems in artificial intelligence. However, they are not without downsides. First,

the modules are not usually interpretable and this impedes the use of neural

networks in safety-critical domains like health care or control system of im-

portant machinery. Second, it is not trivial to incorporate expert knowledge,

which can be used to improve sample efficiency as well as final performance,

into these modules. Moreover, combining modern neural networks architecture

with domain-specific algorithms is hard because these algorithm usually are

not differentiable therefore cannot be put into an end-to-end training system.

The aforementioned downside of current Differentiable Programming paradigm

calls for its extension into non-differentiable modules that includes traditional

domain-specific algorithms as well as algorithms that allow the incoporation of

prior knowledge into the end-to-end pipeline. This thesis presents a blueprint

for such an extension. The main idea presented is to create something called

”Differentiable Bypass” for the non-differentiable components. A Differen-

tiable Bypass is a module that is differentiable and approximates the output

of a non-differentiable one. During training, instead of having broken gradi-

ent backward pass for the non-differentiable components, the gradient flow are

rerouted to their own Differentiable Bypasses, creating a new, non-broken gra-

dient flow that can be used for gradient optimization algorithms like backprop-

agation. A requirement of differentiable bypasses is that they need to be able

to approximate their corresponding non-differentiable component well enough

for the gradient to be correct. To sastify this requirement, we resort to using

neural networks as our de facto implementation of the differentiable bypasses

as neural networks are known for their Universal Approximation property.
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1.2 Contributions

The contributions of this thesis is as follow:

• We present a novel way to combine non-differentiable functions with

Deep Learning within an end-to-end framework. This is an extension

of Differentiable Programming, which has been applied only to differen-

tiable functions so far. In this context, we demonstrate the use of the

Universal Approximation property of neural networks by something call

Differentiable Bypass (DiffBypass) for a non-differentiable function. A

similar technique, called Synthetic Gradient, has been used before for

fast and asynchronous training of differentiable functions [22].

• As a demonstration of the aformentioned differentiable bypass strategy,

we propose a combination of deep learning and a traditional method,

namely Dynamic Programming (DP), using with strong prior knowledge

that can compensate for the inadequate amount of training data sig-

nificantly. Our combined method is applied to the context of medical

imaging domain, specially for the problem of segmenting left ventricle of

the heart in MRI images. [6]

1.3 Thesis Outline

The next sections of the thesis is partitioned as follow: Chapter 2 introduces

the background of Differentiable Programming and Neural Networks. Chapter

3 present a number of method to combine differentiable and non-differentiable

module, including the concept of Differentiable Bypass, which is the main

contribution of this thesis. Chapter 4 provides some background on combin-

ing and incoporating prior knowledge into medical imagining and why this

is an important research topic, then presents our method of combining Con-

volutional Neural Networks and Dynamic Programming into an end-to-end

trainable pipeline along with the experiments to show its effectiveness com-

pared to using Convolutional Neural Networks alone. Chapter 5 contains the
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experiments result of our method mentioned in the previous chapter. Chapter

6 provides discussion and some future directions for our research.
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Chapter 2

Background

2.1 Differentiable Programming

Differentiable Programming is a term coined by Yann Lecun [51] as a re-

branding of Deep Learning. Yet, Differentible Programming is more than

just Deep Learning. The main idea behind Differentiable Programming is to

extend the neural network layers to any type of function blocks that are pa-

rameterized and can be trained end-to-end using some form of gradient-based

optimization. The paradigm includes building neural networks in an adaptive,

data-dependent way with loops and conditionals. This allow users to specify

neural network architectures that change dynamically as a function of the in-

put data fed into them. The concept expand traditional neural network layers

to programs that can be parameterized and optimized.

Under the hood, Differentible Programming relies on techniques belong to

the family of general-purpose Automatic Differentiation. The benefits of ap-

plying Automatic Differentiation in machine learning are plentiful. Long gone

the days researchers have to manually derive analytical derivatives of new ma-

chine learning models to plug them into optmization algorithms. Automatic

Differentiation framework like Pytorch [32], Tensorflow [30] allows user to de-

fine and train neural network architectures in a convenient way. Automatic

Differentiation have become ubiquitous in the Machine Learning field.

The methods for computing the automatically derivatives in programs can

be classified into four categories as follow [6]: (1) no automation at all, manual

differentiation; (2) numerical differentiation using finite difference approxima-

6



tions; (3) symbolic differentiation and (4) automatic differentiation. Auto-

matic Differentiation (4) is the natural progression of the other categories.

The next four subsections described what each methods is and the strength

and/or weaknesses of each methods.

2.1.1 Manual differentiation

Manual differentiation happens when users provide both the code to compute

the output of a code block as well as the code to compute the derivative of it

with respect to the input. Some example of work that do manual differentiation

include [16], [36]. Because manual differentiation requires human in the loop, it

is prone to errors. Moreover, the derivative might not have a closed form that

can be derived manually or analytically. In some cases, the derivative might

have a closed form but is impossible to for users to write code to compute

because of its complexity.

Manual differentiation is not without an upside though. As the derivatives

are manually derived by humans, they can be analyzed and optimized for faster

computation in some cases.

2.1.2 Numerical Differentiation

Numerical differentiation involves using the finite difference approximation of

derivatives using values of the function evaluated at some sample points [6].

For example, let f be a multivariate function f : R → R, the approximate of

the gradient ∇f = ( δf
δx1
, ..., δf

δxn
) can be computed using the limit definition of

a derivative as follow:

δf(x)

δxi
≈ f(x+ hei) − f(x)

h
(2.1)

where ei is the i− th unit vector and h is a small positive step size.

Numerical differentiation is simple to implement but its main disadvantage

is that the computation requires O(n) evaluation of f for a gradient of a n

dimension input as well as a good step size h.

Numerical approximation of derivatives are ill-conditioned and unstable
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due to the limited precision of computer systems, such as truncation and

round-off errors, especially when h → 0 [6]. Various techniques have been

introduced to alleviate the approximation errors in numerical differentiation.

For example, center difference approximation can be used to reduce the trun-

cation errors down to the second order in h:

δf(x)

δxi
≈ f(x+ hei) − f(x− hei)

2h
+O(h2) (2.2)

However, these methods are often not as effective when h is very small and

usually increase computational complexity by a large margin.

The main road block to allow the use of numerical differentiation in Ma-

chine Learning is still the O(n) complexity. For modern Deep Learning ar-

chitectures, the number of parameters n can be in the range millions, making

numerical differentiation infeasible to use. On the other hand, approximation

errors can be tolerated because neural networks can still function almost as

good in low-precision system [17].

2.1.3 Symbolic differentiation

Symbolic differentiation is another paradigm where expressions of derivative

are obtained by expanding and manipulating expressions progressively using

differentiation rules [6]. For example:

d

dx
(f(x) + g(x)) → d

dx
f(x) +

d

dx
g(x)

d

dx
(f(x)g(x)) → (

d

dx
f(x))g(x) + f(x)(

d

dx
g(x))

(2.3)

Symbolic differentiation of a formula’s expression tree is a purely mechan-

ical process [6] that can be implemented effectively. Symbolic differentiation

address the weak points of manual differentiation as well as numerical differ-

entiation and it have found wide-spread successes in the past. Example of

symbolic differentiation can be found in software system like Mathametica,

Maple and some deep learning frameworks like Theano [46].

One strength of symbolic differentiation is that symbolic derivatives can

give valuable insight into the structure of the problem and in some cases can
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produce analytical solution that are trivial compute. However, in general,

symbolic derivatives are not known for being efficient for runtime calculation

of derivative values, as they can get exponentially larger than the expression

whole derivative they represent [6].

As an example, consider a function h(x) = f(x)g(x). Using the multiplica-

tive rule for differentiation we get d
dx
h(x) → ( d

dx
f(x))g(x) + f(x)( d

dx
g(x)). If

we just blindly proceed to symbolically differentiate f(x) and plug its deriva-

tives into the previous expression, we could create a lot of duplications. The

reason is that f(x) and d
dx
f(x) usually have a lot of common component to

compute. If we don’t take this into account when expanding the expression,

we could have nested duplications of any computation that appears in com-

mon between f(x) and d
dx
f(x). This can lead to exponentially large symbolic

expression that take very long time to evaluate during execution time. This

is the reason why Deep Learning frameworks that use symbolic differentiation

like Theano have an additional, optional step of optimize the computational

graph of the symbolic derivative before execution. However, these kind of

optimization are not perfect and we usually still end up with large cryptic

symbolic expressions with many redundancies.

2.1.4 Automatic Differentiation

In modern Deep Learning, for training neural networks, we usually care less

about the symbolic form of derivative and more about the numerical accuracy.

It is much better to store only the values of intermediate sub-expression in

memory. We can futher improve the effeciency by interleaving as much as

possible the differentiation and simplification step. This is the basic idea

of Automatic Differentiation: apply symbolic differentiation at the elmentary

operation level and keep intermediate numerical results, in lockstep with the

evaluation of the main function [6].

Automatic Differentiation can be thought as performing additional compu-

tation of various derivative on top of executing standard computer program.

In a system where all component are differentiable, such as neural networks,

all numerical computation of derivatives can be reduced into composition of
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finite set of elementary operations whose derivative are known [50]. An impor-

tant point that need to be made here is that, unlike Symbolic Differentiation,

Automatic Differentiation can handle control flow such as branching, loop, re-

cursion and procedure call. This is due to the fact that any numeric code will

eventually result in a numeric evaluation trace that can be used to compute

the derivatives, regardless of any control flow path that was taken during exe-

cution. In another way, Automatic Differentiation is blind with respect to any

operation, including control flow statements because they do not directly alter

numeric values that are used for computing the derivative [6]. Compare this to

Symbolic Differentiation, which require having the symbolic expression of the

derivative before execution for computation efficiency. One can also rebuild

the symbolic expression every time there are change in control flow. However,

this is prohibitively expensive.

There are two step in Automatic Differentiation: forward mode and reverse

mode. Forward mode in Automatic Differentiation is analogous to the forward

pass in Deep Learning. In forward mode, Automatic Differentiation execute

the program and build up all the numerical value required for computing the

derivative in reverse mode in a book-keeping procedure. The stored informa-

tion includes the Jacobian of each function blocks. Additionally, the input and

output of each function blocks are also usually stored. Reverse mode in Au-

tomatic Differentiation is the step where we go backward and propagate the

derivative from a given output. Reverse mode in Automatic Differentiation

is related to the backpropagation algorithm. In fact, it is a generalization of

the latter. The details on how to implement the forward and reverse mode of

Automatic Differentiation is not in the scope of this thesis. However, a very

good explanation can be found in the survey paper by Baydin et al. [6].

Automatic Differentiation and consequently Differentiable Programming

are the newest development in the toolbox of computing derivative for gradi-

ent optimization in Machine Learning. It addressed the issue with previous

paradigms that have been used by the Machine Learning community over the

years. The end result of Automatic Differentiation in a Machine Learning

model is to obtain the dervative of all the parameters model with respect to
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the loss function. However, Automatic Differentiation does not work when

some of the components in the end-to-end neural network architecture are

non-differentiable. For this reason, we propose a mechanism, called ”Differ-

entiable Pass”, to overcome this challenge in the next chapter. Differentiable

Pass uses use the Universal Approximation property of Neural Networks. The

next sections in this chapter provide an overview of Neural Networks as well

as their Universal Approximation property.

2.2 Neural Network overview

2.2.1 Multilayer Perceptron

Neural Networks are very powerful machine learning model that are loosely

inspired by the biological structure of the brain. One of the simplest form of

Neural Networks is a Multilayer Perceptron. The mathematical formulation

of a Multilayer Perceptron is shown below.

A Multilayer Perceptron consists of N layers fi for i : 1 → N connected

together sequentially. Each layer receive an input xi, which is a column vector

of li dimension. xi is then put through a linear transformation using a weight

matrix Wi and a bias vector bi. This linear transformation is followed imme-

diately by a non-constant, continuous almost everywhere activation function

σi : R → R that works on the output of the previous transformation in an

element-wise fashion. In summary, the formulation of a layer is:

fi(xi) = σi(Wixi + bi) (2.4)

The activation function σi can be chosen arbitrary as long as it satisfy the

requirement in the Universal Approximation Theorem. However, the most

common activation functions are ReLU, Sigmoid and Tanh or Identity (i.e.

no activation function). This formulation of a Neural Network layer is also

called a Fully Connected layer or a Dense layer. As the layers in a Multilayer

Percentron are connected together sequentially, the output of a layer is the

input of the layer immediately right after it. In other word, we have:
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xi+1 = fi(xi) (2.5)

As the dimension of xi+1 is li+1, we can derive that the weight matrix Wi

must be of size li+1 × li while bi is a li+1 dimension vectors. Wi and bi for

i : 1 → N are the parameters of the Multilayer Perceptron and the targets of

optimization to find the best configuration that fit the training data.

The first input x1 to a Multilayer Perceptron are provided externally and

the last output y = f(xN) are considered the output of the whole Neural

Networks. The output y are then compared against a ground truth ygt using a

loss function L(y, ygt) that measures the difference between the two. Training

of Neural Networks then become minimizing the loss function and usually

Stochastic Gradient Descent [8] is used for the optimization. As every layer

in Multilayer Perceptrons are differentiable, the gradient/derivative used for

Stochastic Gradient Descent can be computed automatically with Automatic

Differentiation, in particular, using the famous backprogation algorithm.

2.2.2 Convolutional Neural Networks

For visual recognition related problem, such as working with images and

videos, Multilayer Perceptron does not work so well because these kind of

data are usually very high dimensional. Moreover, the inherent spatial struc-

tures of those data call for Neural Networks architecture that can exploit these

structures efficiently. Convolutional Neural Networks are natural solution to

those problems. In Convolutional Neural Networks, instead of having a weight

matrix Wi do a linear transformation on the input xi to project it to the output

in each layer, a bunch of filters are convoluted with the input volume across

all spatial dimensions. Contrary to popular thinking, Convolutional Neural

Networks work on volumes to transform them into other volumes (images are

special case of volumes where the depth dimension is one). The depth dimen-

sion of a volume effects the size of the 3D filters that would be applied to

that volume as well as the number of filters that would be used to generate

that volume. Selecting the depth of the volume in a Convolutional Neural
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Networks usually depend on the problem one is working on, as the number of

filters usually correlate to the amount of distinct information that we want to

extract from the input of from the Convolutional layer.

Convolutional Neural Networks is related to Template Matching in tradi-

tion Computer Vision. However, instead of having the convolutional filters

being designed by human, Convolutional Neural Networks treat the filters as

learnable parameters and optimize the filters using Stochastic Gradient De-

scent so that the output of the whole Neural Networks best fit training data.

In this weight, the filters in Convolutional Neural Networks are analogous to

the weight matrix Wi in Multilayer Perceptron. In fact, implementation-wise,

the convolution between the filters in Convolutional Neural Networks and the

input volume use the same matrix multiplication as in Multilayer Perceptron.

To implement convolution as matrix multiplication, first, one has to convert

both the original input volume and the convolution filters into appropriate

form. The algorithm to do this is called im2col [2]. Moreover, conceptually,

one can think a fully connected layer applied to an volume that is flattened

into a vector as a convolutional layer with the filter size big enough to cover

the whole spatial dimensions of the volume.

Convolutional Neural Networks have found wide successes in solving many

real life problems, from solving many computer vision tasks such object de-

tection [37], image generation [14], image super resolution [26] to achieving

superhuman performance in Atari games [27] and board games [43]. The ef-

fectiveness of Convolutional Neural Networks is hypothesized to comes from

their inherent computation architectures, such as their translation invariant

property, for example. Therefore, the act of designing Convolutional Neural

Networks architectures can be thought as finding a good prior for the problem

one is trying to solve. Recently, works such as [48] has found that the archi-

tecture of a generator Convolutional Network is sufficient to capture a great

deal of low-level image statistics prior to any learning and randomly-initialized

Neural Network can be used as a handcrafted prior with excellent results in

standard inverse problems such as denoising, superresolution, and inpainting.
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2.2.3 Universal Approximation Property of Neural Net-
works

Neural Networks has been studied extensively in the past few decades. One

of the most iconic property of Neural Networks is, arguably, their Universal

Approximation Property. Let F be a Multilayer Perceptron with at least two

fully connected layers where the first layer has N output dimension and σ :

R → R be a non-constant, bounded and continuous function. The Universal

Approximation states that for any function f and any positive infinitesimal

term , there always exists N large enough so that: |f(x) − f(X)| < for all

x in the domain.

The theorem presents the powerful learning capacity of Neural Networks.

It shows that a simple two-layered Multilayer Perceptron with enough param-

eters can match any function. The theorem doesn’t propose how to find such

set of Neural Networks parameters, but it guarantees they exists. Universal

Approximation Property of Neural Networks was proved first for sigmoidal

activation function in [10] and KurtHornik et al . proved the same theorem for

classes of all non-constant, bounded, continuous function in [20]. The Univer-

sal Approximation Property of Neural Networks is the reason why we choose

this class of function as implementation for our Differentiable Bypass concept

that will be presented in the next chapter.

Figure 2.1 show an example of using Mutilayer Perceptron to mimics the

function f(x) = x sin 4x − cos
p

15|x| in the range [−1, 1] with the number

hidden neurons in the set {10, 50, 200, 1000, 5000, 20000}. As the number of

hidden neurons increase, the Neural Networks fit the function better and better

and with enough training one can fit this function perfectly.
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Figure 2.1: Example of using a two-layered Multilayer Perceptron to mimics a
function. The directions from top to bottom, left to right indicates increasing
number of parameters from 20 hidden layer unit to 20000.
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Chapter 3

Extending Differentiable
Programming to include
non-differentiable components
with Differentiable Bypass

3.1 Combining differentiable and non-differetiable

modules for end-to-end training using the

backpropagation algorithm

Consider the problem of combining N differentiable or non-differentiable mod-

ules {f1, f2, ..., fN} sequentially (i.e. output of fi−1 is input into fi for i > 1)

into an end-to-end pipeline that can be trained end-to-end with the back-

propagation algorithm. In this chapter, we only consider the case where the

non-differentiable modules doesn’t have any parameters that we want to train.

If we would like to do so, we can treat these parameters or projections of these

parameters as part of the input into the non-differentiable modules and pro-

ceed like normal. Let φi be the parameters of each fi that is a differentiable

module. Further, let θi for i : 1 → n be the input to each module fi. By

definition, θ1 is the input provided by user to the whole pipeline and θi for

each i : 2 → n are also the output of the previous module fi−1. Additionally,

define θN+1 as the output of fN (i.e. the output of the whole pipeline).

Let L be a differentiable loss function that compare the output θN+1 of the

pipeline against some ground truth output that we want to minimize. To train
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the parameters of all differentiable modules, the backpropagation algorithm

assume the gradients ∂L
∂θi

for all i where fi is differentiable are provided. Then,

the original backpropagation algorithm compute the gradient ∂L
∂φi

using the

chain rule as follow:

∂L

∂φi
=

∂L

∂θi+1

× ∂θi+1

∂φi
(3.1)

∂θi+1

∂φi
= ∂fi(θi)

∂φi
is well-defined because the assumption that fi are differen-

tiable with respect to their own parameters. The problem is how to calculate

∂L
∂θi+1

. In the case when there is no non-differentiable modules in the pipeline,

∂L
∂θi

can be computed recursively from the last to the first differentiable module

by using chain rule:

∂L

∂θi
=

∂L

∂θi+1

× ∂θi+1

∂θi
(3.2)

Again, we have ∂θi+1

∂θi
= ∂fi(θi)

∂θi
to be well-defined for i : 1 → N because

of the assumption that fi are differentiable with respect to their own input.

Addittionally, as L is differentiable with respect to θN+1, we can compute the

gradient ∂L
∂θN+1

easily. Going from N down to 1 and applying the equation

(3.2) recursively, we can compute all the ∂L
∂θi

.

In the case where the sequential chain of fi for i : 1 → N is broken,

i.e. there is at some i ∈ 1, ..., N where fi is non-differentiable, the previously

mentioned recursive strategy does not work anymore. The reason is that
∂θi+1

∂θi
= ∂fi(θi)

∂θi
is no longer well-defined for some i where fi is non-differentiable.

To continue using the backpropagation algorithm for gradient optimization, we

need to estimate the these gradient somehow. The problem become estimating

the derivative of a non-differentiable function with respect to its input, i.e.

estimating ∂fi
∂θi

where fi is non-differentiable.

The problems of estimating the derivative of non-differentiable functions

with respect to its input or parameters is well-studied with in the context of

Reinforcement Learning, Control and Operation Research. The next sections

describe two of the most popular methods for doing so, which are the score

function estimator and evolution strategy and how they are related to our
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method described in this thesis. Then, we present our concept of Differentiable

Bypass, which is the main contribution of the work. For the sake simplifying

notations, we drop the index i from f , θ in the these sections.

3.2 Score function estimator

Consider the problem of computing the derivative of an expectation of a func-

tion f(x) with respect to θ where f is non-differentiable and the a random

variable x follow a distribution p(x; θ) parameterized by θ:

∇θEp(x;θ)[f(x)] = ∇θ

Z
p(x; θ)f(x)dx (3.3)

This is a recurring task in machine learning, for example, to compute the policy

gradient in reinforcement learning or computing the posterior in variational

inference. The derivative is hard to compute because the integral over the

whole distribution p(x; θ) are usually unknown. Using something called the

log derivative trick, we can rewrite the integral into this form:

∇θEp(x;θ)[f(x)] = Ep(x;θ)[f(x)∇θ log p(x; θ)] (3.4)

The formula on the right hand side has nicer property than the integral as

we can compute the expectation by sampling. The exact derivation of the

previous formula is shown below.

Start from equation (3.3), under some mild assumptions about the smooth-

ness of f we can move the derivative inside the integral:

∇θEp(x;θ)[f(x)] =

Z
∇θp(x; θ)f(x)dx

=

Z
p(x; θ)

p(x; θ)
∇θp(x; θ)f(x)dx

(3.5)

Now, apply the derivative rule of a logarithm ∇θ log p(x; θ) = ∇θp(x;θ)
p(x;θ)

we have:

∇θEp(x;θ)[f(x)] =

Z
p(x; θ)∇θ log p(x; θ)f(x)dx

= Ep(x;θ)[f(x)∇θ log p(x; θ)]

=
1

S

SX
s=1

f(x(s))∇θ log p(x(s); θ), x(s) ∼ p(x(s), θ)

(3.6)
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Note that the last line means we can can approximate the derivative

∇θEp(x;θ)[f(x)] by doing Monte Carlo sampling of ∇θ log p(x; θ) weighted by

f(x). This way of estimating the derivative is called the score function esti-

mator [19]. In this thesis, we usually have p(x; θ) = N (θ, σ).

The score function estimator has the advantages is that it only requires the

derivative of log p(x; θ) to exists and it is unbiased. However, one downside

is that this derivative estimator has high variance. Reducing the variance of

this estimator as low as possible is crucial for effective learning. In practice,

we subtract a control baseline b from the estimator:

∇θEp(x;θ)[f(x)] = Ep(x;θ)[(f(x) − b)∇θ log p(x; θ)] (3.7)

Subtraction of this term does not change the expectation of the estimator while

effecting the variance. A constant control variate b can be used. However, this

is usually not useful and a careful, problem-dependent strategy of choosing b

can lead to much lower variance for learning.

We can apply the score function estimator to compute the gradient of a

non-differentiable function with respect to its input by treating the input θ

into a non-differentiable f as the parameters of the distribution p(x; θ). This

can be thought as applying a smoothing operation on the input space of the

non-differentiable function f(θ). Futhermore, θ can be a parameters of f itself

as well. That means we can also optimize the parameters of non-differentiable

function using the score function estimator.

3.3 Evolution Strategy

Another way to estimate the gradient of the integral is to use evolution strategy

[41]:

∇θEp(x;θ)[f(x)] =
1

σ
Ep( )[f(θ + σ ) ] (3.8)

Start from the score function estimator:

∇θEp(x;θ)[f(x)] = Ep(x;θ)[f(x)∇θ log p(x; θ)] (3.9)

Note that: p(x; θ) = 1√
2πσ

e−
(x−θ)2

2σ2 .
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Let us reparameterize the random variable x as x = θ + σ , where is

sampled from a normal distribution p( ): ∼ N (0, I). Then,

∇θEp(x;θ)[f(x)] = ∇θEp( )[f(θ + σ )]

= Ep( )[f(θ + σ )∇θ{−
(x− θ)2

2σ2
− log

√
2πσ}]

= Ep( )[f(θ + σ ){(x− θ)

2σ2
}]

= Ep( )[f(θ + σ ){
σ
}]

=
1

σ
Ep( )[f(θ + σ ) ]

(3.10)

Evolution strategy has the advantages that it is more easily parallelized

with less communication overhead between processes and has lower variance

than the score function estimator ([41]). Our preliminary results show that

for our particular problem in this thesis, Evolution strategy gives much lower

variance and faster learning during training than the score function estimator

without having to select the control variate b. We hypothesize that is because

of the reparameterization of x as this has been shown in previous literature

([39]). However, for our setting in this thesis, empirically, we show that Evo-

lution strategy doesn’t work well when the problem is high dimensional and

our method, backpropagation via Differentiable Bypass, is preferred.

3.4 Estimating the gradient of non-differentiable

modules using Differentiable Bypass

In this section, we present a novel way to compute the gradient of the non-

differentiable function f using a concept called a Differentiable Bypass. The

idea presented here is simple and can be applied to most non-differentiable f

as long as we can find a function to approximate it. Let g be a differentiable

function parameterized by φg that has the capacity to approximate f well

enough. g can be any class of function. However, in this thesis, g is chosen to

be neural networks because of their Universal Approximation property. Figure

3.1 shows a conceptual illustration of a Differentiable Bypass.

20



Differentiable 
Module 
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Module 

Differentiable 
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Figure 3.1: Illustration of a Differentiable Bypass. The broken red backward
arrows means the red module is non-differentiable and Automatic Differentia-
tion cannot work. The blue rounded rectangle is a differentiable function (for
example, a neural network) that is trained to approximate the output of the
non-differentiable red module. Blue arrow show the rerouting of gradient to
avoid non-differentiable modules.

Let y = f(θ) and y0 = g(θ) be the output of f and g for the input θ and

Lapprox(y, y
0) be a differentiable loss function that compare these two output.

The idea of Differentiable Bypass is to do the optimization:

min
φg

Lapprox(y, y
0) (3.11)

a bunch of time so that g fit the surface f well enough. Then, instead of using

the gradient of the function f with respect to θ, which is not available, we can

use the gradient of g with respect to θ instead, i.e. use ∂g
∂θ

in place of ∂f
∂θ

in the

normal backpropagation algorithm. In that case, we are assuming that:

∂g

∂θ
≈ ∂f

∂θ
(3.12)

if g fits f well enough.

In practice, during training of the whole {f1, f2, ..., fN} sequence, we need

g to fit a specific f for the area around the input θ that we is computing

the gradient for. Because of this reason, some kind of exploration in the

area around the current θ need to be employed otherwise the function g will

overfit to the value of θ and give us incorrect gradient. For an example of

this exploration mechanism, please see the end-to-end learnabel Convolutional

Neural Networks and Dynamic Programming algorithm that we propose in the

next chapter.
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The idea to estimate the gradient of a function using the gradient of another

function that approximates it has been explored in the literature. Our method

is related to Deep Deterministic Policy Gradient (DDPG) [27]. In DDPG, the

authors train a neural network Q(s, a), called the Q-network, to approximate

the discounted return of an action a given a state s then use the gradient of

Q(s, a) with respect to a for gradient ascent on another network that out-

put the action a. DDPG has found wide successes in training Reinforcement

Learning agent to play Atari game and is still one of the algorithms of choice

for solving continuous action environment. There are difference between our

concept of Differentiable Bypass and DDPG, however. Our Differentiable By-

pass employs supervised signal that come directly from the module right after

it in the sequence while in DDPG, there is no such concept and the Q-network

learns from the signal that come directly from the rewards at the end of the

action execution. There is only one non-differentiable step in DDPG that come

from the act of receiving a reward from the environment compared to multi-

ple non-differentiable modules that can exist in our pipeline. The differences

between our Differentiable Bypass and DDPG come from the setting of the

problems even though the idea of using a Neural Networks to approximate

the gradient of a non-differentiable step might be the same. Another work

that is related to our is the Synthetic Gradient paper by Max Jaderberg et al .

[22] where the authors use a Neural Network to directly output the gradient

for training another Neural Network for decoupling the training of multiple

layers in a Recurrent Neural Networks. The authors provided justification for

training using Synthetic Gradient and proved the convergence of the train-

ing. Overall, we think the idea of approximating the gradient for training

Neural Networks using other Neural Networks are very interesting and worth

pursuing.
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Chapter 4

End-to-end learning of
Convolutional Neural Networks
and Dynamic Programming for
Left Ventricle Segmentation

Recent progress in medical image analysis is undoubtedly boosted by deep

learning [15], [23]. Progress is observed in several medical image analysis tasks,

such as segmentation [9], [33], registration [13], tracking [18] and detection [11].

One of the significant challenges in applying deep learning to medical image

analysis is limited amount of labeled data [15].

Our contribution in this chapter is twofold. First, we demonstrate a com-

bination of deep learning and a traditional method with strong prior knowl-

edge can compensate for the inadequate amount of training data significantly.

The method in this chapter is referred to as End-to-end learning of Convolu-

tional Neural Networks and Dynamic Programming (EDPCNN). We use dif-

ferentiable programming [6] (i.e., end-to-end learning) for combining different

methods.

Our second contribution is a recommendation for combining a non-differentiable

function with deep learning using the concept of Differentiable Bypass (DiffBy-

pass) within an end-to-end learning framework. This is an extension of Differ-

entiable Programming, which has been applied only to differentiable functions

so far. In this context, we demonstrate the use of the universal function ap-

proximation property of neural networks to approximate a non-differentiable
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function.

4.1 Left Ventricle Segmentation and Combin-

ing Traditional Techinque with Deep Learn-

ing for Medical Imaging

The left ventricle appears as a “blob” object in short axis MRI. Tradition-

ally active contours and level set based methods were used for blob object

segmentation [1]. While these methods offer object shape constraints, they

typically look for strong edges or statistical modeling for successful segmenta-

tion. These techniques lack a way to work with labeled images in a supervised

machine learning framework. For complex segmentation tasks, such as cardiac

MRI segmentation [5] these methods are inadequate. Deep learning (DL) has

invigorated interest for these classic techniques in the recent years, including

our present work, because starting from raw pixels DL can be trained end-

to-end with labeled images. With the exception of limited literature, such as

shape prior Convolutional Neural Networks (CNN) [52], DL lacks any inherent

mechanism to incorporate prior knowledge about object shapes; instead, DL

relies on the volume of labeled images to implicitly learn about object shapes

or constraints. Hence, there is a need to combine CNN with these traditional

methods so that the latter can provide adequate prior knowledge.

Hu et al. [21] proposed to use CNN to learn a level set function (signed

distance transform) for salient object detection. Tang et al. [45] used level set

in conjunction with deep learning to segment liver CT data and left ventricle

from MRI. However, their method does not use end-to-end training for this

combination. Deep active contours [40] combined CNN and active contours;

the work, however, fell short of an end-to-end training process.

Literature on combined end-to-end learning is not yet abundant. End-to-

end learning employing level set and deep learning-based object detector has

been utilized in Le et al.’s work [25], where the authors modeled level set com-

putation as a recurrent neural network. Marcos et al. [29] have combined CNN

and active contours in end-to-end training with a structured loss function.
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Proposed EDPCNN is another addition to the growing repertoire combin-

ing CNN and active contours with a noteworthy novelty. While all the afore-

mentioned literature on segmentation combines differentiable components, in

EDPCNN we demonstrate how to combine a DP-based active contour with

CNN in an end-to-end fashion, where DP is non-differentibale.

Medical image analysis often has to deal with limited amount of labeled

/ annotated images. DL has been most successful where plenty of data was

annotated, e.g., diabetic retinopathy [49]. Transfer learning is the dominant

approach to deal with limited labeled data in medical image analysis. In

transfer learning, a deep network is first trained on an unrelated, but large

dataset, such as Imagenet; then the trained model is fine-tuned on smaller

data set specific to the task. Transfer learning has been applied for lymph

node detection and classification [42], localization of kidney [34] and many

other tasks [44]. Data augmentation is also applied to deal with limited labeled

data [38].

In this work, we present a complementary approach to work with limited

amount of labeled images. Our guiding principle is to inject the learning

system with prior knowledge about the solution. A similar argument was made

by Ngo, Lu, and Carneiro [31] for combining level set and CNN to work with

limited labeled data for left ventricle segmentation. For this segmentation

task, the prior knowledge is a smooth shape, which can be modeled as a

closed contour drawn through a star pattern. To inject such knowledge into

the learning system, we resort to the principle of differentiable programming,

where more than one differentiable algorithms are stitched together. However,

the added difficulty in our case is the non-differentiable nature of DP that we

overcome using the DiffBypass strategy mentioned in the previous Chapter.

4.1.1 U-Net for Segmenting Medical Image

U-Net is a Convolutional Neural Networks architecture used for solving the

semantic segmentation problems. We include an introduction about U-Net

here because the architecture will be used as the base Convolutional Neural

Networks architecture for EDPCNN as well as the baseline we compare to.
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Figure 4.1 show the architecture of U-Net.

U-Net is an autoencoder-like architecture. Conceptually, there are two part

in the U-Net: the encoder and the decoder. The decoder takes the input im-

age, progressively process and extract high level contextual features by using

convolutional layers and max pooling. The spatial dimensions of the feature

map reduce gradually while the depth dimension increases at the same time.

After the encoder layers, we obtain a feature map that has 1024 depth chan-

nel. The decoder part of U-Net uses up-convolution layers, which consists of

bilinear interpolation operation follow by convolution layers, to build up the

segmentation mask, again, progressively from the extracted high level feature

from the encoder. Additionally, U-Net employs skip connections from each

layer in the encoder to its corresponding layer in the decoder for improving

dense prediction accuracy. We choose U-Net as our base architecture because

U-Net has found wide successes in segmenting medical images with low amount

of data. However, other segmentation architectures, FCN [28] and SegNet [3]

for examples, can be used as the baseline. For more information about the

implementation detail of U-Net, please refer to the original paper [38].

4.2 Dynamic Programming

Use of Dynamic Programming (DP) in computer vision is wide ranging, includ-

ing interactive object segmentation [12]. Here, we use the DP setup described

in [35] to delineate star-shaped/blob objects that perfectly describe left ven-

tricles in the short axis view.

Let the star pattern have N radial lines with M points on each line. Dy-

namic Programming minimizes the following cost function:

min
v1,...,vN

E(N, vN , v1) +
N−1X
n=1

E(n, vn, vn+1), (4.1)

where each variable vn is descrete and vn ∈ {1, . . . ,M}. Cost component for

the radial line n is E(n, i, j) and it is defined as follows:

E(n, i, j) =
g(n, i) − g(n, i− 1) + g(n⊕ 1, j) − g(n⊕ 1, j − 1), |i− j| ≤ δ

∞, otherwise,
(4.2)
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Figure 4.1: U-Net architecture. Image belongs to the original authors at [38]
.

where g is the Warped Map in the EDPCNN pipeline (Fig. 4.2), with g(n, i)

representing the value of Warped Map on the ith point of radial line n. The

symbol ⊕ denotes a modulo N addition, so that N⊕1 = 1 and n⊕1 = n+1 for

n < N. The discrete variable vn ∈ {1, . . . ,M} represents the index of a point

on radial line n. DP selects exactly one point on each radial line to minimize

the directional derivatives of g along the radial lines. The collection of indices

{v(1), . . . , v(N), v(1)} chosen by DP forms a closed contour representing a

delineated left ventricle. To maintain the continuity of the closed contour,

(4.2) imposes a constraint: chosen points on two consecutive radial lines have

to be within a distance δ. In this fashion, DP acts as a blob object boundary

detector maximizing edge contrast, while maintaining a continuity constraint.

Algorithm 1 implements DP, where a number of calls to the argmin function

are responsible for the non-differentiable nature of it. So, during end-to-end

learning we cannot rely on the automatic differentiation of software packages.

Naive implementation of the nested for loops in algorithm 1 is prohibitively

inefficient for training of our model as its time complexity is O(N2M) for a
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/* Construct value function V F and index function IF */

for n = 1, . . . , N − 1 do
for i, k = 1, . . . ,M do

if n == 1 then
V F (n, i, k) = min1≤j≤M [E(n, i, j) + E(n+ 1, j, k)] ;
IF (n, i, k) = argmin1≤j≤M [E(n, i, j) + E(n+ 1, j, k)] ;

else
V F (n, i, k) = min1≤j≤M [V F (n− 1, i, j) + E(n+ 1, j, k)] ;
IF (n, i, k) = argmin1≤j≤M [V F (n− 1, i, j) + E(n+ 1, j, k)] ;

end

end

end
/* Backtrack and output v(1), . . . , v(N) */

v(1) = argmin1≤j≤M [V F (N − 1, j, j)];

v(N) = IF (N − 1, v(1), v(1));
for n = N − 1, . . . , 2 do

v(n) = IF (n− 1, v(1), v(n+ 1));
end

Algorithm 1: Dynamic programming

single contour and the number of contours processed for each training batch

can be in order of thousands. Therefore, we need vectorize these for loops 1

so that they can be run efficiently on GPU. Moreover, pre-allocating of GPU

memory at the beginning and for reuse later during execution time is required

as memory allocation take a long time. To utilize GPU parallel computation

capability even better, algorithm 1 is extended to the batch dimension and

vectorized. Algorithm 2 shows the pseudocode of our modified version of

algorithm 1 that can run up to thousands of time faster than the original on

GPU. For a detailed implementation of algorithm 2, see our Github repository.

4.3 End-to-end training using DiffBypass

We apply DiffBypass to combine CNN with DP and refer to this method as

end-to-end DP with CNN. As a significant test application, we use EDPCNN

to segment left ventricle from short axis heart MRI [5]. Fig. 4.2 illustrates

our processing pipeline. The input to the CNN (we use U-Net [38] in our

experiments) is an MR image as shown in Fig. 4.3(a). Output from the CNN
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/* Pre-allocate GPU arrays */

Initialize energy array E with size (batch size,N,M + 2δ,M + 2δ) ;
Initialize value array V F with size (batch size,N − 1,M,M + 2δ) ;
Initialize index array IF with size (batch size,N − 1,M,M) ;
/* Construct value function V F and index function IF */

for n = 1, . . . , N − 1 do
for i, k = 1, . . . ,M do

if n == 1 then
V S = E(:, 1, δ+1 : M+δ+1, :).toshape((−1,M,M+2δ, 1))+
E(:, 2, :, δ + 1 : M + δ + 1).toshape((−1, 1,M + 2δ,M)) ;

else
V S = E(:, n− 1, δ + 1 : M + δ + 1, :
).toshape((−1,M,M + 2δ, 1)) + E(:, n+ 1, :, δ + 1 :
M + δ + 1).toshape((−1, 1,M + 2δ,M)) ;

end
V F (:, n, :, δ + 1 : δ +M + 1) = min1≤j≤M V S(:, :, j, :) ;
IF (:, n, :, δ + 1 : δ +M + 1) = argmin1≤j≤M V S(:, :, j, :) ;

end

end
/* Backtrack and output v(1), . . . , v(N) like in the previous

algorithm */
Algorithm 2: Efficient Dynamic programming

CNN Interp DP

Approx.
Neural

Network

Input Image Output Map

Warped Map

Contour

Ground truth countour

Approx. Onehot

Legend
Forward (differentiable) Forward (non-differentiable)

Loss minimization 
(explained below) Backward Synthetic Gradient

Star Pattern

Figure 4.2: EDPCNN processing pipeline.
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Figure 4.3: Illustrations of processing pipeline: (a) input image, (b) Output
Map with an example star pattern, (c) Warped Map and (d) output indices
indicating LV on the warped space

Figure 4.4: (a) segmentation obtained with EDPCNN (b) ground truth.
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is a processed image, called output map, on which a pattern is overlaid in Fig.

4.3(b). The pattern consists of a few graduated radial lines. We refer to it as

a “star pattern.” The interpolator (“Interp” in Fig. 4.2) interpolates output

map on the points of the star pattern and warp the interpolated values in a

matrix called “Warped Map” in Fig. 4.2. Fig. 4.3(c) illustrates a Warped

Map. DP minimizes a cost function on the Warped Map and chooses exactly

one point on each radial line in the star pattern to output a set of indices in

the warped domain as shown in Fig. 4.3(d). Mapping the indices back to the

image space gives us a closed contour as the final segmentation, as shown in

Fig. 4.3(e). In comparison, ground truth segmentation, created by an expert,

is shown in 4.3(f).

EDPCNN pipeline is differentiable except for argmin function calls inside

the DP module that renders the entire pipeline unsuitable for end-to-end learn-

ing. For example, if there is a differentiable loss function that measures the

error between output contour and ground truth contour, we would not be able

to train the system end-to-end, because gradient would not reliably flow back

across the argmin function using the standard mechanisms of automatic dif-

ferentiation. In the past, soft assignment has been utilized to mitigate the

issue of non-differentiability for the argmin function [4]. Here, we illustrate

DiffBypass to approximate the gradient of the Warped Map, so that all the

preceding differentiable layers (Interp and CNN) can apply standard backprop-

agation to learn trainable parameters. Fig. 4.2 illustrates that an approximat-

ing neural network (“Approx. Neural Network”) creates a DiffBypass for the

non-differentiable DP module. This second neural network approximates the

contour that the DP module outputs. Then a differentiable loss function is ap-

plied between the ground truth contour and the output of the approximating

neural network, making backpropagation possible with automatic differentia-

tion. This mechanism is known as synthetic gradients, because the gradients

of the approximating neural network serves as a proxy for the gradients of the

DP module.

The DiffBypass strategy uses the universal function approximation prop-

erty of neural networks. This strategy is similar to using Synthetic Gradient
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[22] to train deep neural networks asynchronously to yield faster training. In

order to use the DiffBypass strategy in the EDPCNN processing pipeline, as

before, let us first denote by g the Warped Map, which is input to the DP

module. Let L(p, pgt) denote a differentiable loss function which evaluates the

collection of indices output from the DP module p = DP (g) = {v1, ..., vN}

against its ground truth pgt = {v∗1, ..., v∗n}, which can be obtained by taking

the intersection between the ground truth segmentation mask and the radial

lines of the star pattern. Let us also denote by F a neural network, which

takes g as input and outputs a softmax function to mimic the output of DP.

In Fig. 4.2, F apperas as “Approx. Neural Network.” Let φ and ψ denote the

trainable parameters of F and U-Net, respectively. The inner minimization in

the Dynamic Programming algorithm (Algorithm 3) trains the approximating

neural network F , whereas the outer minimization trains U-Net. Both the

networks being differentiable are trained by backpropagation using automatic

differentiation. The general idea here is to train F to mimic the output in-

dices of the DP module p as closely as possible, then use ∇gL(F (g), pgt) to

approximate ∇gL(p, pgt), bypassing the non-differentiable argmin steps of DP

entirely. Minimizing L(p, pgt) then becomes minimizing L(F (g), pgt) with this

approximation.

The loss function L in this work is chosen to be the Cross Entropy between

the output of F against the one-hot form of {v1, ..., vN} or {v∗1, ..., v∗N}. In this

case, F (g) comprises of N vectors, each of size M , representing the softmax

output of the classification problem for selecting an index on each radial line.

We have observed that introducing randomness as a way of exploration in

the inner loop by adding σεs to g is important for the algorithm to succeed. In-

stead of minimizing L(F (g), DP (g)), we minimize L(F (g+σεs), DP (g+σεs)).

In comparison, the use of Synthetic Gradient in asynchronous training [22] did

not have to resort to any such exploration mechanism. The correctness of the

gradient provided by the DiffBypass depends on how well F fits the surface

of the DP algorithm around g. We hypothesize that without sufficient explo-

ration added, F will overfit to a few points on the surface and lead to improper

gradient signal. Hyperparameter σ can be set using cross validation, while the
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number of noise samples S controls trade off between gradient accuracy and

training time. We found that σ = 1 and S = 10 works well for our experiments.

for I, pgt ∈ Training {Image,Ground Truth} Batch do
g = Interp(Unet(I));
Initialize s to 0;
while s < S do

Sample εs from N (0; I);
minφ L(F (g + σεs), DP (g + σεs));
s = s+ 1;

end
minψ L(F (g), pgt);

end
Algorithm 3: Training EDPCNN using DiffBypass
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Chapter 5

Experiment Setup and Results

In this chapter, we discuss the experiment setup to evaluate the effectiveness

our combining Convolutional Neural Networks and Dynamic Programming

into end-to-end training agains our baselines.

5.1 Dataset and Preprocessing

We evaluate the performance of EDPCNN against U-Net on a modified ACDC

[7] datatset. As the test set is not publicly available, we split the original

training set into a training set and a validation set according to [5]. Following

the same work, the images are re-sampled to a resolution of 212 × 212. As

the original U-Net model does not use padded convolution, each image in the

dataset has to be padded to size 396 × 396 at the beginning, so that the final

output has the same size as the original image. After these steps, we remove

all images that does not have the left ventricle class from the two datasets,

resulting in a training set of 1436 images and a validation set of 372 images.

We train U-Net and EDPCNN increasing training sample size from 10

training images to the full training set size, 1436. To avoid ordering bias, we

randomly shuffle the entire training set once, then choose training images from

the beginning of the shuffled set, so that each smaller training set is successively

contained in the bigger sets, creating telescopic training sets, suitable for an

ablation study.
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Figure 5.1: Left: Original indices. Right: Smoothed indices.

5.2 Postprocessing

As the output contour of DP may sometimes be jagged, we employ a post-

processing step where the output indices are smoothed by a fixed 1D moving

average convolution filter with circular padding. The size of the convolutional

filter is set using a heuristic to be around one-fourth the number of radial lines

on the star pattern. This post-processing also has the effects of pushing the

contour to be closer to a circle, which is also a good prior for the left ventricle.

This step improves our validation accuracy by around 0.5 to 0.8 percent. Since

Differentiable Bypass mimics the post-processed output, postprocessing is a

part of the end-to-end processing. Figure 5.1 shows an example of the selected

indices before and after postprocessing step.

5.3 Evaluation Metric

For evaluation of a segmentation against its corresponding ground truth, we

use Dice score [5], a widely accepted metric for medical image segmentation.

EDPCNN requires the star pattern to be available so that the output of U-Net

can be interpolated on the star pattern to produce Warped Map. The star

pattern is fixed; but its center can be supplied by a user in the interactive seg-

mentation. For all our experiments, the ground truth left ventricle center for

an image serves as the center of the star pattern for the same image. While by

design EPDCNN outputs a single connected component, U-Net can produce
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as many components without any control. Thus, to treat the evaluation of

U-Net fairly against EDPCNN, in all the experiments we compute Dice scores

within a square, which tightly fits the star pattern. So, any connected compo-

nent produced by U-Net outside of this square is discarded during Dice score

computation.

5.4 Training Details and Hyperparameters

We train U-Net and EDPCNN using Adam optimizer [24] with β1 = 0.9,

β2 = 0.999, and a learning rate value of 0.0001 to make the training of U-Net

stable. Training batch size is 10 for each iteration and the total number of

iteration is 20000. No learning rate decay as well as weight decay are used

because we have not found these helpful. We evaluate each method on the

validation set after every 50 iterations and select the model with the highest

validation Dice score.

For EDPCNN, we use nearest neighbor method to interpolate the output

of U-Net on the star pattern to compute Warped Map g. We choose the center

of the star pattern for each image to be the center of mass. To make the model

more robust and have better generalization, during training, we randomly jitter

the center of the star pattern with the requirement that the center will still stay

inside the object. Define ”object radius” as the distance between the center

of mass of an object to its nearest points on the contour. We then randomly

move the true center inside a 2D truncated normal distribution with mean

equal to the coordinate of the center of mass and standard deviation equal

to the object radius. We find that this kind of jittering can improve the dice

score on smaller training sets by up to about 2%. We also randomly rotate

the star pattern from -0.5 to 0.5 radian as an additional random exploration.

The radius of the star pattern is chosen to be 65 so that all objects in

the training set can be covered by the pattern after taking into account the

random placement of the center during training. The number of points on a

radial line has also been chosen to be the radius of the star pattern: M = 65.

For the number of radial lines N and the smoothness parameter δ, we run a
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Figure 5.2: Hyper-parameters search for DiffBypass.

grid search over N ∈ {12, 25, 50, 100}, δ ∈ {1, 2, 5, 7, 10} and find N = 25,

δ = 1 to be good values. We also find that the performance of our algorithm

is quite robust to the choices of these hyperparameters. The Dice score only

drops around 3% when the values of N and δ are extreme (e.g. N = 100,

δ = 10). Figure ?? shows the result of doing a grid search for selecting N

and δ on training set size of 200 samples over 200 epochs. Lastly, for the

optimization of minφ L(F (g + σεs), DP (g + σεs)) in Algorithm 3, to make

F (g) fit DP (g) well enough, we do the minimization step repeatedly for 10

times.

The architecture of F used to approximate the output of DP is a U-Net-like

architecture. As the size of g is smaller and the complexity of g is likely to be

less than the original image, instead of having 4 encoder and 4 decoder blocks

as in U-Net, F only has 3 encoder and 3 decoder blocks. Additionally, we

use padding for convolutions/transposed convolutions in the encoder/decoder

blocks so that those layers keep the size of the feature maps unchanged instead
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of doing a large padding at the beginning like in U-Net. This is purely for

convenience. Note that these choices can be arbitrary as long as F can fit

the surface of DP well enough. For the same reason, we find that the number

of output channels in the first convolution of F , called base channels, is an

important hyperparameter because this value controls the capacity of F and

affects how well F fits the surface of DP. We find that base channels = 8

works well for our algorithm (compared to 64 in U-Net).

5.5 Experiment Results and Discussions

Fig. 5.3 shows an ablation study to demonstrate the effectiveness of combining

CNN and DP in an end-to-end learning pipeline. The numerical result for this

figure can be found in 5.1. The horizontal axis shows the number of training

images and the vertical axis shows the Dice score of LV segmentation on a

fixed validation set of images. Note that when the number of training images

is small, EDPCNN performs significantly better than U-Net. Eventually, as

the training set grows, the gap between the Dice scores by U-Net and EDPCNN

starts to close. However, we observe that EDPCNN throughout maintains its

superior performance over U-Net. Results section (Table 5.2) shows that the

performance gain of EDPCNN over U-Net comes only with a modest increase

(16%) in the processing time.

Fig. 5.3 shows another experiment called “U-Net+DP”. In the U-Net+DP

processing pipeline, DP is applied on the output of a trained U-Net without

end-to-end training. Once again, EDPCNN shows significantly better perfor-

mance than U-Net+DP for small training sets, demonstrating the effectiveness

of the end-to-end learning. We hypothesize that DP infuses strong prior knowl-

edge in the training of U-Net within EDPCNN and this prior knowledge acts

as a regularizer to overcome some of challenges associated with small training

data.

Supply of the target object center to EDPCNN can be perceived as a

significant advantage. We argue that this advantage cannot overshadow the

contribution of end-to-end learning. To establish this claim, we refer readers
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Figure 5.3: Ablation study: training set size vs. Dice score on validation set.
EDPCNN uses the original U-Net as base network architecture.
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Table 5.1: Dice score of ablation study for U-Net, U-Net+DP and EDPCNN
at different training set sizes.

10 20 50 100 200 500 1000 1436
U-Net 0.5115 0.6511 0.7321 0.7990 0.8392 0.8862 0.9020 0.9096

U-Net+DP 0.6025 0.6558 0.7296 0.8135 0.8558 0.8891 0.8978 0.9031
EDPCNN 0.7270 0.7569 0.8015 0.8328 0.8701 0.8990 0.9093 0.9137

to Fig. 5.3 and note that the Unet+DP model, despite having the same

advantage, lags significantly behind EDPCNN. Therefore, end-to-end learning

is the only attributable factor behind the success of EDPCNN.

Further, to test the robustness of EDPCNN with respect to the position of

the star pattern center, we perform an experiment where the supplied center

during testing is purposely jittered inside the object in the way it was done

during training. Fig. 5.4 shows the effect of random jitter with the increase of

jitter radius from no jitter to 0.5 of the object radius. We can see that there

is no significant degradation in performance, especially for 0.2 jitter or below.

Fig. 5.4 plots the average Dice scores for these experiments. In all the cases,

the standard deviation of Dice scores remains small, below 0.01. Thus, the

standard deviation has not been shown in Fig. 5.4.

Fig. 5.5 shows training iterations vs. Dice scores for training and validation

sets. Two training sample sizes were shown: 10 and 1436 (full training set). For

training sample size 10, the Dice scores on the validation set show significant

variations and eventual overfitting for the U-Net model, while EDPCNN does

not exhibit such a tendency. This overfitting behaviour is counter intuitive,

because learnable parameters in EDPCNN form a superset for those in U-Net.

Our hypothesis is that a strong object model and prior knowledge infused by

DP into U-Net prevents overfitting.

Table 5.2 shows running time for U-Net and EDPCNN. We observe that

computationally EDPCNN is about 64% more expensive during training. How-

ever, test time for EDPCNN is only about 16% more than that of U-Net.

To further evaluate the result of what the U-Net in EDPCNN has learned,

we plot the predicted segmentation mask as well as the output of U-Net for

some typical images that has the left ventricle of size from small to medium and
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Figure 5.4: Robustness test: Dice Score at different dataset size and different
jitter radius.

Figure 5.5: Dice Score on the training and validation sets during training for
EDPCNN and UNet for dataset size of 10 and 1436.
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Table 5.2: Computation time on an NVIDIA GTX 1080 TI
Method Time / Training iteration Total training time Inference time / Image
U-Net 0.96s 5h 20m 0.01465s

EDPCNN 1.575s 8h 45m 0.01701s

large in figure 5.6. Overall, we find that U-Net learn to distinguish the edge

of the left ventricle against the rest of the image very strongly. Additionally,

figure 5.7 shows a failure case of our EDPCNN pipeline. In general, we find

EDPCNN doesn’t work as well on images with the left ventricle of smaller size.

Finally, we do another ablation study by training EDPCNN using Evolu-

tion Strategy (ES). We find that ES work well on a low dimensional version of

U-Net where the input is not padded, resulting in a final feature map of lower

dimension that will be upsampled as input into the Dynamic Programming

step. In this low dimensional optimization problem, ES works well and has

similar performance to DiffBypass (see figure 5.8. However, when we use ES

on the original U-Net, the performance of ES is worse than using DiffBypass.

In fact, ES on original U-Net is even worse than ES on the low dimensional

U-Net (see figure 5.9. We hypothesize that this maybe because the number

of random samples used to train ES does not scale well with the dimension

of the input. This show that our DiffBypass migh be preferred over Evolu-

tion Strategy for estimating the gradient of non-differentiable module in high

dimensional problems.
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Figure 5.6: From top to bottom: segmentation mask from small to large. From
left to right: ground truth mask, predicted mask, CNN output.

Figure 5.7: A failure case. From left to right: ground truth mask, predicted
mask, CNN output.
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Figure 5.8: Training set size vs. Dice score on validation set for U-Net, ED-
PCNN trained using Evolution Strategy (ES) and DiffBypass (denoted as ED-
PCNN (SG)). The base U-Net used here is a modified version where no padding
happen at the beginning.
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Figure 5.9: Ablation study: Performance of EDPCNN trained using Evolution
Strategy. EDPCNN (ES-lo) denotes using the U-Net version without input
padding as the base CNN while EDPCNN (ES-hi) denotes using the orignal
U-Net as the base CNN.
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Chapter 6

Conclusion

In this thesis, we present a method to combine a non-differentiable module

into Differentiable Programming via a concept called Differentiable Bypass.

We illustrate how to combine Convolutional Neural Networks and Dynamic

Programming for end-to-end learning. Combination of Convolutional Neural

Networks and traditional tools is not new; however, the novelty here is to

handle a non-differentiable module, dynamic programming, within the end-

to-end pipeline. We employ a neural network as our Differentiable Bypass to

approximate the gradient of the non-differentiable module. We found that the

approximating neural network should have an exploration mechanism to be

successful.

As a significant application we choose left ventricle segmentation from short

axis MRI. Our experiments show that end-to-end combination is beneficial

when training data size is small. Our end-to-end model has very little compu-

tational overhead, making it a practical choice.

In the future, we plan to segment myocardium and right ventricle with

automated placement of star patterns. For these and many other segmentation

tasks in medical image analysis, strong object models given by traditional

functional modules, such as dynamic programming, provide a way to cope with

the lack of training data. Our presented method has the potential to become

a blueprint to expand differentiable programming to include non-differentiable

modules.

The concept of Differentiable Bypass we presented here works in the case
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where the non-differentiable modules have no parameters. A natural extension

of Differentiable Bypass is to include the training of non-differentiable modules

that have parameters into the pipeline as well. To do this, one possible solution

could be to model the Differentiable Bypass as a function of both the input into

the non-differentiable module as well as its parameters. We think that this

extension is a very interesting concept and would like to pursuit this direction

in the future.

Another very ambitious direction to extend this thesis would be automating

the designing the neural network architecture of the Differentiable Bypass. To

do this, Neural Architecture Search would be required. Additionally, we can

also model the problem of choosing the Differentiable Bypass architecture as a

Reinforcement Learning problem as well. Successfully solving the problem of

automating the architecture search for the Differentiable Bypass would implies

lots of breakthrough for Differentiable Programming. For one, it means that

we can construct a black box programming language that allow users to write,

combine and optimize modules and functions that are either differentiable

or non-differentiable. To be able to achieve this step would require a lot

of engineering as well as scientific efforts. However, we think that the step of

being able to optimize both differentiable as well as non-differentiable modules

at the same time will be an important step to help solving many problems and

worth pursuing.
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