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Abstract—With the transition toward a smart grid, the power
system has become strongly intertwined with the information and
communication technology (ICT) infrastructure. The interdepen-
dency of both domains requires a combined analysis of physical
and ICT processes, but simulating these together is a major chal-
lenge due to the fundamentally different modeling and simulation
concepts. After outlining these challenges, such as time synchro-
nization and event handling, this paper presents an overview
of state-of-the-art solutions to interface power system and ICT
simulators. Due to their prominence in recent research, a special
focus is set on co-simulation approaches and their challenges and
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potentials. Further, two case studies analyzing the impact of ICT
on applications in power system operation illustrate the necessity
of a holistic approach and show the capabilities of state-of-the-art
co-simulation platforms.

Index Terms—Co-simulation, communication systems,
information technology, power system simulation, smart grids.

I. INTRODUCTION

MODELING and simulation is a key method for solv-
ing engineering problems. Pioneered and perfected in

avionics and defense, it is now used in virtually all technology
domains. Engineering of the energy system traditionally meant
sizing and placing infrastructures like centralized power plants
or transmission lines. Loads were described with statistical
models, and the focus was on the dynamics of the electri-
cal equipment like transformers, generators or power lines.
Planning and operating an electric power system is a com-
plex task, but the computational tools made questions like
optimal power flow or N-1 security easier to answer. The
new millennium, however, introduced distributed and renew-
able generation, intelligent loads, and real-time markets, all
enabled and empowered by information and communication
technologies (ICT). These modern and future power systems
can be described as cyber-physical systems [1] or even as
heterogeneous systems, where physical/continuous parts, dig-
ital/discrete elements, people/agents/roles, markets, and the
environment interact with each other in a close fashion. It
is therefore necessary to model all these different domains
and aspects in order to describe the entire behavior of the
system. Because ICT is needed to make the power system
more flexible and efficient, the complex interplay between dig-
ital world and physical infrastructure has to be understood.
The ICT presents a solution and a problem at the same time:
enabling complex controls in a smart grid while introducing
additional complexity, new sources of failure, and security
threats [2]. These developments also require a new level of
detail in simulations of the power grid, because commonly ICT
has only been considered very simplified, e.g., by guessing or
only roughly estimating static communication latencies when
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simulating ICT-dependent control systems for the power grid.
Some typical questions that require an in-depth consideration
of the interdependencies of the both domains are:

• What is the effect of realistic (varying) latencies, packet
loss or failures in the ICT system on the reliability and
performance of novel monitoring, protection and control
applications?

• What impact would cyber security threats have on the
monitoring, protection and control of the power system?

• To what extent can a certain ICT infrastructure satisfy
the requirements of novel monitoring, protection and
control applications in the power system? Which ICT
infrastructure would be needed?

Against this background, novel simulation frameworks have
been developed in the recent past targeting the joint sim-
ulation of power and ICT systems. However, most leading
solutions in this area are still subject to research and develop-
ment. Therefore, quantitative benchmarks are not possible and
solutions are hard to compare, and frequently similar problems
arise in the conceptualization, development and application of
the simulation frameworks. Therefore, this IEEE Task Force
contribution has been elaborated in joint work of developers
of several state-of-the-art power and ICT system simulators.
The aim of this paper is to provide insights into the various
challenges and solutions and to serve as a fast entry point into
the problem of smart power system simulation, under consid-
eration of the experience of the authors. For this, fundamental
challenges in interfacing power system and ICT simulators are
outlined (Section II) and an overview of the most advanced
solutions to this problem is provided (Section III). Further,
the importance and potential of a combined analysis of both
domains is illustrated in two case studies investigating the
impact of ICT on monitoring and control systems by use of
state-of-the-art co-simulation approaches (Section IV). Finally,
Section V concludes the paper.

II. MODELING AND SIMULATION PRINCIPLES

The tools and methods available today for the modeling
and simulation of power systems inevitably reflect the estab-
lished engineering approaches of this field, and there is a broad
spectrum of excellent simulation tools for electric transmis-
sion and distribution grids that cover the needs of traditional
power system engineering. However, in the light of the possi-
bilities offered and the challenges posed by modern smart grid
solutions, the view of power systems has to become broader,
including multiple (physical) domains and detailed ICT-based
control schemes. Solutions from other industrial sectors that
have faced a similar development in the past, e.g., the automo-
tive industry, can only be adopted with care, as power systems
are potentially very large and consist of components charac-
terized by extremely different time scales. In the following,
the governing principles regarding modeling and simulation
of power systems and communication networks are discussed
and compared, highlighting the challenges associated with
coupling these two domains in a simulation environment.

It is noteworthy that the main difficulty in creating com-
bined models of communication and power systems is not

a lack of appropriate mathematics and numerical methods.
These fundamental problems have been addressed and
resolved in several contexts that are suitable for modeling
and simulating smart power systems [3]–[6]. Rather, it is the
cost and difficulty of creating new models within new simu-
lation frameworks for hybrid systems that makes a combined
simulation difficult. There is a strong incentive to reuse exist-
ing simulation tools and the models within those tools, and
the tradeoffs inherent in reuse of existing simulation software
figures prominently, if only implicitly, in most work on the
combined simulation of power and communication systems.

This tradeoff may be stylized as a choice between three
options, of which we can pick only two. These are

1. Reuse, essentially as is, of communication and power
system models that exist separately within well-
established simulation packages.

2. Accurate simulation of the interactions between the
power system and the communication system.

3. Rapid execution of the combined simulation.
The various solutions summarized in this article demon-

strate the feasible combinations. Fast and accurate simulation
of smart power systems requires building new models for
the communication system or power system (but rarely both)
within a simulation package designed for, or readily adapted
to, a hybrid system simulation. On the other hand, simulations
that exhibit a high degree of reuse rely on ad-hoc approaches
to manage time and interactions between existing simulation
packages and these computations can be accurate or rapidly
executing, but not both.

Which combination is selected depends strongly on the per-
ceived relative values of reuse, accuracy, and execution speed
within the context of some particular simulation study. Thus, it
is impossible to dictate a best solution, and even comparisons
of solutions for co-simulation are difficult if we do not restrict
ourselves to very narrow use cases. Therefore, we illustrate the
range of solutions that are possible and indicate the benefits
of each within the scope of its applications.

A. Power Systems

Power systems comprise a complex arrangement of individ-
ual physical components that perform a multitude of different
tasks associated with generation, transmission, distribution,
storage, and consumption of energy. Despite their wide range
of functionality and application, all these individual compo-
nents are in general described by (sets of) differential algebraic
equations (DAEs) that arise from fundamental physical laws
such as energy conservation or Maxwell’s equations [7], [8].
When a component has more than one operational mode, e.g.,
an on/off state or transformer tap position, then its set of DAEs
are subject to change over time.

Due to their physical coupling, these individual components
interact dynamically, i.e., their respective states are interdepen-
dent and their evolution with respect to time is linked. Within
a model, these interdependencies appear as mathematical cou-
pling of the components’ DAEs. For instance, synchronous
machines within the same network are coupled via the network
frequency and thereby influence each other.
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The actual model used in a simulation depends on the ques-
tion at hand, and it is up to the model developer to choose the
most appropriate model for a given problem. For instance,
depending on the required level of detail, a distribution grid
might be modeled in different ways, using either a sequence
of quasi-static power flow calculations, an electro-mechanical
Root Mean Square (RMS) simulation or an Electromagnetic
Transient (EMT) simulation considering transient effects.

There is a large spectrum of tools dedicated to modeling
and simulating the physical aspects of power systems. The
methods employed by these tools can be categorized in two
classes:

• Steady-state calculations: These methods (e.g., power
flow computation) calculate a snapshot of a power sys-
tem, i.e., the steady state according to a set of (step-wise)
constant inputs and boundary conditions. In cases where
the assumption of a quasi-static system evolution is ade-
quate, a series of such snapshots is a sufficient simulation
approach. However, such approaches fail to capture the
transient dynamics of a power system. Typical time steps
for these simulations are in seconds, minutes, or hours.

• Continuous time calculations: To take into account the
dynamic effects within a power system, e.g., oscilla-
tions due to switching or faults, the underlying physical
equations have to be solved with respect to time. In com-
parison to steady-state calculations this typically involves
a much higher computational effort. Numerical integra-
tion methods are usually deployed for solving the DAE
systems, and these methods control the step size of the
time increment in the simulation to ensure stable and pre-
cise results. Thus, the models of physical continuous time
processes are simulated using discrete time steps. The
required step size depends on the dynamics of the system
and can be, e.g., at the milli- or microsecond level.

Since the detailed consideration of ICT is of particular
importance for short-term processes in the power system, the
focus in the remainder of the paper is set on the combined
analysis of ICT and dynamic power system simulation.

B. Communication Networks

Communication networks are not usually modelledprimarily
on the basis of physical principles. Rather, the components
of communication networks are modeled according to their
functionality, which is governed by the range of capabilities
offered by the respective hardware and software [9], [10].

Abstracting to the descriptive level of hardware and soft-
ware allows simulation of communication processes as the
sequential processing and transmission of (virtual) messages
and signals. For this, communication networks are commonly
simulated with the help of a discrete sequence of events in
time, where each event marks a significant step of message
processing or transmission. Between two consecutive events
no relevant action is assumed to occur, hence the simulation
can proceed in time from one event to the next. In this con-
text, significant events refer to message processing at a single
node or the transmission between (in most cases) two nodes.
This means that the effects of these events are localized to the

respective nodes and only affect other nodes indirectly and
after a delay, i.e., through causally related consecutive events.

As with power systems, the level of detail required for
the modeling and simulation of a communication network
depends on the problem at hand. Often the complex processes
happening in the underlying software layers and the hard-
ware are represented in a simplified manner by employing
statistical models. These statistical models use random distri-
butions to estimate delays due to transmission or waiting times
due to message processing. Another possibility is the emula-
tion of communication systems, where the functionalities of
software and hardware processes are modeled in more detail,
often using their actual implementation (e.g., by embedding
networking software within a simulator).

C. Challenges of an Integrated Analysis of Both Domains

The integrated analysis of power systems and communica-
tion networks is challenging for several reasons. First of all, the
established tools for modeling power systems do not support
detailed models of communication networks. Similarly, the
established tools for simulating communication networks offer
no support for modeling power systems. This leaves basically
three feasible options for a combined analysis:

• General purpose tools: Some tools (e.g., MATLAB)
allow simulation of hybrid models that combine both the
power system domain and the communication network
domain. Unfortunately, these tools often lack necessary
modeling libraries and solvers, or they do not provide
sufficiently validated models. Furthermore, they are not
optimized for the task at hand and usually show an
inferior performance in comparison to specialized tools.

• Co-simulation approaches: Here, dedicated tools are cou-
pled to simulate each domain. The obvious advantage of
co-simulation is the possibility of reusing the most ade-
quate tools for each respective domain. However, this is
accompanied by the need to find a way of synchronizing
both simulation tools properly at runtime. In addition, this
approach is often limited by the lack of adequate simula-
tion Application Programming Interfaces (APIs) offered
by the respective simulation tools.

• Hardware-in-the-loop (HIL) approaches: Coupling a real-
world hardware setup for (part of) a domain with a sim-
ulation tool allows testing of hardware and software
components under realistic conditions. Apart from the
obvious advantage of replacing error-prone or incomplete
models with real-world counterparts, HIL approaches
deal with quite similar challenges as co-simulation
approaches. In addition, they have to address the issue of
guaranteeing the execution of the simulator in accordance
to the real time constraint of the physical target.

In all three cases the combination of the fundamentally
different simulation concepts behind power systems and com-
munication networks has to be given special consideration. In
general, the main methodical challenge is to detect, link, and
handle related events in both domains.

For power system simulation, event detection is typically
associated with values crossing certain thresholds. In contrast
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to the discrete event-based approaches used for communica-
tion network simulations, the precise event detection by means
of value threshold crossings is in general a computationally
intensive operation, especially in the case of large systems.

Once an event has been detected, the information associated
with that event has to be passed to the other domain where
a reaction will take place. This is the most crucial point in
interfacing the two domains. The responsible algorithms have
to ensure the synchronous and deterministic execution of both
domains simultaneously. For instance, a communication net-
work simulator must not proceed to a future event while the
power system simulator has not caught up in time and might
still detect a preceding event.

III. STATE-OF-THE-ART OF INTERFACING POWER AND

ICT SYSTEMS SIMULATIONS

There exists a range of proposed solutions to the problem of
proper time synchronization and event handling to link power
system and communication network simulations. The actual
methods depend strongly on the selected simulation approach,
each coming with their own advantages and disadvantages.

As presented in the previous section, passing information
from one domain to the other while assuring a synchronous
and deterministic execution of both domains is the main chal-
lenge for connecting simulators using a co-simulation or HIL
approach. This applies in particular to solutions using a con-
tinuous time power system simulation, on which we set the
focus in the following section. In order to present related work
in this context, the section first details simulation frameworks
which are applied to interface simulators of both domains in
Section III-A. Afterwards, existing co-simulation approaches
are introduced in Section III-B and related work regarding HIL
simulations is presented in Section III-C.

A. Simulation Frameworks

Recent trends in the field of computer simulation sys-
tems lead to the specification of simulations frameworks,
which define standardized APIs to combine different sim-
ulators or to improve their efficiency. These approaches
have been initially developed by the military and automa-
tion industries, and are exemplified by standards like the High
Level Architecture (HLA) [11] and the Functional Mock-up
Interface (FMI) [12]. While these standards have been applied
in aforesaid fields for decades, their reuse in the course of
developing co-simulation or HIL frameworks is anything but
straight forward and has to take into account special require-
ments of power and ICT simulators. This section provides an
overview of available frameworks and techniques, especially
regarding their capability for simulating smart grids.

1) IEEE 1516 High Level Architecture (HLA): Mainly
driven by military research with the focus on enabling joint
simulation training, different approaches to co-simulation
have been developed since the mid-1990s. The first attempt
to create a widely accepted standard resulted in the
specification of the IEEE Standard 1278 – Distributed
Interactive Simulation (DIS) in 1993 and its successor IEEE
1516-2000 – HLA resp., IEEE 1516-2010 – HLA evolved.

Following the standards terminology, a HLA-based simula-
tion (also referred to as federation) consists of participating
simulators ( federates) and a centralized core component, the
Run-Time Infrastructure (RTI). Based on a generic object-
oriented model description – the so called Object Model
Template (OMT) – the RTI provides an API to access system-
wide and simulator-specific attributes and interactions, which
must be implemented by the federates to enable bidirectional
communication from and to the RTI. Challenges in applying
HLA are license costs for advanced RTIs and considerable
effort for implementing the standardized interfaces to the sim-
ulators. In terms of scalability, HLA based frameworks are
providing the ability of highly parallelized simulations of
large-scale systems, but – as a drawback - are introducing
additional time-synchronization issues.

2) Functional Mock-Up Interface (FMI): When extending
a simulation by adding a shared library to the implementa-
tion, many difficulties have to be overcome including different
header files and gaining knowledge about the functions the
library exports. If there was a way that all libraries for one
specific type of work exported the same functions and used the
same header files, then implementation would become much
easier and extensible. For example, a simulation module is
generally expected to do a defined set of abstract tasks like get-
ting the model inputs, advancing in time, and updating output
values as the time progresses.

The FMI serves the purpose of providing a common inter-
face by defining abstract functions to be implemented by every
simulation component. It also defines how to export a sim-
ulation component as a shared library. Similarly, the rules
for importing FMI components, called Functional Mock-up
Units (FMUs), into a combined simulation are specified by
the FMI standard. Currently, there are more than 50 different
simulation packages that conform to the FMI standard [13].
Regarding the scalability, the FMI specification provides the
flexibility to integrate simulation models in a distributed and
parallel way. This potentially allows a speed-up over conven-
tional single-threaded simulation approaches for large-scale
network simulation [14], [15].

3) Mosaik: Mosaik [16] is a flexible Python-based open-
source co-simulation framework dedicated to the analysis
of smart grid applications. Apart from enabling the cou-
pling of domain-specific simulators and control applications it
provides a flexible mechanism for generating large-scale sce-
narios. This is done with the help of the Mosaik Specification
Language (MoSL) that synthesizes simulation scenarios based
on information provided by the individual simulation com-
ponents. Mosaik adopts a discrete event-based simulation
approach to execute models, and this approach also enables
dynamic step size control at run time. Thereby, Mosaik
provides a scalable solution for simulating even large-scale
scenarios.

4) Ad-Hoc Approaches: Ad-hoc coupling of simulation tools
is an alternative to the use of existing, standardized sim-
ulation frameworks. In an ad-hoc approach, the interfaces
between simulators are implemented only within the simu-
lators itself, possibly requiring far reaching adaptations of the
simulators that are to be reused. One of the advantages of
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using ad-hoc frameworks is its conciseness and efficiency.
Most of the proprietary simulation tools do not provide direct
interfaces for advanced simulation frameworks, and for this
reason ad-hoc coupling is prominent in practice. As a result,
tool developers have to tackle several challenges such as
continuous and discrete-event integration, multi-platform time-
synchronization, scalability, and usability, which are more easily
solved with interoperability frameworks like the HLA and FMI.

B. Co-Simulation Approaches

This section provides an overview of the state-of-the-art
ofco-simulation approaches for smart grids, which are summa-
rized in Table I. Applying the simulation frameworks described
in the previous subsection, these approaches can be assigned
different strategies for realizing the interface between special-
ized simulators for both domains. Further, prominent examples
for the corresponding strategies and their unique characteristics
are outlined in the following.

1) ADEVS: A Discrete EVent System simulator (ADEVS)
is a simulation package for hybrid dynamic systems. The
mathematical basis for ADEVS is Zeigler’s Discrete Event
System Specification (DEVS) [3], from which the simulation
package derives its approach to managing time and interactions
between simulated components. Within ADEVS, a power sys-
tem model called the Toolkit for Hybrid Modeling of Electrical
power systems (THYME) was developed to study control and
communication problems in the context of wide area control.
The THYME model includes electro-mechanical models of
generators, the transmission network, and ZIP models of elec-
trical loads, and these can be combined directly with discrete
event models of control algorithms, communication networks,
and other discrete event processes. This combination extends
to the use of THYME as a module within communication
network simulations, such as NS-2 and OMNET++, instance
of which are described in [4] and [22]. The distinguishing
feature of this approach to co-simulation is its precise han-
dling of interactions between discrete event and continuous
sub-systems, which emerges naturally from encapsulating the
continuous time dynamics within a discrete event model.

2) EPOCHS: The Electrical Power and Communication
Synchronizing Simulator (EPOCHS) is the first known co-
simulator for realizing a combined simulation of power and
communication systems. EPOCHS utilizes the concept of
federated dynamic simulation integrating multiple compo-
nents. It consists of three simulators: PSCAD/EMTDC for
transient protection simulation with short term time domain
responses (EMT), PSLF for large-scale power system stabil-
ity simulations (RMS), and NS-2 for communication network
modeling. An RTI is used to exchange shared data periodically
by interfacing and synchronizing the individual simulators.
The main purpose of EPOCHS has been to simulate agent-
based protection systems. For time synchronization, EPOCHS
applies a preprogrammed time-stepped synchronization with
fixed synchronization points. This leads to a tradeoff between
precision and efficiency.

3) GECO: The Global Event-Driven Co-Simulation
Framework (GECO) is a co-simulation platform aimed at
simulating communication-based power system monitoring,

protection, and control. It interfaces the power system
simulator PSLF and the communication network simulator
NS-2 using a global event-driven co-simulation framework
where the co-simulation processes are rigorously synchro-
nized. Because the dynamic power system simulation is
necessarily solved in a time-discrete manner using a numer-
ical integration method, GECO treats each of the iteration
rounds of this numerical method as a time-tagged discrete
event. These events are combined with the time-tagged
discrete events created by the network simulator, and the
entire simulation runs globally in a discrete event driven
manner. To ensure the simulation’s fidelity and accuracy,
a global event scheduler maintains a global event queue to
arrange the event sequence, thus providing a synchronization
error free framework.

4) INSPIRE: The Integrated co-Simulation of Power
and ICT systems for Real-time Evaluation (INSPIRE)
co-simulation has been introduced in [19] and [20] and real-
izes a HLA 2010 based co-simulation of the commercial
simulators DIgSILENT PowerFactory and OPNET Modeler
using an IEC 61850 based OMT to model access to attributes
and interactions across all domains. Time synchronization
is realized using a time-stepped synchronization based on
the HLA time management services. Compared to EPOCHS,
INSPIRE is based on dynamic synchronization points, which
are assigned according to the chosen step size of the power
system simulator. INSPIRE includes highly detailed models
and provides a generic architecture, which is extendable to
various simulators and additional software tools to enhance
the functionalities of the simulator. Up to now, INSPIRE has
been applied for the evaluation of wide-area monitoring, pro-
tection, and control solutions, taking into account IEC 61850
and IEEE C37.118 for modeling the communication traffic and
integrating application implementations realized in C++, Java,
GNU R, and MATLAB.

5) Comparison: EPOCHS [21] utilizes a preprogrammed
time-stepped synchronization with fixed synchronization
points. In this scheme, the individual simulators halt at fixed
synchronization points in order to exchange information.
Hence, the EPOCHS is not suitable for applications which
are time-critical and require numerous interfacing between
the power system and communication network. Choosing the
proper size of a synchronization step will lead to a trade-
off between precision and efficiency. The main purpose of
EPOCHS has been to simulate agent-based protection systems.

ADEVS [22] offers better synchronization than EPOCHS
because it is based on discrete event system modeling.
However, the ADEVS package is designed for general discrete
event system and not for power system simulations specifi-
cally. As a consequence, the reliability of power system models
and scalability of the hybrid simulation may be affected when
the ADEVS is applied to power systems simulations. Up to
now, it has been used in wide-area monitoring, protection, and
control systems.

Compared to EPOCHS, INSPIRE [19], [20] is based on
dynamic synchronization points, which are assigned accord-
ing to the chosen step size of the power system simula-
tor. INSPIRE includes highly detailed models and provides
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TABLE I
OVERVIEW OF STATE-OF-THE-ART CO-SIMULATION APPROACHES

a generic architecture, which is extendable to various simula-
tors and additional software tools to enhance the functionalities
of the simulator. Up to now, INSPIRE has been applied for
the evaluation of wide-area monitoring, protection, and control
solutions.

By contrast, GECO [17], [18] uses a global event-driven co-
simulation framework where the co-simulation processes are
rigorously synchronized aimed at the modeling and simula-
tion for the wide area power system monitoring, protection
and control schemes. The fidelity of the emulation cannot be
guaranteed if the system is scaled down.

6) Other Solutions/Discussion: Besides the co-simulations
presented in Table I and described above, other approaches for
combining power system and ICT simulation exist [31]–[35].
However, as some of them are focusing on modelling a steady
state simulation for power system simulations (e.g., [33]–[35]),
this manuscript neglects a detailed presentation of such
approaches and instead refers to other overviews in [36]–[38].

With regard to scalability it should be noted that most
co-simulation approaches have been developed in research
projects and only applied in test systems but not in realis-
tic network models with thousands of buses. The applicability
of the approaches in larger systems as stated in Table I does
not derive from the successful application in very large sys-
tems but from the characteristics of the concepts, i.e., whether
the interfacing approach could in general handle large scale
systems, e.g., due to a scalable and/or distributed execution.
Also, as the co-simulation platforms listed in Table I integrate
two individual simulators from both power system domain and
ICT domain, the overall scalability of the co-simulation will

be largely determined by the scalability of the individual sim-
ulators themselves from both domains and how the integration
interface is handled. More specifically, taking the GECO as an
example, the power system simulator PSLF is able to simulate
a system as large as 60 000 buses and the ICT simulator NS2 is
able to simulate a network with at least 20 000 nodes and
the simulation time is on the order of N*Log (N). Therefore,
GECO has the capacity to model and simulate large national
systems like WECC. However, it should be noted that the per-
formance of dynamic simulations of very large power systems
by itself is still subject of research and that the scalability of
simulations of very large systems – as in the case of wide-
area measurement systems (WAMS) – is an important und
not yet solved research topic.

Notably, this subsection aims at providing an overview of
the variety of existing co-simulation approaches, their capabili-
ties as well as the applied simulators and interfacing strategies.
Selecting the most appropriate co-simulation for a specific
purpose is a difficult task. For a systematic guidance on select-
ing the most suitable co-simulation approach depending on
specific user requests, the reader is hence referred to the
co-simulation review and proposed decision tree in [39].

C. Real-Time and HIL Approaches

Real-time (RT) and HIL approaches originate from the
need to test, validate, and verify equipment before deploy-
ment in an operational setting. In such setups where a real
world process or device (e.g., machines, controls, etc.) is
directly or remotely connected via a communication system
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to the simulation, the constraint of reacting fast enough to
the external signals is imposed on the simulator. Therefore,
RT simulators have to guarantee to finish the simulation
timestep within a certain time constraint. Here, real time is
often misinterpreted as the simulation time step or update rate
of RT simulators and HIL setups (or the range of the fre-
quency of the signal dynamics). Fundamentally, however, real
time constraints are only determined by the dynamic of the
interaction between the coupled simulation system and the
hardware. Depending on the frequency response characteris-
tic of the signal, this could be between several microseconds
(e.g., a modular multilevel converter [40]) and up to sec-
onds (e.g., a voltage controller [41]), which correspond to up
to 1-10 kHz.

RT simulators – like OPAL-RT’s eMEGAsim [42] and
RTDS [43] – usually support analog and digital extension
interfaces for exchanging simulation outputs or inputs with
external devices. Data acquisition and measurement conver-
sion (sampling time) introduce delays which put a limit to
the dynamic of the coupling and may also risk the stability
of the coupling [44]. Not influencing the overall accuracy of
the system, parts of the model could run in different time
steps or multi-rate, if dynamics of sub-system are less than in
other parts [45]. RT HIL approaches are used extensively by
vendors and other academic institutions (e.g., [46] and [47],
respectively).

A variant of RT HIL approaches, which is very simi-
lar to co-simulation, is interfacing with other simulation and
emulation systems. e.g., the approach in [27] and extended
in [28] and [48] utilizes, in addition to HIL, detailed simula-
tion models of various power system monitoring and control
devices that can co-exist both in the real time simulator as well
as on separate platforms. These devices are executed in parallel
with the RT simulator and appear as real world devices to sub-
scribing applications. Reference [49] presents an example of
C37.118 compliant simulation models of PMUs. The simu-
lated models are also coupled with a communication systems
emulator, allowing the extension of the overall simulation to
include various network architectures, technologies, protocols,
and conditions. As further RT examples related to the co-
simulation approaches of Section III-B, [50] couples OPNET
with a RT EMT simulation platform (similar to INSPIRE),
and [51] interfaces RTDS with a communication emulator
(as a second stage RT testing after offline co-simulations
in VPNET).

Concluding, RT and HIL simulation approaches are very
useful for testing applications (monitoring, control and pro-
tection) and real world hardware devices. The advantage
of this approach is the simplification of the simulation
time synchronization issues and relative ease of replicating
real world conditions for studying and analyzing various
smart grid application and control paradigms. The chal-
lenges here are related to the fact that the real time con-
straints on the various models and drivers make the system
interfaces more difficult than in case of standard software.
For a more comprehensive review on applications of RT
and HIL simulation in smart grid research, the reader is
referred to [52].

Fig. 1. IEEE 39-bus 10-machine system (New England Test System).

IV. CASE STUDIES

To illustrate the impact of ICT in power system opera-
tion and the necessity of a combined analysis, this section
presents two case studies investigating the performance of
a PMU-based state estimator and a wide-area power flow
control application under consideration of different ICT sce-
narios. For this, two of the state-of-the-art approaches outlined
in Section III-B (the GECO and the INSPIRE co-simulator)
are used for simulations in the IEEE 39-bus, 10-machine
system [53] visualized in Fig. 1. The application of the two
co-simulations shall provide an insight into the capabili-
ties of today’s state-of-the-art approaches, the relevance of
a detailed consideration of ICT in power system simulations,
and exemplary interesting use cases for end users of com-
bined simulation frameworks. The frameworks also enable to
analyze different scenario setups as well as different parame-
terizations, of course, which need to be defined by the user or
developer of the smart grid application or infrastructure to be
investigated.

A. GECO Co-Simulator

In this subsection, the impact of cyber-attacks on a linear
all-PMU state estimator is investigated based on [18] by apply-
ing the co-simulation platform GECO. Each bus is assumed
to have one PMU installed with a reporting rate of 30 Hz.
The entire system is subdivided into four regions as shown in
Fig. 1. Each region has one Phasor Data Concentrator (PDC)
with 50 ms timer installed to collect measurements from all
local PMUs in its region. The four PDCs are placed at buses 2,
6, 21, and 27. A Super PDC (SPDC) is deployed at bus 16
to collect data from the four PDCs and calculate the final
state estimation. The measurement frequency is 30 Hz and
the phasor packet size is 500 Bytes. Further, the communica-
tion links are placed in parallel with the transmission lines,
have a data rate of 1 Gbps and each bus is a communica-
tion node that can send, receive, and route measurement data.
More details of the system parameter setting can be found in
Table II.

The following case study contains one normal operation
scenario and three cyber-attack scenarios. These scenarios are
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TABLE II
GENERAL CO-SIMULARION SETTING

Fig. 2. All-PMU state estimation with normal operation and link failure
attack.

simulated with GECO to show the impacts of the commu-
nication network on the all-PMU state estimator. Here, the
estimated voltage magnitude at bus 3 is selected as the impact
indicator by comparing the estimated results with the actual
reference values, which are around 0.97 p.u.

1) Normal Operation: In Fig. 2, the all-PMU state estima-
tion results at bus 3 shows the normal operation of the system.
During the simulation, small random PMU measurement errors
are introduced to make the simulation more realistic. There are
no line fault attacks or network failure attacks in the system.
It can be seen that the estimated voltage magnitude is close
to the reference value.

2) Link Failure Attack: In this scenario, a communication
link from bus 16 to bus 17 is blocked at t=0.2 s. The state
estimation results shown in Fig. 2 indicate the entire system
state becomes unobservable after 0.2 s. The reason for no
simulation output after this point in time is that the network
connection from bus 16 to bus 17 is a critical path for oper-
ating the measurement system. When this link is cut off by
attackers, the routing scheme has to find out an alternative but
longer routing path for the measurements. After the new route
is established, the communication delays for critical measure-
ments increase such that they cannot arrive at the SPDC before
its timer expires. Therefore, the system becomes unobservable.

3) Link Saturation Attack: Another common attack sce-
nario is the communication network suffering from a link
saturation attack. In this experiment, malicious traffic is
injected into the link from bus 16 to bus 17 at t=0.2 s.
The results in Fig. 3 show that the malicious traffic does not
affect the state estimator immediately. Instead, it gradually sat-
urates the link and the impacts start to appear near 0.42 s.

Fig. 3. Impact of link saturation attack and DoS attack.

After this time, the entire communication link is saturated and
essential measurements have to compete with the malicious
traffic for transmission through the network. Occasionally,
some measurements will be discarded due to timer expira-
tion. However, as can be seen from Fig. 3, the system state
can still be recovered after 0.42 s because it can be esti-
mated from other redundant measurements. From the results in
Fig. 3, it can be concluded that the accuracy of the state esti-
mation on partial measurements is still satisfactory. However,
link congestions may also make the system unobservable. To
resist this negative impact, advanced dynamic routing schemes
could be implemented to auto-detect the saturation level of the
communication link and proactively distribute the data flows.

4) Denial of Service Attack: A Denial of Service (DoS)
attack depletes the available resources of the target by deliber-
ately generating a large amount of redundant data or inquiries.
In the all-PMU state estimator system, DoS attacks can use
a large part of the computational resources at critical gateway
routers, and this can lead to packets being dropped and long
delays. In the DoS attack scenario, we assume that 10 com-
promised computers within the system start to send malicious
data to the router located at bus 16 to deplete its resources at
0.2 s. The simulation results in Fig. 3 show that the behavior of
the state estimator becomes intermittent starting at 0.4 s. The
system state switches between unobservable and observable.
Due to a large amount of malicious data in a short period of
time, the router can be overloaded and packet dropping may
occur. In the worst case, the system can be unobservable and
non-recoverable. A prominent solution to prevent DoS attack
is to setup backup routers in a dual-router structure. Other
prevention schemes such as the malicious traffic detecting and
filtering, and labeling the data packets with priorities, will also
increase the robustness of the system.

B. INSPIRE Co-Simulator

In the following subsection, the impact of different ICT
infrastructures on a power system control application are illus-
trated by use of the INSPIRE co-simulation. The setup is
as follows: in a variant of the IEEE 39-bus system, a wide-
area control application for overload relief is installed at the
control center at bus 39 (Fig. 1). The application receives mea-
surement data (currents, voltages) from all buses in the system
and is eligible to send control commands to controllable loads.
At t=20 s, an outage of the line between node 5 and node 8
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Fig. 4. Impact of ICT settings on performance of a control application.

occurs leading to an overload of line between node 4 and
node 5. By control of the flexible loads at buses 4 and 5 the
control application aims to relieve the overload. For details of
the case study, please see [20], [55]. The performance of the
control application is simulated for five different scenarios and
the results are visualized in Fig. 4.

1) Reference Scenario: As a benchmark, this scenario
shows the situation without power flow control. After t=20 s,
the line between node 4 and node 5 gets overloaded and
remains above 100 % as no relieving action is initiated. For fur-
ther information and detailed studies on the reference scenario,
please refer to [20] and [55].

2) Ideal Communication Network: This scenario assumes
ideal conditions for the control, in particular a fiber commu-
nication network based on optical ground wires is exclusively
available for this application and the flexible loads respond
immediately and to the full extent when the control com-
mand is received at the bus. Thus, only the inevitable delay
of the idle communication network affects the performance.
For this scenario, communication links have been assumed to
be based on Digital Signal 1 (DS1) links with a bandwidth of
1.533 Mbit/s and cable lengths according to the corresponding
transmission lines given by the power system. In this scenario
both loads are adjusted simultaneously by 50 MW each and
the overload is relieved within 52 ms.

3) Network With Non-Prioritized Background Traffic:
Here, in contrast to scenario 2, background traffic interferes
with the transmission, which has been modeled by a packet
size of 1500 bytes to use 85 % of the available bandwidth
(corresponding to 1.3124 Mbit/s). The interference of the
background traffic with the messages sent as part of the
control application cause a delay of the power flow control
actions. In particular, the time until overload relief increases to
approximately 470 ms and the loads respond asynchronously.

4) Wireless WiMAX Infrastructure: In this scenario, the
change of the flexible loads no longer happens instanta-
neously when the control command is received at the bus
of the electrical transmission network. Instead the loads
are assumed to be distributed in an underlying distribu-
tion network. Therefore, the control commands are deliv-
ered by a wireless Worldwide Interoperability for Microwave
Access (WiMAX) based infrastructure to separate controllable
loads having 1 MW flexibility and being randomly distributed

in 7 hexagonal cells with a width of 2 km each. For con-
necting the wireless infrastructure to the reference network
introduced before and to minimize additional latencies, each
cell is assumed to be connected by a 100 Mbit/s Ethernet link
to a central router connected to the substation network directly.
To anticipate package losses, the extent of load shift is dou-
bled, thus 100 control requests are sent from both bus 4 and 5.
The results in Fig. 4 show the effect of the WiMAX com-
munication. The overload is resolved within approx. 130 ms
and only part of the load (34 MW at bus 4 and 60 MW at
bus 5) contributes to the overload relief; the remaining control
messages are not delivered successfully.

5) Wireless TDMA Infrastructure: Finally, the same setting
as scenario 4 is simulated except for the use of a TDMA-based
cellular mobile telecommunication infrastructure instead of
WiMAX. TDMA provides lower bandwidth and causes higher
delays. As a result, the overload is not relieved entirely as only
26 MW (bus 4) and 36 MW (bus 5) of the flexible loads are
reached, and the delay until a response grows to 500 ms.

V. CONCLUSION

Due to the increasing integration of power system and ICT
processes in the evolution of smart grids, appropriate tools
for simulating both domains together are required. Key chal-
lenges for interfacing discrete event based ICT simulators
and continuous time based power system simulators are time
synchronization and event handling. Various approaches have
been described in this article for simulating both systems in
one general purpose tool and for using specialized simulations
of the distinct domains in a co-simulation or a HIL simulation.
All of these approaches require a tradeoff between simulation
accuracy, execution time, and ease of implementation.

Section III details how the state-of-the-art solutions devel-
oped in research address these challenges, e.g., by different
time advance strategies and use of standardized simulation
frameworks, and illustrates various ways of achieving a com-
bined simulation successfully. Underlining the applicability
and necessity of such an integrated analysis, the cases studies
demonstrate two state-of-the-art co-simulation platforms for
analyzing the impact of cyber-attacks, ICT failures, and ICT
infrastructures on monitoring and control applications.

It can be concluded that the approaches available in present
research already enable the interfacing of ICT and power sys-
tem simulation. However, most approaches are still subject to
research and are frequently tied to specific research projects
as well as specific developers. For this reason, the develop-
ment of the simulation frameworks is often not continued and
detailed comparisons, e.g., with regard to their scalability and
computational performance of the implementations, cannot be
achieved. For developing the smart grid of the future, the avail-
able approaches need to be advanced, extended, and applied
in much broader settings. To enable continuity, benchmarking
as well as ongoing enhancements by the joint force of the
research community, access to the implementations as Open
Source would be of major importance. Beyond this, the indus-
trial application of combined simulation solutions should be
pushed and methods for comparative performance evaluations
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should be developed to provide the engineer interested in
applying these approaches with the necessary information to
decide upon the right solution for his specific purpose. For
comparative performance tests also the development of bench-
mark systems consisting of both power and ICT system models
would be critical, which are not available in a suitable form
as of now.

Summarizing, the mathematical fundamentals and advanced
software approaches for a combined simulation of power and
ICT domain already exist, but there are still major challenges
to overcome with future research which include (i) improv-
ing the scalability of the combined simulations, (ii) improving
the reuse of existing work, e.g., by Open Source access to
the simulator implementations, and (iii) enabling comparative
benchmarking, e.g., by publishing combined power and ICT
benchmark systems.
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