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Abstract

Seismic events can be characterized by its origin time, location and moment tensor. Fast

estimations of these source parameters are important in areas of geophysics like earthquake

seismology, and the monitoring of seismic activity produced by volcanoes, mining operations

and hydraulic injections in geothermal and oil and gas reservoirs. Most available monitoring

systems estimate the source parameters in a sequential procedure: first determining origin

time and location (e.g., epicentre, hypocentre or centroid of the stress glut density), and then

using this information to initialize the evaluation of the moment tensor. A more efficient

estimation of the source parameters requires a concurrent evaluation of the three variables.

The main objective of the present thesis is to address the simultaneous estimation of origin

time, location and moment tensor of seismic events. The proposed method displays the

benefits of being: 1) automatic, 2) continuous and, depending on the scale of application,

3) of providing results in real-time or near real-time. The inversion algorithm is based on

theoretical results from sparse representation theory and compressive sensing. The feasibility

of implementation is determined through the analysis of synthetic and real data examples.

The numerical experiments focus on the microseismic monitoring of hydraulic fractures in

oil and gas wells, however, an example using real earthquake data is also presented for

validation. The thesis is complemented with a resolvability analysis of the moment tensor.

The analysis targets common monitoring geometries employed in hydraulic fracturing in oil

wells. Additionally, it is presented an application of sparse representation theory for the

denoising of one-component and three-component microseismicity records, and an algorithm

for improved automatic time-picking using non-linear inversion constraints.



Acknowledgements

I am very grateful to Dr. Mauricio Sacchi for allowing me to join the Signal Analysis and

Imaging Group, and for his guidance and support during my studies.

I would also like to acknowledge Dr. Jeffrey Gu for his support and help. All I learned from

his Global Seismology class was particularly helpful for the development and put in practice

of the ideas presented in this thesis.

I am grateful to Mr. David Bonar for sharing with me his MSc. work, which resulted in the

development of the denoising method presented in Chapter 6 of this thesis.

Thanks to the Department of Physics, particularly to all those people who make easier the

lives of grad students like me while we are here.

Finally, thanks to my colleagues and friends from the Signal Analysis and Imaging Group,

the Department of Physics and the University of Alberta for the great time that I had during

my studies. It has been a wonderful journey.



Contents

1 Introduction 1

1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 Organization of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Theory 8

2.1 Quantitative description of the seismic source . . . . . . . . . . . . . . . . . . 8

2.1.1 The seismic moment tensor . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1.2 The Green’s function of an elemental force couple . . . . . . . . . . . 13

2.2 Hydraulic fracturing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2.1 Microseismic monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.3 Compressive Sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3 Resolution analysis 25

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.2 Parametrization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.3 Resolution under single vertical monitoring well geometries . . . . . . . . . . 27

3.3.1 Resolution matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.3.2 Maximum number of resolvable elements . . . . . . . . . . . . . . . . . 29

3.3.3 Inversion stability and acquisition design . . . . . . . . . . . . . . . . . 31

3.4 Minimum requirements for a full moment tensor inversion . . . . . . . . . . . 33



3.4.1 Stability for non-vertical monitoring geometries . . . . . . . . . . . . . 33

3.4.2 Sensitivity to noise and velocity perturbation . . . . . . . . . . . . . . 34

3.4.3 Full moment tensor inversion from a single deviated monitoring well . 37

3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4 Simultaneous estimation of the source parameters 41

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.2 Theoretical background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.2.1 Block sparsity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.2.2 Recovery of block K-sparse solutions . . . . . . . . . . . . . . . . . . . 44

4.2.3 Displacement field due to a seismic source . . . . . . . . . . . . . . . . 45

4.3 Using sparse representation theory to invert for the source parameters . . . . 46

4.3.1 Algorithm to invert for the source parameters based on a block sparse

representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.3.2 Proposed modification to the BOMP algorithm . . . . . . . . . . . . . 51

4.3.3 Stopping criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.4 Application to synthetic and real data examples . . . . . . . . . . . . . . . . . 55

4.4.1 Hydraulic fracturing in an oil well . . . . . . . . . . . . . . . . . . . . 55

4.4.2 Application to the 18 June, 2002 Caborn Indiana earthquake . . . . . 60

4.4.3 Comparison with other real-time inversion methodologies . . . . . . . 67

4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5 Compressed domain inversion 71

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5.2 Compressed domain inversion . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

5.3 Numerical Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5.3.1 Seismic monitoring with dense receiver coverage . . . . . . . . . . . . 74

5.3.2 Simultaneous events . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.3.3 Earthquake monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84



6 Microseismic data denoising 86

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

6.2 One-component (1C) sparse time-frequency transform . . . . . . . . . . . . . 87

6.3 Extension to the three-component (3C) case via group sparsity . . . . . . . . 89

6.4 Application to denoise microseismic data . . . . . . . . . . . . . . . . . . . . . 92

6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

7 Improvements in automatic time-picking 104

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

7.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

7.3 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

7.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

8 Conclusions 112

Bibliography 116

Appendices

A FISTA for group sparse solutions 128



List of Tables

4.1 Velocity model used in the Caborn Indiana earthquake inversion (Kim, 2003). 62

4.2 List of seismic stations used in the hypothetical monitoring system. . . . . . . 66

4.3 Decomposition in percentages of isotropic (ISO), double couple (DC) and
compensated linear vector dipole (CLVD) of source mechanism solutions for
the 18 June, 2002 Caborn earthquake. Negative percentages in ISO and
CLVD components are associated to compressive faults, α is the angle formed
between the fault plane and the slip vector (Vavrycuk, 2001). . . . . . . . . . 67

5.1 Comparison of different solutions for the 18 June, Caborn earthquake. NNA
stands for number of non-adaptive measurements per non-zero coefficient
in the CS solution. DS stands for dictionary size after compression, where
100% corresponds to the uncompressed dictionary. Success rate refers to the
percentage of times that the event was detected using the CS approach in
500 realizations of sensing matrix. . . . . . . . . . . . . . . . . . . . . . . . . 81

5.2 Comparison of the general steps involved in the estimation of the source
parameters between the two-step Vs. the simultaneous approach. Advantages
and disadvantages are considered in terms of the speed to generate results
and their reliability. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85



List of Figures

2.1 Propagation of seismic energy in an elastic medium and its recording in sur-
face stations. (Image created by Cecilia Camet) . . . . . . . . . . . . . . . . . 9

2.2 The nine elemental force couples that form the seismic moment tensor. Mod-
ified after Aki and Richards (2009) . . . . . . . . . . . . . . . . . . . . . . . . 11

2.3 Point force approximation of a finite fault. a) Real fault with finite extension.
b) Point force approximation. c) Principal axes for the point force approx-
imation. Picture in a) modified from USGS website on San Andreas Fault.
Original photograph taken by Robert E. Wallace. . . . . . . . . . . . . . . . . 11

2.4 Radiation pattern of P (light colors) and S (dark colors) waves for each of
the elemental force couples in the seismic moment tensor. . . . . . . . . . . . 14

2.5 Schematic deployment of a hydraulic fracturing job. (Image created by Cecilia
Camet) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.6 Summary of methodologies to retrieve information about properties of hy-
draulic fractures. Green: can determine. Yellow: may determine. Red:
cannot determine. After Cipolla and Wright (2002). . . . . . . . . . . . . . . 17

2.7 Schematic representation of a microseismic monitoring job. . . . . . . . . . . 18

2.8 Relationship between fracture complexity index (FCI), fracture distribution
(grey lines) and induced microseismic events (red dots). a) Scenario with low
FCI. b) Scenario with high FCI. . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.9 Example of image compression using the JPEG method. When displayed on
the screen, each of the four images occupies a memory of 10.2 MB with a
size of 1030× 1044 pixels. For storage purposes the JPEG method expresses
each image as a linear combination of the elements of a dictionary of cosine
functions (Discrete Cosine Transform). By thresholding the coefficients of
smaller magnitude different levels of storage compression are achieved. When
saved in hard disk, the JPEG file only requires the location and magnitude of
the coefficients that expand the image. In this example, the displayed image
has been recovered from a version in hard disk of (a) 1.3 MB, (b) 620 KB, (c)
350 KB and (d) 136 KB. Although there is not perceptual loss of information
from one version to another, the fully sampled image has to be known first in
order to compute its Discrete Cosine Transform. Once the desired coefficients
are known, the original image is thrown away. . . . . . . . . . . . . . . . . . . 20



2.10 Compression of the set of six Green’s functions for the three-components of
eight seismic stations using the sensing matrix Φ. In this thesis, the seis-
mic traces are first sampled/modeled at Nyquist rate and then compressed.
Compressive sensing technology aims at the direct acquisition of the com-
pressed measurements on the right. The red lines denote the start and end
of the samples for each seismic station. This separation cannot be done in
the compressed measurements. . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.11 Example of a matching pursuit methodology combined with group sparsity
constraints in the setting of source monitoring. Every panel represents a
metric related to the source strength of virtual sources located at each of the
nodes of a grid. In the initial solution the virtual source with largest strength
is identified and reclassified as an actual source, the seismic wavefield due to
this source is forward modeled and extracted from the original observations,
then the source strength metric is estimated again to obtain the next panel (It
1). Following this procedure iteratively three virtual sources are reclassified
as actual sources after the third panel (It 2). The last two panels display only
residuals (It 3 and It 4). After Vera Rodriguez et al. (2010a) . . . . . . . . . 24

3.1 Source-receivers geometry for the microseismic monitoring experiment with
one vertical monitoring well. The geographical and aligned reference systems
have axes N-E-V and x’ -y’ -V, respectively. The axes x’ and V are contained
in the observational plane. The angle θ denotes the azimuth of the array of
receivers (receiver azimuth) from North. . . . . . . . . . . . . . . . . . . . . . 29

3.2 Resolution matrix for different combinations of source-receivers horizontal
distance (d) and azimuth of the line of receivers (θ). Each diagonal box
(delimited by white lines) represents the resolvability of the seismic moment
tensor elements in the order M11, M12, M13, M22, M23 and M33 (equivalently,
m1, m2, m3, m4, m5 and m6). The scales showed on box R11 apply for any
other box of the matrix. Colors close to one in a diagonal box mean that the
corresponding element can be solved in the inversion. Colors different from
zero in off-diagonal boxes (Rij) denote the linear dependency between the
corresponding elements of the seismic moment tensor (mi and mj). . . . . . . 30

3.3 Condition number (Cε) of the matrix H for different angular apertures be-
tween receivers with respect to the source location (α1). . . . . . . . . . . . . 31

3.4 Normalized mean squared error (NMSE) function of the inversion for differ-
ent combinations of aperture (α1) and noise level. . . . . . . . . . . . . . . . . 33

3.5 Normalized mean squared error (NMSE) function of the inversion for dif-
ferent combinations of aperture (α1) and noise level. The velocity model is
biased by an increment of 5% in both P- and S-wave speeds. . . . . . . . . . 34



3.6 Source-receiver geometry arrangements to compute the condition number for
the full source mechanism inversion. Receivers R1, R2 and R3 are contained
in the plane A, which lies perpendicular to the line that joins the source
location with R1. The angle α1 denotes the aperture between receivers from
the source location and α2 is the aperture between receivers R2 and R3 with
respect to R1. a) source location and receiver R1 are aligned with an axis of
the reference system and the three receivers form a vertical plane. b) source
location and receiver R1 are not aligned with any of the axis of the reference
system and the three receivers form a vertical plane. c) source location and
receiver R1 are not aligned with the reference system and the three receivers
form a non-vertical plane. d) source location and receiver R1 are not aligned
with the reference system but receivers R1 and R2 are aligned in the vertical
direction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.7 Condition number for different combinations of the angles α1 and α2. The
four graphs correspond to the source-receiver geometries presented in Figure
3.6. Condition numbers above 600 are set at 600 for better visualization. . . . 36

3.8 Normalized mean squared error (NMSE) function for all combinations of
α1 and α2 with condition number < 100 in Figure 3.7-b. The percent value
represents noise level. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.9 Normalized mean squared error (NMSE) function for all combinations of
α1 and α2 with condition number < 100 in Figure 3.7-b. The percent value
represents noise level. In this case, the P- and S-wave speeds are biased by 5%. 38

3.10 Example of a receivers configuration that can solve the full seismic moment
tensor inversion for the given source projection (white dot). Distances are
measured over the plain that contains the receivers. The source location is at
400 m in the perpendicular direction to this view. The grey line represents a
smooth trajectory joining the three receivers. . . . . . . . . . . . . . . . . . . 39

3.11 Receiver distribution (blue triangles) along an ideal deviated well (black line)
that can solve a full moment tensor inversion. An isosurface value of 80
(condition number) is selected for this plot. . . . . . . . . . . . . . . . . . . . 40

4.1 Mapping between the subsurface grid volume and the dictionary of Green’s
functions. Every node in the grid has spatial coordinates (x, y, z) and a linear
index l ∈ [1, Nt] where Nt is the total of nodes in the grid. Hence, the spatial
coordinates of the l−th node are (xl, yl, zl). A set of 6 Green’s functions cor-
responding to each of the independent elements of the seismic moment tensor
are computed at each grid node. Every set of Green’s functions form a block
of the dictionary of Green’s functions G in equation (4.14). Correspondingly,
every block in the solution vector m is associated to a location in the subsur-
face grid volume. Hence, the blocks in m with `2-norm different from zero
provide the location and moment tensor coefficients where sources in the grid
have taken place. An extension in time of the dictionary provides also the
origin times of the sources. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47



4.2 Real data example of the modification introduced to the BOMP algorithm.
a) Function f(k, l) = ||GT

k [l]r0||22, the total number of nodes in the grid of this
example is Nt = 2205, hence l ∈ [1, 2205], the processing window is Nw = 30,
hence k ∈ [0, 29]. b) Plot of the nh largest values in a), in this example
nh = 100, therefore p ∈ [1, 100]. c) Normalized misfit for solutions computed
at each (kp, lp) indexes that correspond to values of f(kp, lp) displayed in
b). The delay index kp and position index lp where the normalized misfit is
minimum are considered the optimal origin time and location for a seismic
source, and therefore saved in the index sets Γ and Λ. In the regular BOMP
workflow the indexes (k, l) that correspond to the global maximum in a) are
taken as the optimal origin time and location of the seismic source. . . . . . . 52

4.3 Idealized representation of the NMi variable along time. The parameter αd is
the detection threshold. In this example, the maximum number of iterations
is set at Ns = 1. Notice that in the limiting case Nw = 1, a seismic source
would be declared at all time positions where NM1 < αd producing multiple
spurious sources. On the other hand, if Nw is for example four times bigger
than it is showed, Ns must have a minimum value of 2 in order to detect the
two sources appearing as valleys in the NM1 function. . . . . . . . . . . . . . 54

4.4 Geometry of the microseismic monitoring experiment used to test the modi-
fied BOMP. The treatment well passes through the monitored volume, which
is outlined by a grey box. The monitoring well is where the receiver locations
are displayed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.5 Average source parameter inversion errors for different levels of SNR. Crosses
corresponds to model 1, dashes to model 2, and circles to model 3. a) error
in moment tensor estimation, the percentages relate to the number of real-
izations resolved by the algorithm in each SNR level (top values correspond
to model 1, followed by models 2 and 3), b) error in origin time, c) error in
location and d) average value of the index p ∈ [1, nh] where the solutions were
found. Vertical bars are standard deviation. . . . . . . . . . . . . . . . . . . . 59

4.6 Effects of inaccurate Green’s functions in the inversion output. The inaccu-
racy in the Green’s functions is due to source locations not coinciding with
the grid nodes. a) error in moment tensor estimation, b) error in origin time,
c) error in location and d) average value of the index p ∈ [1, nh] where the
solutions were found. Vertical bars are standard deviation. . . . . . . . . . . . 60

4.7 Effects of inaccurate Green’s functions in the inversion output. After com-
puting the observations, the velocity model is perturbed by 5% (circles) and
3% (dashes) to compute dictionaries of Green’s functions. a) error in moment
tensor estimation, b) error in origin time, c) error in location and d) average
value of the index p ∈ [1, nh] where the solutions were found. Vertical bars
are standard deviation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.8 Epicentral location of the 18 June 2002 Caborn, Indiana earthquake and
distribution of seismic stations considered in this work (black triangles). The
beach ball corresponds to the solution obtained by Kim (2003). The Wabash
Valley Seismic Zone (WVZS) is delimited by the dotted line. The Wabash
Valley Fault System (WVFS) is enclosed by the dashed line. The black square
is the surface projection of the grid used in this study. . . . . . . . . . . . . 63



4.9 Source parameters of the 18 June 2002 Caborn, Indiana earthquake deter-
mined by Kim (2003). The source mechanism is represented by the beach-ball
diagram (lower-hemisphere projection). . . . . . . . . . . . . . . . . . . . . . 64

4.10 Source parameters of the 18 June 2002 Caborn, Indiana earthquake deter-
mined by the hypothetical monitoring system. The source mechanism is rep-
resented by the beach-ball diagram (lower-hemisphere projection). Solid line:
observed records. Dotted line: synthetic records obtained from the forward
modelling of the modified BOMP solution. . . . . . . . . . . . . . . . . . . . . 68

5.1 Diagram showing the encoding process of the seismic observations. The sens-
ing matrix Φ acts as an encoder compressing the samples in the observations
vector u. Assuming that the original signal is sampled at a Nyquist rate, it
turns out that the number of non-adaptive measurements that results from
encoding u is less than the number of samples required to sample u through
the Nyquist criterion. Compressive sensing (CS) provides conditions for the
encoding and posterior decoding of f to recover u. Practical CS aims at the
development of recording instruments that allow the acquisition of the en-
coded signal f . In this thesis however, CS principles are applied to signals
already recorded at a Nyquist rate, where further advantages arise from the
processing of those signals in a compressed domain. . . . . . . . . . . . . . . . 73

5.2 Distribution of recording stations (blue-red triangles) and grid of virtual
sources (grey volume) used in the numerical example. . . . . . . . . . . . . . 75

5.3 Estimation errors for 500 simulations of source parameter inversion using CS
principles. (a) Normalized Misfit of the solution NM = ||u− û||22/||u||22. (b)
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CHAPTER 1

Introduction

1.1 Background 1

The recovery of origin time, location and moment tensor of seismic events is an inverse prob-

lem that has been widely investigated in the study of earthquakes. On a global scale, fast

moment tensor inversions are routinely performed by institutes like the Global Centroid Mo-

ment Tensor (Global CMT) project (Dziewonski et al., 1981), the United States Geological

Survey (USGS) (Sipkin, 1982), and the Earthquake Research Institute (ERI) (Kawakatsu,

1995). The CMT algorithm is mainly based on the pioneering work of Dziewonski et al.

(1981), which expresses the source displacement field as a linear combination of excitation

kernels. These kernels are subsequently modified through perturbations to an initial source

model to minimize a misfit function. This approach was later implemented by Kawakatsu

(1995) for the analysis of long-period body wave data archived at the ERI in Japan. Sipkin

(1982) proposes two alternative methodologies, the first of which is based on the theory of

optimal filter design. Under this approach, the seismic moment tensor is treated as a filter

that produces the recorded displacement field through convolution with a set of Green’s

functions. Hence, using least-squares techniques, this method determines the optimum val-

ues for the source mechanism. The second methodology is a non-linear approach that seeks

a set of filters to convolve with the observed seismograms and produce average values for

each of the moment tensor elements. In all of the aforementioned methodologies, informa-

tion about location and origin time is provided by an independent source and is required to

initialize the inversion process.

At regional distances, fast solutions are also determined close to seismically active zones.

1A version of this section has been published. Vera Rodriguez, I., Sacchi, M. and Gu, Y. 2012. Geo-
physical Journal International 188: 1188-1202.
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For example, in Northern and Central California, the Berkeley Seismological Laboratory

operates two different systems for automatic determination of source mechanisms. The first

is a time-domain method based on the non-linear relationship between the double couple

source model and the source displacement field (Dreger and Helmberger, 1993). The second

is a frequency-domain approach designed to operate over surface wave data (Romanowicz,

1982; Romanowicz et al., 1993). These two methods have been automated (Pasyanos et al.,

1996) and the time-domain approach has been integrated into the TDMT INV distributable

package (Dreger, 2003); the latter is currently used for moment tensor inversions by sev-

eral institutions around the world (e.g., Dreger, 2003; Clinton et al., 2006; Scognamiglio

et al., 2009). Bernardi et al. (2004) present a feasibility analysis of a system for automatic,

near real-time source parameter recovery in the European-Mediterranean region. Similar

to methods used for global monitoring, the aforementioned regional inversion routines are

triggered only when pre-existing information about earthquake occurrence is available. For

instance, a lag-time for the calculation of the information necessary to start the estimation

of the source moment tensor is implicitly required in all of these monitoring systems. The

feasibility of extracting continuous, automatic, real-time source parameters (origin time,

location and moment tensor) is examined by Tajima et al. (2002). The system is based

on the grid search algorithm (Kawakatsu, 1998) currently adopted for the monitoring of

earthquakes in California (Guilhem and Dreger, 2010) and Japan (Tsuruoka et al., 2009).

Also, the grid search method using 3D Green’s functions has been tested to monitor seismic

activity in Taiwan (Lee et al., 2010). The main difference of the grid search approach from

other monitoring systems, aside from not requiring a priori information, is its capability to

operate over a continuous flow of seismic data. On the other hand, a grid-based approach

is limited by grid density and the maximum number of station recordings to be processed

without compromising real-time response.

Besides earthquake monitoring, fast estimations of the source parameters can have impor-

tant impact on applied geophysics, particularly the study of microseismic sources induced

by hydraulic fracturing of oil and gas wells. Oil and gas wells are fractured to enhance pro-

duction (Cipolla and Wright, 2002). This is achieved through the injection of fluids at high

pressures, which percolate into rock formations and potentially trigger microseismic events

that are recorded in nearby receiver locations (Maxwell, 2005; Maxwell et al., 2010; Dun-

can and Eisner, 2010). By analyzing the properties of the induced seismicity, interpreters

generate estimates of fracture’s geometry, complexity, permeability, and connectivity with

pre-existing faults and/or fractures (e.g., House et al., 1996; Shapiro et al., 1999; Maxwell

et al., 2002; Rothert and Shapiro, 2007; Fischer et al., 2008; Bayuk et al., 2009; Warpin-

ski, 2009). A thorough understanding of the fractures induced through hydraulic injection

is important for the planning and development of an oilfield (Cipolla and Wright, 2002).

The source mechanism of microseismic events provides information to evaluate models of
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fracture propagation (Warpinski, 1994; Warpinski et al., 2001), to determine the state of

stresses in the neighbourhood of the injection well (House et al., 1996; Rutledge and Phillips,

2003) and, in general, as a source of information to analyze the effectiveness of the induced

fractures. The importance in obtaining information about fracture propagation during the

injection process has been largely recognized (Maxwell et al., 2002; LeCampion and Jef-

frey, 2004; Le Calvez et al., 2006), however, the estimation of source mechanisms is still

usually performed in a post-processing stage. Additionally, methodologies for the inversion

of moment tensors with microseismic data do not produce simultaneous estimates of the

three source parameters (e.g. Nolen-Hoeksema and Ruff, 2001; Rutledge and Phillips, 2003;

Jechumtalova and Eisner, 2008; Sileny et al., 2009; Godano et al., 2010). Locations and

origin times are estimated independently, which introduces a lag-time for the purpose of

real-time implementation. Fast availability of source geometries is a valuable tool that can

be incorporated into the decision-making process during a hydraulic injection. This thesis

develops a framework for the development of new real-time or near real-time seismic source

monitoring systems. This framework permits the automatic, continuous and simultaneous

estimation of the source parameters using the theory of compressive sensing. Compressive

sensing (CS) is a relatively new field of signal processing and applied mathematics that

studies sampling and recovery conditions for signals susceptible to a sparse representation

via a known basis or dictionary (Candes et al., 2006; Donoho, 2006). A major result of CS

is the specification of protocols for the sampling of signals using a number of non-adaptive

measurements that is below the number of samples required with the traditional Nyquist

criterion. The non-adaptive measurements are linear combinations of the information con-

tained in the signal weighted by coefficients prescribed in the form of a sensing matrix. In

other words, using CS a signal can be acquired and transmitted in a compressed form, and

ultimately uncompressed without perceptive loss of information. This represents an impor-

tant improvement in efficiency from the traditional practice where a signal is acquired in full

form, then compressed throwing away information, transmitted, and finally uncompressed.

CS principles have found application in the fields of Magnetic Resonance Imaging (MRI)

(Lustig et al., 2007), digital camera design (Takhar et al., 2006), acquisition of astronom-

ical data (Bobin et al., 2008). In geophysical applications, CS has been implemented for

earthquake location (Yao et al., 2011), simultaneous estimation of origin time, location and

seismic moment tensor (Vera Rodriguez et al., 2010b), and acquisition of seismic data with

simultaneous active sources (Herrmann, 2010).

Microseismicity induced during hydraulic injections is characterized for its small magnitude

(Maxwell, 2005; Shemeta and Anderson, 2010). This is an important reason why micro-

seismic records often display a low signal-to-noise ratio (SNR). Accuracy and reliability of

the location and other event attributes derived from microseismic traces is influenced by

this strong noise content (Maxwell, 2009). Thus, noise attenuation is a desirable step in
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microseismic processing in order to improve the quality of subsequent processes. In general,

noise can be considered as the part of the measured signal that is not of interest and it is

usually divided into coherent and non-coherent. Two different approaches can be followed to

improve the SNR in microseismic experiments, either improving the acquisition equipment

and/or acquisition geometry or through the use of signal processing techniques. One of the

most basic signal processing methods to attenuate noise is frequency filtering. Frequency

filters are effective to attenuate frequencies outside user-defined cut-off values. However,

signal and noise often share frequency bands which means that part of the signal is also

filtered out with the noise, while the noise might not be fully attenuated. A more advanced

denoising technique requires the use of matched filters (Eisner et al., 2008). A matched filter

is designed by selecting a microseismic event with high SNR to be used as a ”master” or

reference event. Through the cross-correlation of the ”master” event with other parts of the

signal, events with lower SNR, similar source mechanism and nearby location are ”matched”

and found. Other examples of advanced denoising techniques are found in global seismology.

For instance, in the analysis of earthquake precursors Sobolev and Lyubushin (2006) apply

a wavelet transform and thresholding criteria in the time-frequency plane to facilitate the

identification of microseismic events. Similarly, Baig et al. (2009) employ time-frequency

analysis to denoise seismic noise cross-correlations. In reflection seismology, Bonar and Sac-

chi (2010) proposed a method for spectral decomposition to analyze seismic sections. The

decomposition technique is based upon the transform of the time domain data into a sparse

time-frequency map. When implemented for denoising purposes this method is equivalent to

Basis Pursuit Denoising (BPDN) (Chen et al., 1998). This thesis presents an application of

BPDN to microseismic data. Furthermore, the BPDN is extended to the three-component

case through the use of group sparsity measurements.

Event location is an important step in the processing of microseismic data. For algorithms

that determine location based on P- and S-wave arrival times, accurate time-picking is cru-

cial. For small datasets accurate time-picks can be obtained by human interaction, however

for large datasets, manual time-picks can be impractical, especially if a quick response is re-

quired. Different methodologies have been proposed to automate the process of time-picking

with the short-term-average/long-term average (STA/LTA) filter (Allen, 1978) being the

most common. The STA/LTA filter acts over a characteristic function (CF ), which is

usually the energy of the seismic trace. Allen (1978) also uses a CF that takes into con-

sideration the time derivative of the seismic trace, giving it a weight that depends on the

SNR. A disadvantage in the use of the STA/LTA filter resides in the rate of build-up of

the curve when an arrival is detected. If the SNR is high, the STA/LTA curve will show

a sharp increase at the location of the onset of the arrival, however as the SNR lowers, the

STA/LTA curve displays a slower build-up that introduces error in the determination of

the onset of the arrival. Improvements in automatic time-picking can be achieved through
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the use of inverse theory. More specifically, this thesis presents the use of non-linear inver-

sion techniques for the recovery of blocky STA/LTA curves that improve the performance

of automatic time-pickers.

1.2 Contributions

The contributions from this thesis can be summarized as:

• Highlighting the importance of the reference system where the source mechanism so-

lution is represented when the array of monitoring receivers forms a vertical line. If

the moment tensor is not in a reference system aligned with the plane of observation

from the source, any error in the value of the dipole perpendicular to this plane is

propagated to two other elements of the tensor. An equation for the estimation of

moment tensors expressed in the local aligned system is proposed.

• Exemplification of the use of the condition number as a tool for acquisition design in

order to resolve 5 and 6 elements of the moment tensor in vertical and deviated wells,

respectively.

• Introduction of sparse representation theory into the simultaneous estimation of origin

time, location and moment tensor of seismic events. Benefits of the proposed method

include: automatic and continuous processing of seismic observations.

• Introduction of compressive sensing into the simultaneous estimation of the source

parameters. The use of compressive sensing extends the real-time applicability of the

sparse representation method to scenarios where other currently available methods

cannot perform in real-time (e.g., dense networks of monitoring stations).

• Proposing a denoising method for one-component and three-component microseismic

traces based on a time-frequency representation constrained to display sparsity and

group sparsity, respectively.

• Exemplifying the use of non-linear constraints for the determination of more accurate

time-picks in automatic systems.

1.3 Organization of the thesis

Chapter 2 presents background theory related to the quantitative study of seismic sources.

This chapter is important for the understanding of the thesis because it presents the theo-

retical assumptions used across the rest of the chapters. Additionally, this chapter provides

5



CHAPTER 1. INTRODUCTION

details on hydraulic fracturing technology and its characterization through the methodology

known as microseismic monitoring. An important part of the conclusions in this thesis are

obtained from numerical experiments in the setting of microseismic monitoring experiments.

Finally, chapter 2 presents an overview on the theory of compressive sensing. This overview

covers only the details of the theory that are relevant to the application proposed in this

thesis. Further details on compressive sensing can be found in the cited references.

Chapter 3 investigates the resolvability of the complete seismic moment tensor in hydraulic

fracture monitoring with a single array of receivers. In the case of a vertical array, the reso-

lution matrix demonstrates that a correct representation of the 5 resolvable elements of the

moment tensor is only possible in a local reference system. In these cases, a suitable choice

of condition number can assist the acquisition design. For a non-vertical array, numerical

modeling experiments suggest that the required distance and orientation of receivers for a

full moment tensor inversion can be satisfied in a deviated well. In this case, information

embedded in the condition number is valuable for determining the required distribution of

receivers along the well.

In Chapter 4 it is showed that through a proper parametrization, the source displacement

field of a seismic event can be efficiently reconstructed by a redundant dictionary of Green’s

functions based on sparse representation theory. Then, by subjecting the pre-existing event

records and pre-computed dictionary of Green’s functions into a sparsity-promoting algo-

rithm, it is possible to simultaneously evaluate the origin time, location coordinates and

seismic moment tensor. In this chapter it is demonstrated the effectiveness and accuracy of

the aforementioned approach via 1) detection of microseismic events produced during the

hydraulic fracturing of oil and gas wells, and 2) inversion of a small-magnitude, regional

earthquake (June 18, 2002 in Caborn, Indiana) data.

Chapter 5 introduces concepts from compressive sensing into the source parameter determi-

nation problem. Compressive sensing techniques enable determination of source parameters

in a compressed space, where the dimensions of the variables involved in the inversion are

significantly reduced. Results using a hypothetical monitoring network with a dense number

of recording stations show that a compressed catalog of Green’s functions with 0.004% of

its original size recovers the exact source parameters in more than 50% of the tests. The

gains in processing time in this case drop from an estimated 90 days to browse a solution in

the uncompressed catalog to 41.57 s to obtain an estimation using the compressed catalog.

For simultaneous events, the compressive sensing approach does not appear to influence the

estimation results beyond the limitations presented by the uncompressed case. The main

concern in the use of compressive sensing are detectability issues observed when the amount

of compression is beyond the minimum number of required non-adaptive measurements.

Tests using real data from the 18 June, 2002 Caborn Indiana earthquake show that the
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presence of noise and inaccurate Green’s functions require a larger number of non-adaptive

measurements (i.e., less compression) to reproduce the solution obtained with the uncom-

pressed catalog. In this case, numerical simulation enables the assessment of the amount of

compression that provides a reasonable rate of detectability. Overall, the numerical exper-

iments presented in this chapter demonstrate the effectiveness of the compressed domain

inversion method in the real-time monitoring of seismic events.

In Chapter 6 a non-coherent noise attenuation technique based on a constrained time-

frequency transform is presented. When applied to one-component data, the transform

corresponds to a sparse representation of the microseismic signal in terms of a dictionary

of complex Ricker wavelets. A synthetic example illustrates the superior performance of

the sparse constraint for denoising objectives when compared to the standard least squares

regularization. As the arrival time and frequency content of any wavefront are equivalent

in the three components of a single receiver, the extension of the sparse transform to three-

component data is accomplished when the three components are considered to share the

same sparsity pattern in the time-frequency plane. Application of the three-component

sparse transform to synthetic and real microseismic datasets demonstrate the advantages of

this technique when the denoised results are compared against the original and low-pass fil-

tered version of the noisy data. Furthermore, a comparison of hodograms between original,

low-pass and denoised traces shows that the denoising process preserves the phase and rela-

tive amplitude information present in the input data. The benefits of the three-component

transform are highlighted particularly in cases where the wave arrivals are measured in the

three components of a receiver but are only visible in two components due to the prevailing

signal to noise ratio.

The STA/LTA filter is commonly used in automatic systems for the determination of ar-

rival times. Time-picks are established at positions in time where the STA/LTA curve

surpasses a user-defined threshold. The presence of noise produces a slow build-up of the

STA/LTA curve that introduces errors in the automatically determined time-picks. Chap-

ter 7 exemplifies the use of a non-linear constraint for the estimation of blocky versions of

the STA/LTA curve. The abrupt behaviour of the blocky curves improves the accuracy

of the automatic time-picks. Synthetic and real microseismic data examples demonstrate

the benefits of combining both the denoising method presented in Chapter 6 together with

the estimation of blocky STA/LTA curves in the determination of accurate, automatic

time-picks.

Finally, Chapter 8 is dedicated to the Conclusions from this thesis.
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CHAPTER 2

Theory

2.1 Quantitative description of the seismic source

Seismic energy is generated as a result of transient imbalances of stresses in an elastic

medium (Lay and Wallace, 1995). Traveling in the form of elastic waves, seismic energy can

be observed far from the location where it originated (Figure 2.1). The region covered by

the seismic source presents finite physical proportions. However, the concept of equivalent

point force allows a practical quantitative description at wavelengths larger than the source

dimensions (Aki and Richards, 2009). An equivalent point source produces the same dis-

placement field as the real source with the difference of being confined to a point in space.

When approximating a finite source with a point equivalent the periods of the radiated

waves must be comparable or larger to the transient imbalance or source duration (Lay and

Wallace, 1995). Under this approximation, the location of the seismic event is assigned to

the centroid of the stress glut density (Jost and Herrmann, 1989). In simple terms the stress

glut is the difference between the actual stresses in the medium and the state of stresses

described by Hooke’s law. Most deviations from linear elasticity occur in the region of in-

stantaneous failure (Dahlen and Tromp, 1998), which in consequence presents the largest

values of stress glut density. In this thesis the point force approximation is employed to

study seismic sources in the scenarios under consideration. In an isotropic homogeneous

medium, the displacement due to an arbitrary point force is determined by solving the

elastodynamic wave equation (Madariaga, 2007, equation 1)

ρ
∂2

∂t2
u(r, t) = (λ+ µ)∇(∇ · u(r, t)) + µ∇2u(r, t) + f(r, t) , (2.1)

where ρ is density, and λ and µ are elastic constants. u is the displacement field at position
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Figure 2.1: Propagation of seismic energy in an elastic medium and its recording in
surface stations. (Image created by Cecilia Camet)

r and time t, and f(r, t) is a body force density, which is related to the source time function

s(t) by (Madariaga, 2007, equation 2)

f(r, t) = fs(t)δ(r− r0) . (2.2)

In the last equation, f is a unitary vector pointing in the direction where the source is being

applied. The source time function represents the time history of the applied force (Lay and

Wallace, 1995). The displacement field due to a point force at the origin of the reference

system and applied in the coordinate direction specified by the index i is given by the Stokes

solution (Lay and Wallace, 1995, equation 8.45)

ui(r, t) = 1
4πρ (3γiγj − δij) 1

r3

∫ r/Vs

r/Vp

r
Vp
s(t− r

Vp
)d r
Vp

+ 1
4πρV 2

p
γiγj

1
r s(t−

r
Vp

)

− 1
4πρV 2

s
(γiγj − δij) 1

r s(t−
r
Vs

)

, (2.3)

where r = |r − ξ| is the distance between the source and the observation point, and Vp =√
λ+2µ
ρ and Vs =

√
µ
ρ are the velocities of P and S waves, respectively. The variables γi are

direction cosines and δij is the Kronecker delta. Equation 2.3 can be analyzed in two parts.

The first part corresponds to the term with the integral, which decays as 1
r2 . Considering
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that this term is only important at short distances from the source it is usually identified as

the near-field displacement. The second part corresponds to the remaining two terms that

decay as 1
r , the contributions from these terms are more important as the observer is located

farther from the source, therefore these terms are called the far-field displacement (Aki and

Richards, 2009). In the applications considered in this thesis, the receiver positions are

assumed to be located at a distance where only the far-field displacement plays an important

role in the description of the wave propagation (e.g., Jost and Herrmann, 1989).

2.1.1 The seismic moment tensor

Equation 2.3 represents the displacement field due to a single force pointing in a coordinate

direction. In reality, seismic sources are more complex than that. Advocating for the

development of a simple, yet general theory, researchers observed that many seismic sources

can be represented as a linear combination of a finite number of elemental force couples (Jost

and Herrmann, 1989) (Figure 2.2). These elemental couples are arranged into a symmetric

(Gilbert, 1970) second order tensor called the seismic moment tensor, this is

M =

 M11 M12 M13

M12 M22 M23

M13 M23 M33

 . (2.4)

The diagonal elements of the moment tensor correspond to dipoles, which account for the

volumetric changes of the source. The off-diagonal elements are force couples. Seismic

sources that result from internal deformation have zero net force and zero net moment

(Madariaga, 2007). Dipoles and double-couples formed by symmetric off-diagonal com-

ponents of the moment tensor not only comply with these conditions but also have been

observed to correspond with radiation patterns from earthquakes (Aki and Richards, 2009).

Using the moment tensor, a general seismic source with arbitrary orientation can be rep-

resented as a linear weighted-sum of equivalent point dipoles and double-couples (Gilbert,

1973) (Figure 2.3).

Moment tensor decompositions

Through eigenvalue decomposition, the seismic moment tensor can be rotated into a principal-

axis system. The directions specified by the eigenvectors correspond to the maximum ten-

sional deformation (T-axis), the maximum compressional deformation (P-axis), and the null

axis (intermediate eigenvalue or B-axis) (Lay and Wallace, 1995) (see Figure 2.3). A di-

agonalized moment tensor can be further separated into an isotropic and a deviatoric part

defined as (Jost and Herrmann, 1989, equation 23)
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Figure 2.2: The nine elemental force couples that form the seismic moment tensor.
Modified after Aki and Richards (2009)
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Figure 2.3: Point force approximation of a finite fault. a) Real fault with finite
extension. b) Point force approximation. c) Principal axes for the point force
approximation. Picture in a) modified from USGS website on San Andreas Fault.
Original photograph taken by Robert E. Wallace.
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M =

 M1 0 0

0 M2 0

0 0 M3

 =
1

3

 tr(M) 0 0

0 tr(M) 0

0 0 tr(M)

+

 M∗1 0 0

0 M∗2 0

0 0 M∗3

 =

MISO + MDEV I , (2.5)

where M∗i = Mi− 1
3 tr(M) are deviatoric eigenvalues. The sum of the deviatoric eigenvalues

is zero; while the diagonal of MISO adds to tr(M), which stands for the trace of M. The

deviatoric moment tensor can also be decomposed into a variety of combinations of double-

couples (DC) and compensated linear vector dipoles (CLVD). A pure DC expressed into its

principal axes presents one eigenvalue equals to zero with a positive eigenvalue pointing in

the T-axis and a negative eigenvalue pointing in the P-axis, both with the same magnitude.

A CLVD presents two diagonal elements that are half the magnitude of the third element

with opposite sign (Knopoff and Randall, 1970). A decomposition of interest in this thesis

has the form (Jost and Herrmann, 1989, equation 36),

M = MISO + MDC + MCLVD , (2.6)

where (Vavrycuk, 2001)

MDC = (1− 2|ε|)

 0 0 0

0 −M∗3 0

0 0 M∗3

 ,

and

MCLVD = |ε|

 −M
∗
3 0 0

0 −M∗3 0

0 0 2M∗3

 .

The coefficient ε is a measure of the ratio of CLVD to DC components and is computed as

(Julian et al., 1998, equation 18) ε =
−M∗1
|M∗3 |

, where it is considered that |M∗1 | ≤ |M∗2 | ≤ |M∗3 |.
When ε = 0 the moment tensor corresponds to a pure DC source. If ε < 0 or ε > 0

the moment tensor corresponds to a compressive or tensile source, respectively (Vavrycuk,

2001). For a faulting source that deviates from the pure DC behaviour, the angle that the

slip vector makes with the fault’s plane can be estimated with (Dufumier and Rivera, 1997)
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α = 90◦ − arcsin
(

3
M∗max +M∗min
M∗max −M∗min

)
, (2.7)

where M∗max and M∗min are the maximum and minimum deviatoric eigenvalues (not consid-

ering the absolute value), respectively. This thesis follows Vavrycuk (2001) for the decom-

position of moment tensors into percentages of isotropic, CLVD and DC components. The

formulae is

%ISO =
1

3

tr(M)

|M|max||
100%

%CLV D = 2ε(100%− |%ISO|) ,

%DC = %100− |%CLV D| − |%ISO|

where M|max| is the eigenvalue of M with largest absolute value. The values of %ISO and

%CLV D are negative for compressive sources and positive for tensile sources.

Ambiguity in the orientation of the fault’s plane for pure shearing sources

The moment tensor for a pure double-couple in an isotropic medium is given by (Aki and

Richards, 2009, equation 3.22)

Mjk = µA(ukνj + ujνk) , (2.8)

where A is the fault’s plane area, u is the displacement vector on the fault’s surface (slip

vector), and ν is the normal to the fault’s plane. The contributions from u and ν in 2.8 are

symmetric, in other words, they are indistinguishable from each other in M. This results in

an ambiguity where two fault geometries with coinciding slip and normal vectors generate

the same observed displacements (Jost and Herrmann, 1989) (see Figure 2.3b).

2.1.2 The Green’s function of an elemental force couple

Using the seismic moment tensor, the displacement field due to a point source in a general

elastic medium is estimated through (Aki and Richards, 2009, equation 3.23)

ui(r, t) = Mjk

[
s(t) ∗ ∂

∂ξk
Gij(r, t; ξ, 0)

]
. (2.9)
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Figure 2.4: Radiation pattern of P (light colors) and S (dark colors) waves for each
of the elemental force couples in the seismic moment tensor.

The variable Gij(r, t; ξ, 0) are Green’s functions for each of the elemental force couples in the

moment tensor. Green’s functions are solutions to the elastodynamic wave equation for each

elemental force couple considering an impulsive source. In the homogeneous, isotropic case,

the Green’s functions denote the radiation patterns of the moment tensor elements (equation

2.3, Figure 2.4). In a general elastic medium, Green’s functions are estimated using wave

modeling algorithms. Two different methodologies are employed in this thesis: one considers

ray tracing times and amplitudes corrected by the source radiation pattern, and the second

uses a reflectivity method (Randall, 1994) that provides full waveform solutions.

2.2 Hydraulic fracturing

Hydraulic fracturing is nowadays a widely used technology in the oilfield industry. Most

authors refer the first commercial application in this field back to the late 1940s (Martinez

et al., 1987). The fast growing implementation in the oilfield industry is attributed to
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Figure 2.5: Schematic deployment of a hydraulic fracturing job. (Image created by
Cecilia Camet)

the complexity of the producing formations currently under exploitation (e.g., tight gas

reservoirs and shale gas, see Neale et al., 2009). The main purpose of hydraulic fracturing is

to improve productivity by artificially increasing the permeability of a producing formation

(Martinez et al., 1987) (Figure 2.5). The process generally starts with a mini-frac job,

from which the engineering parameters (e.g., treating pressure) for the main fracture are

determined. For both, the mini-frac and the main fracture, fluids at high pressure are

injected into the borehole. When the pressure of the injected fluids is larger than the

sum of the minimum stress in the formation plus the rock’s tensile strength, the formation

breakdown starts (Fjaer et al., 2008). After the fracture has been initiated, the fluids are

kept flowing at high rates to prevent closure. The injected fluids also contain a solid phase

or proppant. These solids are expected to pack inside the fracture to keep it open after the

fluid pressure is dropped, thus creating a permanent high permeability zone in contact with

the reservoir. The designing of a fracturing job requires the modeling of the entire process.

A lot of effort has been put at this respect due to the increase in the use of non-vertical

producing wells and the development of non-conventional fields, where the behaviour of

the fracture’s growth is more difficult to predict (Carter et al., 2000). The physics of

the hydraulic fracturing process can be described making use of poroelastic theory. Two

different sets of constitutive laws give form to poroelasticity: fluid flow (diffusion) and rock

mechanics (Detournay and Cheng, 1993). An extensive knowledge of the properties of the
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system (fluid and rock) is necessary in order to model the initiation and propagation of a

hydraulic fracture. Realistic 3D fracture modeling must solve the complete set of constitutive

poroelastic equations in a fully coupled manner (e.g., Yamamoto et al., 2000; Ji et al., 2009;

Hsu et al., 2012).

Once a fracture has been designed and put into practice it is important to retrieve infor-

mation about the effective fracture’s geometry (volumetric distribution and azimuth) and

its efficiency (productivity). This information is of fundamental interest, since it allows

engineers to assess the initial fracture’s model and if needed to introduce the necessary ad-

justments for future jobs, e.g., type of fluid, volumes of fluid and proppant, placement of

producing and injecting wells, distance between wells, etc. Between the different techniques

to measure the properties of an induced fracture can be mentioned: treatment pressure

analysis, tiltmeter mapping and microseismic monitoring (LeCampion and Jeffrey, 2004).

It is clear from Figure 2.6, that between all available alternatives for fracture mapping,

microseismic monitoring is one of the methodologies that provide the most complete and

reliable information.

2.2.1 Microseismic monitoring

The monitoring of acoustic emissions is a technique that has been used in geotechnical

studies for almost 70 years (Hardy, 1981). Despite that, its implementation in the oil and

gas industry as the microseismic monitoring technique has come until relatively recently

(Maxwell et al., 2010). The first work where the potential of microseismic monitoring for

the oil and gas industry was recognized is that of Albright and Pearson (1982). From this

early study, important characteristic properties of hydraulically induced microseismic events

were also identified, such as low local magnitudes in the order of -6 to -2 and high shear to

compressional ratios in the amplitudes of the observed arrivals. Furthermore, the authors

propose pore pressure increase and diffusion as the process through which preexisting planes

of weakness displace in shearing mode giving origin to the microseismic events. The seis-

mic monitoring of hydraulic fractures is a methodology that consists in the deployment of

geophone arrays that ”listen” to the acoustic emissions generated by the fracturing process

(Figure 2.7). Usually, these geophone arrays are located downhole in nearby wells, never-

theless, recent years have witnessed the increase of microseismic monitoring from shallow

and surface arrays (e.g., Kolinsky et al., 2009; Chambers et al., 2010; Duncan and Eisner,

2010). Traditionally, the most important information extracted from detected microseis-

mic events is their location, from which the geometry of the induced fracture is interpreted

(Bennett et al., 2005). The spatial distribution of the microseismic cloud has also been used

to calculate a Fracture Complexity Index (FCI) (Cipolla et al., 2008). Larger FCI values

correspond to fractures affecting larger rock volumes (Figure 2.8). From the magnitudes
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!Figure 2.6: Summary of methodologies to retrieve information about properties of
hydraulic fractures. Green: can determine. Yellow: may determine. Red: cannot
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Figure 2.7: Schematic representation of a microseismic monitoring job.

of the microseismic events, graphs of cumulative seismic moment release are elaborated.

Sudden changes in slope are interpreted in the context of the medium under investigation to

determine possible hydraulic connection between different induced fractures, or between an

induced fracture and a fault (Rutledge et al., 2004; Maxwell et al., 2008). Hydraulic connec-

tion between fractures is important to diagnose since competing fractures can potentially

reduce production performance. Based on the assumption of pore-diffusion-driven micro-

seismic events (Albright and Pearson, 1982), the rate of occurrence of microseismic locations

in different directions is used to obtain an estimate of the permeability tensor of the medium

(Shapiro et al., 1999). Anisotropy parameters have also been derived from microseismicity

records (House et al., 1996; Verdon and Kendall, 2009). The source mechanism of micro-

seismic events provides information to evaluate models of fracture propagation (Warpinski,

1994; Warpinski et al., 2001), to determine the state of stresses in the neighbourhood of

the injection well (House et al., 1996; Rutledge and Phillips, 2003) and, in general, as a

source of information to analyze the effectiveness of the induced fracture. The importance

in obtaining information about fracture propagation during the injection process has been

largely recognized (Maxwell et al., 2002; LeCampion and Jeffrey, 2004; Le Calvez et al.,

2006), unfortunately, the estimation of source mechanisms is still usually performed in a

post-processing stage.
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a)! b)!

Figure 2.8: Relationship between fracture complexity index (FCI), fracture distri-
bution (grey lines) and induced microseismic events (red dots). a) Scenario with
low FCI. b) Scenario with high FCI.

2.3 Compressive Sensing

The current trend in science and technology poses a challenge in the resources required

to manipulate ever increasing amounts of data. The most common strategy entails the

acquisition of information about a signal at the Nyquist rate, then, the signal is expressed

as a linear combination of a few elements of a base or dictionary. Since the dictionary is

known, only the location and weighting coefficients of the elements that expand the signal

are required for its manipulation, in other words, the signal is compressed. This strategy

seems reasonable except for the fact that most of the information that was originally acquired

is thrown away after compression (Figure 2.9). A more efficient procedure would require

the direct identification of the weights and corresponding elements of the dictionary that

expand the signal. An intermediate alternative is offered by the theory of Compressive

Sensing (Candes et al., 2006; Donoho, 2006). In simple words, compressive sensing is a field

of applied mathematics that studies sampling and recovery conditions for signals that admit

a sparse representation in a known basis or dictionary. Two important elements in the last

definition are sampling and recovery. The standard sampling protocol follows the Nyquist

criterion, that states a minimum sampling rate of half the period of the highest frequency

component in the signal. Compressive sensing establishes new protocols where the samples

are linear combinations of the information contained in the signal. The weighting factors

in these linear combinations are random numbers which do not depend on the signal itself.

Hence, these new type of samples are usually referred to as non-adaptive measurements.

Consider a signal given by the time series y = [y1, y2, ..., yN ] sampled at the Nyquist rate.

In order to detect the signal it is necessary a sampling operator, this is

f = O(s(t)) = y , (2.10)

where s(t) is the continuous signal and f is the vector of measurements. The sampling

operator O(·) takes a measurement of s(t) at a rate in time defined by the Nyquist criterion.
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(a) (b) 

(c) (d) 
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!!!!!!!!!!!!!!!!! !
Figure 2.9: Example of image compression using the JPEG method. When dis-
played on the screen, each of the four images occupies a memory of 10.2 MB with
a size of 1030× 1044 pixels. For storage purposes the JPEG method expresses each
image as a linear combination of the elements of a dictionary of cosine functions
(Discrete Cosine Transform). By thresholding the coefficients of smaller magnitude
different levels of storage compression are achieved. When saved in hard disk, the
JPEG file only requires the location and magnitude of the coefficients that expand
the image. In this example, the displayed image has been recovered from a version
in hard disk of (a) 1.3 MB, (b) 620 KB, (c) 350 KB and (d) 136 KB. Although there
is not perceptual loss of information from one version to another, the fully sampled
image has to be known first in order to compute its Discrete Cosine Transform.
Once the desired coefficients are known, the original image is thrown away.
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Using compressive sensing, the measurements in vector f correspond to linear combinations

of the information acquired by the sampling operator. These linear combinations are ob-

tained through the use of a sensing matrix (Φ). Sensing matrices present the characteristic

of being rectangular, an important feature that introduces a dimensionality reduction in the

size of the vector of measurements, in other words,

fCS = ΦO(s(t)) = Φy , (2.11)

where Φ ∈ RK×N and K << N . Equation 2.11 implies that the signal still needs to be

sampled first at Nyquist rate before applying a compression through the application of Φ.

In reality, technology employing compressive sensing principles incorporates the effects of

Φ into the sampling operator O(·), so that the non-adaptive measurements are effectively

all the information acquired by the instruments. In this thesis however, the application of

compressive sensing follows the description in 2.11 (Figure 2.10). In order to ensure recov-

erability of the full signal y, compressive sensing requires some conditions to be met. In the

case of sensing matrices, the recoverability conditions require compliance with the Restricted

Isometry Property (RIP) (Candes et al., 2006). Verifying that a matrix complies with the

RIP is rather a non-trivial task, hence tools from probability theory have been resorted

to determine probably good sensing matrices. Between the most recurred sensing matrix

ensembles it can be counted random Gaussian and Bernoulli matrices. In the applications

described in this thesis, random Gaussian ensembles are employed. In the case of the signal

of interest, the recoverability conditions require the signal y to be compressible or to present

a sparse representation under a known dictionary. Assume that y can be expanded from

the linear combination of a subset of the columns of a dictionary Ψ, this is

y = Ψx , (2.12)

where the support of x provides the location of the elements of Ψ that participate in the

representation of y. The size of the support of x can be estimated through the `0-norm

that counts the number of non-zero coefficients. If the number of non-zero coefficients in x

is much smaller than the total of its elements, then x is a sparse representation of y under

Ψ. On the other hand, if the non-zero coefficients of x decay quickly in magnitude when

sorted, such that y can be well approximated using a small number of the largest magnitude

coefficients, then y is said to be compressible under Ψ. Notice that the sensing matrix only

affects the dictionary under which y is compressible but not its sparse representation, this

is

fCS = Φy = ΦΨx . (2.13)

Hence the sparse representation x is invariant for both the compressed measurements fCS
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and the full signal y. Since both Φ and Ψ are known, it does not matter whether we know

fCS or y, the representation x can be determined from both of them and vice versa.

The minimum number of non-adaptive measurements K required to characterize a signal

depends on its sparsity under a known dictionary. The sparser the representation, the lesser

the required number of non-adaptive measurements. For this reason, the advantages of

compressive sensing over the traditional Nyquist protocol exist only for signals that are

compressible under a known dictionary. In the traditional practice, the signals sampled at

the Nyquist rate are directly known. In the case of compressive sensing, the non-adaptive

measurements are a representation in a compressed domain. In order to obtain a complete

representation of the signal it is necessary to resort to recovery algorithms. The objective of

the recovery algorithm is to estimate the representation of the signal under the sparsifying

dictionary, then, from this representation the signal can be expanded. Common algorithms

for recovery are basis pursuit (Chen et al., 1998) and orthogonal matching pursuit (Pati

et al., 1993). In this thesis two different recovery methods are employed, the first of them

corresponds to a modification of the Orthogonal Matching Pursuit (OMP) adapted for group

sparsity (Eldar and Bolcskei, 2009) in the setting of seismic source monitoring. The second

methodology is the Fast Iterative Soft-Thresholding Algorithm (FISTA) (Beck and Teboulle,

2009) implemented with a group soft-thresholding criterion (Fornasier and Rauhut, 2008). In

general, the theoretical bounds describing the limits of applicability of compressive sensing

are over-restricting. The reason being that these bounds describe worst case scenarios.

The presence of regular patterns in the support of sparse representations have been used

in the estimation of less limiting bounds that ensure the recovery of complete signals from

compressive sensing measurements (Eldar and Bolcskei, 2009; Eldar et al., 2010). In every

case, there is a grey area outside the theoretical limits where the principles of compressive

sensing can still be successfully implemented. The applications presented in this thesis fall

within the grey area, therefore numerical modeling is employed to determine the feasibility

of application of compressive sensing.
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Figure 2.10: Compression of the set of six Green’s functions for the three-
components of eight seismic stations using the sensing matrix Φ. In this thesis,
the seismic traces are first sampled/modeled at Nyquist rate and then compressed.
Compressive sensing technology aims at the direct acquisition of the compressed
measurements on the right. The red lines denote the start and end of the sam-
ples for each seismic station. This separation cannot be done in the compressed
measurements.
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Figure 2.11: Example of a matching pursuit methodology combined with group
sparsity constraints in the setting of source monitoring. Every panel represents
a metric related to the source strength of virtual sources located at each of the
nodes of a grid. In the initial solution the virtual source with largest strength
is identified and reclassified as an actual source, the seismic wavefield due to this
source is forward modeled and extracted from the original observations, then the
source strength metric is estimated again to obtain the next panel (It 1). Following
this procedure iteratively three virtual sources are reclassified as actual sources after
the third panel (It 2). The last two panels display only residuals (It 3 and It 4).
After Vera Rodriguez et al. (2010a)
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Resolution analysis of the seismic moment tensor from a

borehole receiver array 1

3.1 Introduction

Restrictions in acquisition geometry represent a considerable challenge for daily applications

of moment tensor inversions in microseismic monitoring. While microseismic monitoring

from multiple wells and/or surface receivers has been adopted (Bleakly et al., 2007; Kolinsky

et al., 2009; Chambers et al., 2010; Duncan and Eisner, 2010), the single-well approach

remains the most common practice. Like most inverse problems, an essential metric in

moment tensor determination is resolvability. For a given acquisition geometry and seismic

noise level, resolvability analyses assess if unknown parameters can be accurately retrieved

from an inversion (Menke, 1989). Assessments of resolvability are routinely provided in, for

example, studies of free oscillations (Wiggins, 1972), body and surface wave tomography

(Trampert, 1998; Rao et al., 2006; Xia et al., 2008), and Amplitude-Versus-Offset (AVO)

(Jing and Rape, 2004). Dufumier and Rivera (1997) estimated the resolvability of the

isotropic component of the seismic moment tensor for surface stations. Trifu and Shumila

(2002) investigated the accuracy of inverted source mechanisms, which is crucial for assessing

risks associated with mining activities, based on statistical reliability. Resolvability of the

full moment tensor for data acquired during microseismic monitoring surveys has been

discussed in both single (Nolen-Hoeksema and Ruff, 2001; Vavrycuk, 2007) and multiple

(Vavrycuk, 2007) vertical wells. For the case of a single vertical well, the array of receivers

is assumed to reside within a plane containing the location of a given source (which I refer

1A version of this chapter has been published. Vera Rodriguez, I., Gu, Y. and Sacchi, M., 2011. Bulletin
of the Seismological Society of America 101: 2634-2642.
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to as the observational plane). In isotropic and certain anisotropic (e.g., Vertical Transverse

Isotropic) media, only 5 of the 6 elements of the moment tensor can be independently

determined (Vavrycuk, 2007). The same restriction applies for a well that deviates from

the vertical (deviated well) in the direction of wave propagation. In short, Nolen-Hoeksema

and Ruff (2001) and Vavrycuk (2007) provide a blueprint for the inversion of the moment

tensor in microseismic monitoring applications.

This study examines the resolvability of full moment tensor inversions under single-well

monitoring geometries. In vertical geometries the experiments demonstrate that solutions

of the moment tensor are only correctly represented in a reference system with two of its

axes constrained to the observational plane (for short, the aligned system). Rotation of

the tensor elements to a different reference system requires correct values for the dipole

perpendicular to the observational plane; errors will propagate to two other moment tensor

elements otherwise. Through a careful analysis on non-planar source-receiver geometries

and condition numbers, I aim to provide quantitative criteria for resolving 5 and 6 moment

tensor elements in vertical and deviated wells, respectively.

3.2 Parametrization

For an elastic homogeneous medium, the far field displacement at a distant station can be

expressed as a function of the seismic moment tensor (Shearer, 1999, equations 9.13 and

9.17),

ui(P |S)(r, t) =

[
1

4πρc3

][
1

r

]
Rijk(P |S)Ṁjk

(
t− r

c

)
, (3.1)

where ui is the displacement recorded on the i-th component of a receiver at a specific time

t and position r, and (P |S) refers to compressional or shear waves. In this formulation ρ is

the density of the medium, c is the speed of P or S waves, and r is the distance between

the source and receiver. Rijk represents the radiation pattern defined by the jk-th element

of the moment rate tensor Ṁjk along the i-th component of a receiver. It is also adopted

the reference system of Aki and Richards (2009), where the x, y and z components point

North, East, and downward, respectively. Integrating both sides of equation (3.1) over the

source duration (τ), we have

∫
τ

ui(P |S)dt =

[
1

4πρc3

][
1

r

]
Rijk(P |S)

∫
τ

Ṁjk

(
t− r

c

)
dt , (3.2)

where ∫
τ

Ṁjk

(
t− r

c

)
dt = Mjk . (3.3)
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In equation (3.3), Mjk is the jk-th element of the seismic moment tensor of the source.

Equation (3.2) can be written in matrix notation as

d(P |S) = K(P |S)X(P |S)m = A(P |S)m , (3.4)

where d(P |S) are the integrals of the displacement at each receiver component arranged

in column vector form, K(P |S) are constants that depend on the medium properties and

X(P |S) are matrices containing the radiation pattern. In this expression the six inde-

pendent elements of the moment tensor have been arranged in the column vector m =

[M11,M12,M13,M22,M23,M33]T . For P- and S- waves recorded by multiple receivers, one

can rewrite equation (3.4) to a more compact form,

d = Am . (3.5)

The objective is to retrieve the seismic moment tensor m from observations d. The least

squares solution to (3.5) requires the inverse of the matrix H = ATA. The following sections

provide detailed analyses on the stability conditions of the above inverse problem.

3.3 Resolution under single vertical monitoring well ge-

ometries

3.3.1 Resolution matrix

I analyze the resolvability of the inverse problem presented in the previous section by using

a model resolution matrix (Van Rijssen and Herman, 1991; Dufumier and Rivera, 1997;

Jing and Rape, 2004; Vera Rodriguez and Sacchi, 2009) for single vertical monitoring well

geometries (Figure 3.1). The symmetric matrix H admits the eigendecomposition

H = QLQT ,

where L is a diagonal matrix of the eigenvalues of H and Q contains the corresponding

eigenvectors. The positive semi-definite nature of H ensures that its eigenvalues are real

and non-negative (Anton and Busby, 2003). The pseudoinverse of H can be written as

H† = QL†QT ,
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where L† is the pseudoinverse of L with the positive eigenvalues of H replaced by their

reciprocals (Horn and Johnson, 1985). The resolution of the system in equation (3.5) is

estimated from the pseudoinverse of matrix H,

m̂ = (H)†ATd .

For noise free data, we substitute (3.5) in the last expression and obtain

m̂ = H†Hm .

The product H†H is the model resolution matrix (Aster et al., 2005), that is,

R = H†H .

Matrix R becomes the identity matrix when H† = H−1, when all the model components

are linearly independent and accurately determined (i.e., m̂ = m). If H† 6= H−1, then R

provides important information on the resolvability of the model elements. For example, the

existence of non-zero off-diagonal components (Rij 6= 0) implies a linear correlation between

model parameters mi and mj .

Numerical test

The numerical simulations begin by adopting a homogeneous medium with velocities Vp =2500m
s ,

Vs =1400m
s and density ρ =2.5 g

cm3 . Eight receivers are placed in a vertical array with sepa-

rations of 30 m. I vary the horizontal distance between the array of receivers and the source

location (d) in steps of 10 m between 100 m and 700 m, and examine array azimuths (see

Figure 3.1) from −π to π in steps of π
24 radians. The geographical reference system is used

in this part of the analysis, though the main outcomes are equally applicable to other fixed

reference systems. The resolvability of the model parameters is insensitive to the distance

between the line of receivers and source location (Figure 3.2). However, different model

parameters become linearly correlated when the azimuth of the line of receivers is altered.

Five out of six model parameters can be correctly estimated when the observational plane is

aligned with two axes of the geographical reference system, though the dipole perpendicular

to the observational plane is not fully resolvable (see also Nolen-Hoeksema and Ruff, 2001;

Vavrycuk, 2007). Representation of model parameters M13, M23 and M33 are proper for

all θ and d, but the resolution matrix suggests undesired correlations between M11, M12

and M22 when the observational plane is misaligned with the geographical reference system.

These results, which are obtained in a homogeneous medium, are equally valid for layered

and anisotropic media, provided that the travel paths of the seismic energy recorded at the
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receivers are contained in the observational plane (Vavrycuk, 2007).

Figure 3.1: Source-receivers geometry for the microseismic monitoring experiment
with one vertical monitoring well. The geographical and aligned reference systems
have axes N-E-V and x’ -y’ -V, respectively. The axes x’ and V are contained in
the observational plane. The angle θ denotes the azimuth of the array of receivers
(receiver azimuth) from North.

3.3.2 Maximum number of resolvable elements

It has been discussed that, without additional assumptions in the expected solutions, only

5 out of 6 independent elements of the seismic moment tensor are retrievable in single

vertical monitoring well geometries. The existence of a null eigenvalue in the sensitivity

matrix (H) causes instability in the inversion process. The most common approach to

minimize this instability is to seek deviatoric solutions (Dufumier and Rivera, 1997). This

strategy does not guarantee the correctness of the solutions, however (Vavrycuk, 2007). It

was first proposed that induced events during hydraulic fracturing were mainly deviatoric

or double couples (Phillips et al., 1998; Rutledge and Phillips, 2003), though more recent

studies have further suggested the presence of tensile events (Jechumtalova and Eisner,

2008; Sileny et al., 2009). Constrained inversions do not assist us in identifying tensile

events. Furthermore, tensile events can be mistakenly fitted by deviatoric sources. The

plausibility of a constrained inversion in microseismic monitoring is an important subject

that requires an in-depth analysis beyond the scope of this study.

The resolution matrix shows that seismic moment tensor solutions in single vertical moni-
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Figure 3.2: Resolution matrix for different combinations of source-receivers hori-
zontal distance (d) and azimuth of the line of receivers (θ). Each diagonal box
(delimited by white lines) represents the resolvability of the seismic moment tensor
elements in the order M11, M12, M13, M22, M23 and M33 (equivalently, m1, m2,
m3, m4, m5 and m6). The scales showed on box R11 apply for any other box of the
matrix. Colors close to one in a diagonal box mean that the corresponding element
can be solved in the inversion. Colors different from zero in off-diagonal boxes (Rij)
denote the linear dependency between the corresponding elements of the seismic
moment tensor (mi and mj).

toring well geometries are only correctly represented in the aligned reference system (unless

the value of the dipole perpendicular to the observational plane is known). In this study I

propose to use

d = AΘ−1
m mθ , (3.6)

where

mθ = Θmm

and

Θm =



r2
1 −2r1r2 0 r2

2 0 0

r1r2 r2
1 − r2

2 0 −r1r2 0 0

0 0 r1 0 −r2 0

r2
2 2r1r2 0 r2

1 0 0

0 0 r2 0 r1 0

0 0 0 0 0 1


.
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Figure 3.3: Condition number (Cε) of the matrix H for different angular apertures
between receivers with respect to the source location (α1).

The vector mθ denotes the elements of the seismic moment tensor expressed in the aligned

reference system and Θm is a matrix that rotates the seismic moment tensor arranged in

column vector form. For the reference system used in this study

r1 = cos θ and r2 = −sin θ for a clockwise rotation,

r1 = cos θ and r2 = sin θ for a counterclockwise rotation.

Solving the inversion using equation (3.6) eliminates the need to rotate the observations each

time when a new source with a different location is introduced (Jechumtalova and Eisner,

2008). The change to the aligned system is accounted for by the matrix Θ−1
m .

3.3.3 Inversion stability and acquisition design

The resolution matrix provides information about the resolvability of the model parameters

in terms of the medium properties and acquisition geometry. However, it does not explic-

itly consider the noise content in the observations and uncertainties associated with other

inversion-related parameters (e.g., inaccuracies in the medium velocity model). In this sec-

tion, I evaluate the dependence of the inversion on angular aperture α1 (Figure 3.3) and

noise level for single vertical monitoring well applications.

The parameter of choice for stability evaluation is the condition number (C) of matrix H

(Dufumier and Rivera, 1997). Instead of using the traditional definition, I compute the
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condition number of H as

Cε = λmax/λmin6=0 , (3.7)

where λmax is the largest eigenvalue of H and λmin6=0 is the smallest eigenvalue of H that

is different from zero. Under this condition, only eigenvalues related to the 5 solvable

elements of the seismic moment tensor are considered. To compute the condition numbers

the problem is formulated using equation (3.6) with the seismic moment tensor expressed

in the aligned reference system. I choose a vertical array of 2 receivers and vary α1 from 2◦

to 60◦ (see Figure 3.3). The azimuth (θ) and horizontal distance (d) of the line of receivers

from the source are randomly selected. The results show that, as α1 decreases, the condition

number increases rapidly and thereby lowers the stability of the inversion (see Figure 3.3).

To illustrate the process of acquisition design, consider known arbitrary sources with their

moment tensors referenced in the aligned system. I perform inversions for 5 different combi-

nations of random noise level and angle α1. The problem is solved using the pseudo inverse.

For a given combination, the inversion is performed 100 times and a new time series con-

taining Gaussian noise is added to the observations in each iteration. The random noise

level is defined by normalizing its maximum amplitude to the maximum amplitude of the

signal from a single receiver, and then multiplying the outcome by the desired percentage.

For each combination of α1 and noise level, I compute a normalized mean squared error

(NMSE) via (Figure 3.4)

NMSE =
1

100

100∑
i=1

|mi − m̂i|2

|mi|2
,

where m̂i is the result of the inversion and mi is the true moment tensor in the i-th real-

ization of a noise level and α1. As expected, the NMSE of the inverted solution is zero for

noise free data, but increases with decreasing α1 when noise is added (see Figure 3.4). By

setting cut-off values of 100 for Cε and 0.025 for the NMSE, an aperture α1 ∼ 15◦ is likely

too small to lead to stable inversion results when the noise level exceeds 15%. This suggests

that, for a line of receivers located at 100 m from the source location, the only receivers

contributing to the solution of the inverse problem are those separated by more than ∼26

m; the required separation is ∼132 m for a line located at 500 m. A 5% perturbation in

P- and S-wave speeds increases the NMSE, then the maximum allowable noise level for a

reliable solution decreases to ∼ 10% for α1 close to 15◦ (Figure 3.5).

It should be noted that this acquisition design procedure requires a case-by-case analysis

of the condition number Cε and the NMSE function. The magnitudes of the condition

number and the sensitivity to noise depend on the parametrization of the inverse problem.

For example, Nolen-Hoeksema and Ruff (2001) adopted the same parametrization used in

this study and obtained reliable solutions for condition numbers on the order of 100− 500.
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Figure 3.4: Normalized mean squared error (NMSE) function of the inversion for
different combinations of aperture (α1) and noise level.

On the other hand, Dufumier and Rivera (1997) introduced a different parametrization and

report a much smaller cut-off value (∼ 5) required for the condition number. The cut-off

values for Cε and the NMSE depend on the level of desired accuracy of the solutions.

3.4 Minimum requirements for a full moment tensor

inversion

3.4.1 Stability for non-vertical monitoring geometries

The resolution matrix becomes the identity when a receiver is placed outside a defined

observational plane. This full resolvability is only true for noise-free data. For instance,

the condition number of the full inversion (6 independent elements of the moment tensor)

enables us to determine the minimum relative orientations and distances between receivers.

For this part of the analysis, consider one receiver (R1) at a fixed distance of 400 m from

the source and two receivers (R2 and R3) embedded in a plane perpendicular to the straight

line between R1 and the source (Figure 3.6). For simplicity, the angle between receivers

R1 and R2 (similarly for R1 and R3) will be referred to as the aperture from the source

(α1), and the angle between receivers R2 and R3 with vertex in R1 will be referred to

as the aperture between receivers (α2). Assuming the same homogeneous medium, it is

impractical to explore all possible combinations of receivers outside a single observational

plane. However, the magnitude of the distances and orientations required by a full moment

tensor solution can be assessed through numerical experiments.
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Figure 3.5: Normalized mean squared error (NMSE) function of the inversion for
different combinations of aperture (α1) and noise level. The velocity model is biased
by an increment of 5% in both P- and S-wave speeds.

I calculate the condition number of the inversion for multiple combinations of angles α1

and α2 for four different acquisition geometries (Figures 3.6 and 3.7). The most stable

solution space depends on factors such as the alignment of line R1-R2 with the vertical

axis of the reference system. A single high resolvability zone is obtained when these two

receivers are not aligned (Figure 3.7-a, 3.7-b and 3.7-c); and two distinct stability zones are

obtained otherwise (Figure 3.7-d). The azimuth (θ) of the fixed receiver (R1) also appears to

impact the location of maximum resolvability, especially with respect to angle α2 (Figures

3.7-a and 3.7-b). In general, angle α1 attains its optimal value from 40◦ to 55◦. However,

while a minimum value for the angle α1 is required for stability conditions, large angles

tend to introduce additional instability after the minimum condition number is reached.

Furthermore, the optimal range for α2 varies significantly for different geometries, despite

a consistent increase in condition number near angles 0◦ and 180◦ (see Resolution under

single vertical monitoring well geometries section) in all cases.

3.4.2 Sensitivity to noise and velocity perturbation

For the same scenario shown in Figure 3.7-b, I perform inversions under different combina-

tions of random noise level and angles α1 and α2. For each combination I obtain solutions

for 100 realizations of random noise - moment tensor and compute their NMSE. As ex-

pected, higher condition numbers are associated with higher values of NMSE and, for a

fixed condition number the scatter in NMSE increases with the noise level (Figure 3.8).

These two observations are more evident when condition numbers exceed 100 (not presented

here). Furthermore, background velocities have considerable influences on the inversion out-
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Figure 3.6: Source-receiver geometry arrangements to compute the condition num-
ber for the full source mechanism inversion. Receivers R1, R2 and R3 are contained
in the plane A, which lies perpendicular to the line that joins the source location
with R1. The angle α1 denotes the aperture between receivers from the source lo-
cation and α2 is the aperture between receivers R2 and R3 with respect to R1. a)
source location and receiver R1 are aligned with an axis of the reference system and
the three receivers form a vertical plane. b) source location and receiver R1 are not
aligned with any of the axis of the reference system and the three receivers form a
vertical plane. c) source location and receiver R1 are not aligned with the reference
system and the three receivers form a non-vertical plane. d) source location and
receiver R1 are not aligned with the reference system but receivers R1 and R2 are
aligned in the vertical direction.
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Figure 3.7: Condition number for different combinations of the angles α1 and α2.
The four graphs correspond to the source-receiver geometries presented in Figure
3.6. Condition numbers above 600 are set at 600 for better visualization.
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Figure 3.8: Normalized mean squared error (NMSE) function for all combinations
of α1 and α2 with condition number < 100 in Figure 3.7-b. The percent value
represents noise level.

come as, for instance, a 5% perturbation in P and S wave speeds increases the scatter and

magnitudes of the NMSE by a factor of 10 (Figure 3.9).

3.4.3 Full moment tensor inversion from a single deviated moni-

toring well

For microseismic monitoring applications, it is critical to identify the combinations of angles

α1 and α2 that are 1) practical in borehole experiments, and 2) able to resolve the full

moment tensor in an unconstrained inversion. For one of the examples presented in Figure

3.6, I have shown that various source-receivers geometries can lead to reliable solutions,

with condition numbers < 80 for a cutoff NMSE value of 0.025 and a noise level < 15% (see

Figures 3.7-b and 3.9). One combination that also meets the two aforementioned objectives

is α1 =45◦ and α2 =130◦ (see Figure 3.7-b). For a fixed receiver located 400 m from the

source location, the angle α1 translates to a distance of 400 m between receivers (Figure

3.10). Under this configuration, these three receivers form a smooth trajectory that does

not exceed a dogleg severity (DLS) of ∼6◦/30 m (Heisig et al., 2004). Current directional

drilling technologies allow the perforation of wells with this degree of curvature (Bryan

et al., 2009), and hence the full moment tensor can potentially be extracted from a carefully

selected deviated monitoring well.

Monitoring from a deviated well requires information on the volume over which the inversion

is stable. Consider the well trajectory from Figure 3.10 and an acquisition design with 9

receivers, the 9 receivers are distributed in 3 groups of 3 with the central receiver from each
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Figure 3.9: Normalized mean squared error (NMSE) function for all combinations
of α1 and α2 with condition number < 100 in Figure 3.7-b. The percent value
represents noise level. In this case, the P- and S-wave speeds are biased by 5%.

group at the locations showed in Figure 3.10. The remaining two receivers in each group are

separated by 5 m from the center. For this monitoring geometry, an isosurface for a condition

number of 80 (Figure 3.11) exhibits perfect symmetry between the two sides of the well. A

relatively complex stability volume is obtained where the approximate spatial limits of x, y,

z are (100 m, 500 m), (200 m, -500 m) and (1500 m, 1900 m), respectively. Depending on

the location of the induced fracture(s), this monitoring geometry could facilitate moment

tensor inversions of at least a significant fraction of induced microseismic events.

3.5 Summary

This chapter investigates two important problems associated with microseismic monitoring.

First it is reviewed the case when the travel-path trajectories are constrained to a plane,

where only 5 of the 6 elements of the seismic moment tensor are recoverable. The resolution

matrix provides a broader overview of the moment tensor resolvability displaying linear

correlation between the elements of the moment tensor. According to the simulations, the

error due to an incorrect constraint on the dipole perpendicular to the observational plane

can only be propagated to two further elements of the moment tensor. On the other hand,

all the eigenvalues associated with the sensitivity matrix differ from zero when one or more

receivers fall outside the observational plane. This indicates that, in theory, one can resolve

all 6 elements of the seismic moment tensor. However, due to the presence of noise and

small eigenvalues, the resulting solutions can be unstable. In this case the analysis based on

the condition number of the sensitivity matrix can be highly advantageous. The condition
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Figure 3.10: Example of a receivers configuration that can solve the full seismic
moment tensor inversion for the given source projection (white dot). Distances are
measured over the plain that contains the receivers. The source location is at 400
m in the perpendicular direction to this view. The grey line represents a smooth
trajectory joining the three receivers.

number analysis enables us to access levels of resolvability for a given acquisition layout.

The inversion of the full moment tensor with single borehole data is feasible in situations

when the array of receivers is deployed in a deviated well. For instance, the simulations

in homogeneous media showed that deviated wells with curvature (dogleg severity) on the

order of 6◦/30 m can be used to retrieve the full moment tensor. For case studies involving

abrupt changes in velocity and/or anisotropy, the condition number analysis can also be an

important indicator of the resolvability of the seismic moment tensor prior to monitoring

tests.
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Figure 3.11: Receiver distribution (blue triangles) along an ideal deviated well
(black line) that can solve a full moment tensor inversion. An isosurface value
of 80 (condition number) is selected for this plot.
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CHAPTER 4

Simultaneous recovery of origin time, location and seismic

moment tensor using sparse representation theory 1

4.1 Introduction

Fast and accurate recovery of seismic source parameters (location, origin time and seismic

moment tensor) is a problem of interest in different areas of geophysics. For earthquake mon-

itoring, fast source parameters are routinely estimated for large events by institutions like

the Global Centroid Moment Tensor project (Dziewonski et al., 1981), the United States Ge-

ological Survey (Sipkin, 1982), and the Earthquake Research Institute of Japan (Kawakatsu,

1995). On a regional scale, fast inversions are also performed close to seismically active areas

(e.g., Dreger and Helmberger, 1993; Pasyanos et al., 1996; Dreger, 2003; Clinton et al., 2006;

Bernardi et al., 2004; Scognamiglio et al., 2009). In mining applications, quick estimations of

the source parameters are important for hazard mitigation during mining operations (Trifu

and Shumila, 2002; Gibowicz, 2009). In the monitoring of hydraulic injections in the oil

industry, the source parameters have been used to evaluate potential adjustments to the

injection process (Maxwell et al., 2002; LeCampion and Jeffrey, 2004). Fast and accurate

source parameter estimations are also important for monitoring fluid injections in geother-

mal areas (Julian et al., 2010), and volcano activity (McNutt, 1996; Foulger et al., 2004).

Most inversion algorithms employed in the aforementioned applications do not provide si-

multaneous estimations of all three source parameters. Information about origin time and

source location is determined by independent systems and/or algorithms, with the source

moment tensor being estimated in a secondary step. Therefore, an inherent lag time is

required, thus preventing efficient, simultaneous estimates of the three source parameters.

1A version of this chapter has been published. Vera Rodriguez, I., Sacchi, M. and Gu, Y. 2012. Geo-
physical Journal International 188: 1188-1202.
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In this chapter I present a method for the simultaneous recovery of the three source param-

eters (origin time, location and seismic moment tensor). This ”waveform fitting” method

is a modification of the Block Orthogonal Matching Pursuit (BOMP) from sparse represen-

tation theory (Eldar et al., 2010). The modified BOMP proposed in this chapter permits

the recovery of optimal solutions in highly coherent dictionaries, which is the most common

scenario for seismic source monitoring applications. Advantages of the proposed method

with respect to other existing approaches include: 1) no a priori information about event

occurrence is required, 2) potential for continuous, automatic, real-time performance, 3) si-

multaneous sources can be inverted from the same set of observations, and 4) the method’s

suitability to perform in a particular scale of application is controlled by the availability of

appropriate Green’s functions to ”match” the observations.

The chapter is organized as follows. Section 4.2 reviews important definitions from sparse

representation theory and the forward parametrization of the source inversion. Section 4.3

presents my two main contributions: the link between the source parameter inversion and

sparse representation theory, and a methodology for the recovery of the source parameters

based on BOMP. Section 4.4 presents applications of the proposed methodology to both

synthetic and real cases. The synthetic case corresponds to the setting of a microseismic

monitoring experiment. The real dataset is an earthquake scenario using records from the

18 June 2002 Caborn Indiana earthquake. Finally, section 4.5 is devoted to the summary

of this study.

4.2 Theoretical background

4.2.1 Block sparsity

The discussion starts by introducing some definitions from sparse representation theory that

apply to general signals. The description that follows is rather general, hence the reader

is referred to the articles cited within the text for further details. Later in section 4.3, the

connection between this general theory and the problem of interest is presented. Suppose a

discrete signal y ∈ RL is a linear combination of a subset of the energy-normalized functions

ψj ∈ RL, j = 1, 2, ..., N , this is,

y = Ψx , (4.1)

where Ψ = [ψ1,ψ2, ...,ψN ] ∈ RLxN , and x ∈ RN is a vector containing the coefficients

representing the signal. By this definition, a coefficient xj with zero value corresponds to

a function ψj that does not participate in the representation of y. Vector x is said to

be S−sparse (Baraniuk, 2007; Candes and Wakin, 2008) if ||x||0 ≤ S << N , where the

symbol || · ||0 refers to the `0-norm of the variable between vertical bars. The `0-norm is
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defined as the count of the non-zero elements in the variable under consideration (e.g., if

x = [1,0,3,0,0,-5,0,4], then ||x||0 = 4) (Mallat, 2008). In the signal processing community,

matrix Ψ and its columns are generally referred to as dictionary and atoms, respectively

(Mallat and Zhang, 1993). The dictionary is overcomplete or redundant if L < N , which also

corresponds to an underdetermined system of equations (Mallat, 2008). A vector x exhibits

block sparsity if its non-zero coefficients occur in clusters (Eldar and Bolcskei, 2009). Under

this consideration, the vector x can be expressed as a concatenation of blocks,

x =
[

x[1] x[2] · · · x[Nt]
]T

, (4.2)

where x[l] = [xd(l−1)+1, xd(l−1)+2, ..., xd(l−1)+d] is the l-th block and Nt is the total of blocks

in x. The length of each block is d, such that N = Ntd. Correspondingly, the dictionary Ψ

is the concatenation of the column-blocks

Ψ =
[

Ψ[1] Ψ[2] · · · Ψ[Nt]
]
, (4.3)

where Ψ[l] = [ψd(l−1)+1,ψd(l−1)+2, ...,ψd(l−1)+d] is the l-th column-block. The vector x is

said to be block K-sparse if ||x||2,0 ≤ K << Nt, where || · ||2,0 denotes the mixed `2,0-norm

(Kowalski and Torrésani, 2009; Eldar et al., 2010), that counts the number of blocks with

non-zero `2-norm. In sparse representation theory, an important property that characterizes

a dictionary is the measurement of how alike are its atoms. A common metric to determine

the similarity between the atoms of a dictionary is called mutual coherence (e.g., Tropp,

2004). In the case of block sparsity, two different measurements of coherence can be defined,

one is the coherence within a block or sub-coherence and the second is the coherence between

different blocks. The sub-coherence ν is computed as (Eldar et al., 2010, equation 8)

ν = max
l

(
max
i,j 6=i
|ψTi ψj |

)
, ψi,ψj ∈ Ψ[l] . (4.4)

On the other hand, the block-coherence is defined as (Eldar et al., 2010, equation 6)

µB = max
l,r 6=l

(
1

d
ρ
(
M[l, r]

))
, (4.5)

where ρ(·) is the spectral norm (Strang, 2006) of the matrix M[l, r] given by

M[l, r] = ΨT [l]Ψ[r] . (4.6)
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4.2.2 Recovery of block K-sparse solutions

The recovery of a block K-sparse solution x from a set of observations y is accomplished

through modifications to Basis Pursuit (BP) (Chen et al., 1998) and Orthogonal Matching

Pursuit (OMP) (Pati et al., 1993) algorithms. I further propose a source parameter inversion

method based on Block Orthogonal Matching Pursuit (BOMP) (Eldar et al., 2010). BOMP

is a greedy algorithm that works iteratively selecting one by one the blocks of the dictionary

that participate in the representation of the signal. Using least squares criteria, BOMP

selects after each iteration the block of the dictionary that provides the best improvement

in quality for the signal representation. The details of BOMP are as follows,

Algorithm 1 Block Orthogonal Matching Pursuit (BOMP)

1. Initialize variables
residual r0 = y
index set Λ0 = ∅
counter l = 1

2. Identify the block that best matches the current residual
nl = arg maxn ||ΨT [n]rl−1||22
Λl = Λl−1 ∪ nl

3. Estimate the best approximation coefficients with the blocks chosen so
far
{xl[n]}n∈Λl

= arg min{a[n]}n∈Λl
||y −

∑
n∈Λl

Ψ[n]a[n]||22

4. Update the residual and iterate
rl = y −

∑
n∈Λl

Ψ[n]xl[n]
l = l + 1

repeat 2 - 4 until the stopping criteria are met.

5. Ouput
solution vector x[n] = xl[n] for n ∈ Λl and x[n] = 0 otherwise.
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Using BOMP and considering a model as in equation (4.1), a block K-sparse representation

x is uniquely recovered if (Eldar et al., 2010, Theorem 3),

Kd <
1

2

( 1

µB
+ d− (d− 1)

ν

µB

)
. (4.7)

In these cases, the algorithm stops when the updated residual is zero. In practical situations,

however, we have models of the following form

ŷ = (Ψ + Ψ̂)x + n , (4.8)

where Ψ̂ is a perturbation to the dictionary, n is additive noise, and ŷ is a set of inaccurate

observations. Under the more realistic model (4.8), one way to proceed is to seek an optimal

block K-sparse approximation, i.e., the solution to

min
||x||2,0=K

min
x
||ŷ − (Ψ + Ψ̂)x||22 . (4.9)

In these cases, BOMP must be provided with a stopping criteria after K iterations. In

practical scenarios, we always look for having dictionaries where the perturbation Ψ̂ is

small. If Ψ̂ is negligible, Donoho et al. (2006) show that the error in the estimation of y

depends directly on the level of noise n, and furthermore, that the optimal approximation

x̂ shares the same support as the sparse representation x of the noiseless signal. If Ψ̂ is not

negligible, Herman and Strohmer (2010) demonstrate both theoretically and numerically

that the error in the estimation of y increases linearly with the amount of perturbation

introduced to the dictionary but anti-correlate with the sparsity of x. Up to this point,

I have described results from sparse representation theory that apply to general signals.

After introducing the source parameter inversion problem in the following subsection, the

connection between sparse representations and the seismic source monitoring problem will

become clear.

4.2.3 Displacement field due to a seismic source

The far displacement field due to a point source is estimated using the expression (Aki and

Richards, 2009, equation 3.23)

ui(r, t) = Mjk(t) ∗ ∂

∂ξk
Gij(r, t; ξ, 0) , (4.10)

where r is the position of the recording station and ξ is the source location. The term Mjk(t)

is the moment tensor of the seismic source and Gij are the point force Green’s functions

containing information about the wave propagation between r and ξ. The subscript i is
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related to the ground motion component and the symbol ∗ denotes convolution. Expression

(4.10) holds for any type of media with the appropriate use of Green’s functions. Assuming

that the source geometry can be separated from its time variation (Madariaga, 2007), we

can write

ui(r, t) = Mjkgij,k(r, t; ξ, 0) . (4.11)

In equation (4.11), the seismic moment tensor has been split into a time invariant part Mjk

and a source time function s(t), where gij,k(r, t; ξ, 0) = s(t) ∗ ∂
∂ξk

Gij(r, t; ξ, 0). Arranging

terms in matrix form, equation (4.11) can also be expressed as

u = Gm , (4.12)

where m contains the 6 independent elements of the time invariant part of the moment

tensor (from now on, the moment tensor) arranged in column vector form and the columns

of matrix G are the functions gij,k (for short, the Green’s functions). The formulation in

(4.12) is developed for observations due to a single source recorded at multiple stations.

4.3 Using sparse representation theory to invert for the

source parameters

The displacement field due to multiple sources can be expressed as

u =
∑
s

Gsms , (4.13)

where the subscript s refers to a particular source. One way to implement equation (4.13)

is by setting a grid over the space where seismic sources are expected to occur. Then, every

node in the grid can be considered a potential source location or virtual source (Kawakatsu,

1998). Following this approach, equation (4.13) can be simplified to

u = Gm . (4.14)

In this case, the matrix G contains the six Green’s functions for all node-station combina-

tions, and vector m includes the moment tensors for all the virtual sources in the grid (Fig.

4.1), i.e.

G =
[

G[1] G[2] · · · G[Nt]
]
,

and

m =
[

m[1] m[2] · · · m[Nt]
]T

,
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Figure 4.1: Mapping between the subsurface grid volume and the dictionary of
Green’s functions. Every node in the grid has spatial coordinates (x, y, z) and a
linear index l ∈ [1, Nt] where Nt is the total of nodes in the grid. Hence, the
spatial coordinates of the l−th node are (xl, yl, zl). A set of 6 Green’s functions
corresponding to each of the independent elements of the seismic moment tensor
are computed at each grid node. Every set of Green’s functions form a block of the
dictionary of Green’s functions G in equation (4.14). Correspondingly, every block
in the solution vector m is associated to a location in the subsurface grid volume.
Hence, the blocks in m with `2-norm different from zero provide the location and
moment tensor coefficients where sources in the grid have taken place. An extension
in time of the dictionary provides also the origin times of the sources.
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where the block m[l] = [ml
11,m

l
12,m

l
13,m

l
22,m

l
23,m

l
33] is the seismic moment tensor of the

l-th node (virtual source), G[l] the column-block of the corresponding Green’s functions,

and Nt is the total number of grid nodes. For a grid of Nt = Nx × Ny × Nz nodes, the

size of G is (L×N), where N = 6×Nt and L =number of receivers×number of receiver’s

components×number of samples in 1 component trace. For a given time period, the blocks

with non-zero `2-norm in the vector m are those corresponding to the node locations where

seismic sources have actually taken place. If, for example, in a set of observations u we

only have the displacement field due to one seismic source, then vector m is block 1-sparse

(||m||2,0 = 1 << Nt). Therefore, the connection between the block sparse representation

problem and (4.14) is straightforward. The matrix G ∈ RL×N is a dictionary of Green’s

functions, while vector m ∈ RN is a block sparse representation of the source displacement

field under that dictionary. By identifying the blocks m[l], with d = 6, that have `2-norm

different from zero, we are in fact determining the source mechanisms (magnitudes of the

elements in each block m[l]), the location coordinates (corresponding to the position of the

Green’s functions that expand the blocks m[l]) and the origin times (given by the times

where the blocks m[l] are found) of the seismic events represented in u. An algorithm to

accomplish such purpose is proposed in the following section.

4.3.1 Algorithm to invert for the source parameters based on a

block sparse representation

The proposed methodology is a BOMP algorithm applied over an augmented dictionary of

Green’s functions. Hence, using the augmented dictionary, a set of Green’s functions and

a vector of observations are compared across a 3D volume and time to estimate optimal

parameters for origin time and location of seismic events. The augmented dictionary of

Green’s functions is defined as

G =
[

G0 G1 G2 . . . GNw−1

]
, (4.15)

where Gk is the dictionary of Green’s functions for the whole grid delayed in time by k

samples. Notice that G0 is basically the same as G from equation (4.14) (for the rest of this

chapter, the variable G will refer to that of equation (4.14) unless otherwise stated). To

simplify the presentation the augmented dictionary G will be called superdictionary and the

delayed dictionaries Gk superblocks. Hence a superblock Gk of G is a k samples delayed

version of the dictionary G whose column blocks are the sets of 6 Green’s functions G[l]

for each node l in the grid. The superdictionary G can be either seen as formed by the

superblocks Gk specified by a single index k, or by the blocks Gk[l] specified by the two

indexes (k, l). Considering its physical meaning, sometimes I will refer to the block index l
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as a position index and to the index k as a delay index (which is related to the origin time).

The maximum delay Nw − 1 is determined by the processing window selected by the user

as I will show in the following paragraphs.

Consider a network of Nst three component seismic stations transmitting a continuous flow

of seismic recordings to a computing centre. At the computing centre the recordings are

cut in windows of duration tNu . If we consider a sampling rate of ∆t this results in sets

of 3 × Nst traces of Nu = tNu/∆t samples. The subsurface volume of interest is divided

using a grid as established before. Then, Green’s functions at each grid node are computed

and stored to form a dictionary G. The time duration of a Green’s function is tNG
, where

tNG
is determined by the longest arrival time for the wave phases of interest between all

possible combinations of grid nodes and seismic stations. The number of samples in a

Green’s function is NG = tNG
/∆t. The row size of the dictionary of Green’s functions

G is L = 3 × Nst × NG. The length of a Green’s function is related to the length of

the observations by Nu = NG + Nw. In order to compute the superdictionary G, the

dictionary G is delayed and padded with zeros to create Nw superblocks Gk with row

length 3 ×Nst ×Nu. An efficient implementation of this methodology does not require to

create the delayed dictionaries Gk. Instead, the input observation traces are successively cut

to the length of the original Green’s functions NG to simulate the required time delays. In

fact, the concept of superdictionary and superblocks is only used here as a means to simplify

the presentation. The steps followed by BOMP for the recovery of the source parameters

can be summarized as

Step 1. Initialization of variables

The observations are arranged in a column vector u and a residual r0 = u is initialized.

Also, the index sets Λ0 and Γ0 are initialized as empty, and the iteration counter i is set to

1.

Step 2. Identification of the best origin time and source location

The function f(k, l) = ||GT
k [l]ri−1||22 is computed for all the column blocks l ∈ [1, Nt] and

delays k ∈ [0, Nw − 1]. For the next step, we identify the delay index k (origin time), and

position index l that correspond to the global maximum in the function f(k, l). In other

words, we find the indexes

ni = arg max
k

(
f(k, l)

)
, k ∈ [0, Nw − 1], l ∈ [1, Nt] ,
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mi = arg max
l

(
f(k, l)

)
, k ∈ [0, Nw − 1], l ∈ [1, Nt] .

The identified origin time and source location indexes are then saved with those found in

previous iterations,

Γi = Γi−1 ∪ ni ,

Λi = Λi−1 ∪mi .

After step 2 of the i-th iteration, each of the sets Γi and Λi contain a total of i indexes.

Step 2 is the most time consuming part of the method.

Step 3. Updating of the source mechanisms

The source mechanisms for all identified sources are updated. For such objective, a matrix

Ai is formed with the Green’s function blocks specified by the index sets Γi and Λi. These

Green’s functions correspond only to the locations and origin times of the sources identified

in the previous step, hence, the matrix Ai has a much smaller number of columns than

matrix G. The matrix Ai is defined as (for i > 2)

Ai =
[

GΓi[1][Λi[1]] GΓi[2][Λi[2]] . . . GΓi[i][Λi[i]]
]
.

For i = 1 or 2, matrix Ai is formed by only the first one or two blocks, respectively. Then,

the moment tensors from all sources so far identified are simultaneously updated,

m̃i = (AT
i Ai)

−1AT
i u .

In this step a constraint can also be imposed to the inversion. For example, the deviatoric

constraint is linear and can be easily incorporated (Aki and Richards, 2009).

Step 4. Update the residual and iterate

The contributions to the displacement field corresponding to all the sources found up to the

current iteration are subtracted from the original observations to generate a new residual

vector,

ri = u−Aim̃i .

Finally, the counter is updated to i = i+ 1. Steps 2 through 4 are repeated until a stopping

criteria is met. Every iteration of the code finds one seismic event.

50



CHAPTER 4. SIMULTANEOUS ESTIMATION OF THE SOURCE PARAMETERS

Step 5. Output

The output from the inversion code are the origin times given by the index set Γi, the

locations given by the index set Λi and the updated moment tensors m̃i.

4.3.2 Proposed modification to the BOMP algorithm

Consider the ideal case with accurate Green’s functions and no additive noise in the ob-

servations. If comparing the blocks Gk[l], the superdictionary G meets inequality (4.7),

then BOMP will always find the optimal set of source parameters. In other words, the ori-

gin times, locations and source mechanisms that correspond to the sparsest representation

of the displacement field in terms of G. Origin time and location will also correspond to

the correct source parameters for the actual seismic events, however, the correctness of the

source mechanisms will depend on the conditioning and constraint applied to the inversion

in step 3. In practical terms, inequality (4.7) states that the columns of the superdictionary

G have to be sufficiently different to allow the algorithm to identify the correct set of Green’s

functions at each iteration. The sub-coherence and coherence are the way to quantify how

alike are the columns within a block, and between different blocks of G, respectively. It

is immediately obvious that the coherence between blocks corresponding to the same node

nl at different time delays (e.g., Gk1 [nl] and Gk2 [nl], where k1 6= k2) will in general have

very high coherence. In this case, a possible alternative to reduce the coherence would be

to increase the amount of time delay k · ∆t between superblocks, however, this still does

not guarantee compliance of inequality (4.7), while the resolution in origin time estimation

would be negatively affected. The coherence between blocks of the same superblock nk

(e.g., between Gnk
[l1] and Gnk

[l2], where l1 6= l2) is influenced by the frequency content

and distance between the grid nodes. For the same distance between nodes, the lower the

frequency content, we expect the coherence between blocks to increase due to the overlap

of wave arrivals. Equivalently, fixing the frequency content, the coherence between blocks

should increase if the distance between nodes is reduced. In a practical scenario, it is de-

sirable to have combinations of node distance-frequency content where the wave arrivals

between adjacent nodes overlap; otherwise, a considerable amount of error in the estimated

moment tensors is introduced for seismic sources whose real location is not coincident with

one of the grid nodes. The sub-coherence within a block is always high, since energy ar-

rivals are located at similar times in the 6 Green’s functions forming the block. It has to

be pointed out, however, that while meeting inequality (4.7) is a guarantee of success, not

meeting it is not a guarantee of failure. In other words, inequality (4.7) is a guarantee of

success in the worst case scenario (Eldar et al., 2010), which means that even if G does not

comply with it, there will be multiple cases where BOMP will still be able to pick optimal
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Figure 4.2: Real data example of the modification introduced to the BOMP algo-
rithm. a) Function f(k, l) = ||GT

k [l]r0||22, the total number of nodes in the grid of
this example is Nt = 2205, hence l ∈ [1, 2205], the processing window is Nw = 30,
hence k ∈ [0, 29]. b) Plot of the nh largest values in a), in this example nh = 100,
therefore p ∈ [1, 100]. c) Normalized misfit for solutions computed at each (kp, lp)
indexes that correspond to values of f(kp, lp) displayed in b). The delay index kp
and position index lp where the normalized misfit is minimum are considered the
optimal origin time and location for a seismic source, and therefore saved in the in-
dex sets Γ and Λ. In the regular BOMP workflow the indexes (k, l) that correspond
to the global maximum in a) are taken as the optimal origin time and location of
the seismic source. 52
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solutions. In these scenarios, the key is to create a G where the chances of success are much

higher than the chances of failure. Additionally, BOMP can also be modified to increase its

chances of finding optimal solutions. Here, I introduce a modification that splits step 2 in

section 4.3.1 into different sub-steps, these are

Step 2.1

Compute the function f(k, l) = ||GT
k [l]ri−1||22 as presented before (Fig. 4.2a). Take the

indexes (k, l) of the nh largest values in f(k, l) and save them into a new variable h[p] =

[kp, lp], p ∈ [1, nh] (Fig. 4.2b). Then, moment tensor solutions at each index pair h[p] are

calculated with

s̃kp [lp] = (GT
kp [lp]Gkp [lp])

−1GT
kp [lp]ri−1, p ∈ [1, nh] .

If a constrained inversion is to be used, then it should also be considered at this sub-step.

Step 2.2

For every solution s̃kp [lp] a normalized misfit measure is estimated, this is

NMkp [lp] =
||Gkp [lp]s̃kp [lp]− ri−1||22

||ri−1||22
, p ∈ [1, nh] .

Finally, the indexes (kp, lp) corresponding to the solution s̃kp [lp] that minimizes theNMkp [lp]

function are the ones saved in the index sets Γ and Λ (Fig. 4.2c). In general, nh << Nt

to reduce the impact of this modification over the processing time. The search of minimum

misfit solutions over the NMkp [lp] function allows BOMP the determination of optimal solu-

tions in highly coherent dictionaries, making it suitable for source parameter determination.

4.3.3 Stopping criteria

In practical scenarios, both BOMP and the modified BOMP have to be provided with a

stopping criteria after Ns iterations. Since the algorithms find the source parameters of a

seismic event at every iteration, it is natural to set Ns equal to the number of maximum

expected sources in each input observations vector. For example, in an earthquake scenario

a straightforward value is Ns = 1. However, the algorithms will always output a solution

after Ns iterations even if no seismic events are recorded in the observations. In order to dis-

criminate between valid and spurious solutions, a detectability threshold αd is implemented

(Fig. 4.3). In each iteration i, a NMi is computed using the updated residual ri, in other
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Figure 4.3: Idealized representation of the NMi variable along time. The parameter
αd is the detection threshold. In this example, the maximum number of iterations
is set at Ns = 1. Notice that in the limiting case Nw = 1, a seismic source would be
declared at all time positions where NM1 < αd producing multiple spurious sources.
On the other hand, if Nw is for example four times bigger than it is showed, Ns
must have a minimum value of 2 in order to detect the two sources appearing as
valleys in the NM1 function.

words

NMi =
||ri||22
||u||22

.

Then, if NMi > αd the algorithm stops iterating and re-starts computations with a new

observations vector. The seismic traces that form the new observations vector contain the

last NG entries from the previous input traces plus Nw newly recorded samples. In this way,

the algorithm searches for seismic sources at all possible alignment positions allowed by the

spatial and temporal sampling rates of the system (see example in Fig. 4.3). For multiple

sources where Ns > 2, the fitting of the solution with the observations is shared between

the contributions from each source. In these cases, a detectability criteria requires a more

elaborated approach. One possibility is to set a second parameter β defining a minimum

improvement in fitting required to declare a new source for all i > 1. The parameter αd

would still be the minimum fitting required to accept the whole solution. Multiple source

scenarios are not analyzed in detail in this chapter. A synthetic example of multiple sources

solved with the same fundamental ideas presented here can be consulted in Vera Rodriguez

et al. (2010a). In the following section, the modified BOMP is tested in a synthetic scenario

pertaining to the microseismic monitoring of a hydraulic fracture in an oil well, and with

a real dataset from the 18 June, 2002 Caborn, Indiana earthquake. In both cases, the

computational work was performed using a desktop computer with processor speed of 2.93

GHz and 8 GB in direct access memory. The code has not yet been parallelized, hence, all
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the computations were performed using a single core of the computer.

4.4 Application to synthetic and real data examples

4.4.1 Hydraulic fracturing in an oil well

Oil and gas wells are fractured through the injection of fluids at high pressures in order to

enhance production (Cipolla and Wright, 2002). Monitoring and processing of the micro-

seismic activity generated during the injection process is a tool to study the properties of the

induced fractures (Maxwell, 2005; Warpinski, 2009). For such objective, arrays of recording

stations are positioned either on the surface or inside nearby wells (Maxwell et al., 2010;

Duncan and Eisner, 2010). In this synthetic example, I consider the case of recording sta-

tions positioned downhole. For the remainder of this thesis, the well subjected to hydraulic

fracturing will be referred to as the treatment well, while the well where the recording sta-

tions are positioned will be called the monitoring well. Both treatment and monitoring wells

in this example are vertical (Fig. 4.4). The injection point in the treatment well is located

at a depth of 2000 m, which also corresponds to the center of the grid where the algorithm

will detect seismic events. Discretization of the subsurface using a grid introduces error in

the estimated seismic locations. In a regular grid this error is at most a
√

3/2, where a is the

distance between nodes, constant in all coordinate directions. This maximum discretization

error corresponds to a source with actual location at the center of a grid cell, and whose

estimated location can only be attributed to one of the nearby nodes. Although there is no

restriction on the location of the nodes for the purpose of running the algorithm, the use

of a regular grid simplifies the calculations. Three different combinations of node distance

- maximum frequency content are used in these experiments: a = 10 m, fmax = 100 Hz

(model 1), a = 10 m, fmax = 400 Hz (model 2), and a = 40 m, fmax = 400 Hz (model

3). The maximum errors due to spatial discretization in these three models are consid-

ered reasonable given the magnitude of location errors usually expected in a microseismic

monitoring application (Eisner et al., 2009, 2010; Kidney et al., 2010). Furthermore, the

maximum frequency content allowed in each model is also consistent with what could be

expected for receivers located at the horizontal distances defined in these experiments (e.g.,

Shemeta and Anderson, 2010). Additional simplifications in the design of the experiment

are the use of a homogeneous isotropic medium and a relatively small number of grid nodes

(Nx = Ny = Nz = 9). The total number of nodes in the grid is Nt = Nx ×Ny ×Nz = 729

which, depending on the distance between nodes, corresponds to an also different monitored

volume. The monitoring well is located at a horizontal distance of 400 m in the N35◦E direc-

tion. An array of 8 receivers with equal separations of 30 m between them, spans a longitude
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Figure 4.4: Geometry of the microseismic monitoring experiment used to test the
modified BOMP. The treatment well passes through the monitored volume, which
is outlined by a grey box. The monitoring well is where the receiver locations are
displayed.

of 210 m from 1700 m to 1910 m of depth in the monitoring well (Fig. 4.4). All these pa-

rameters reflect realistic geometrical settings for actual monitoring applications (see e.g.,

Eisner et al., 2010). Green’s functions and synthetic sources are computed using ray tracing

theory and corrected for the source radiation pattern (Aki and Richards, 2009). All traces

are compared as velocity seismograms, rotated to a Vertical-Transverse-Radial system and

low-pass filtered to the maximum frequency content referred in each model. Moment tensor

inversions using a vertical array of receivers cannot resolve the dipole perpendicular to the

plane formed by the source location and the receivers (Nolen-Hoeksema and Ruff, 2001;

Vavrycuk, 2007; Vera Rodriguez et al., 2011), therefore, a deviatoric constraint is applied

to all cases in these synthetic experiments.

Influence of noise content on the solutions

I gauge the effect of noise through the SNR, which is defined as SNR = max(|u|)/σn, where

σn is the standard deviation of n, a zero mean gaussian noise vector, and max(|u|) is the

maximum absolute value of the amplitudes in the current observation vector. At each node

of the grid, 5 random sources are modelled for a total of 5 × Nt = 3, 645 realizations in
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each of the three previously described models. Each set of realizations is then subjected to

the required values of SNR = 0.1, 0.5 and 1. The average location error (ALE) for a given

model-SNR combination is computed by

ALE =

Nt∑
n=1

(∑ks
k=1 ||ξn − ξk||22

ks

)
/Nt , (4.16)

where ks is the number of sources that the algorithm was able to resolve at node n (i.e.,

ks ∈ [1, 5]). ξn is the actual source (node) location and ξk is the source location estimation

for the k-th source. Similarly, the error in the moment tensors is estimated by an average

normalized mean squared error (ANMSE),

ANMSE =

Nt∑
n=1

[(
ks∑
k=1

||mk
n − m̂k

n||22
||mk

n||22

)
/ks

]
/Nt , (4.17)

where m̂k
n is the inversion output for the k-th source at n and mk

n its actual value. In this

calculation I only consider the 5 elements of the moment tensor that are constrained by

the monitoring geometry (Jechumtalova and Eisner, 2008). The average origin time error

(AOTE) is computed from

AOTE =

Nt∑
n=1

(∑ks
k=1 |OTn −OTk|

ks

)
/Nt , (4.18)

where OTn and OTk represent the ground-truth and estimated values for the kth source

at node n, respectively. As expected, increasing the SNR would improve the accuracy of

the results. For moderate SNR levels (e.g., SNR = 1 and 0.5, Fig. 4.5), the three models

display low errors in all estimated source parameters. The higher errors and standard

deviations for location and origin time estimates are observed in models 1 and 2 with 10 m

separation between nodes (Figs 4.5b and c). Between these two models, model 1 with 100

Hz frequency content present slightly higher magnitude of errors and standard deviations.

These results can be analyzed in the context of the coherence between Green’s functions. The

lower the frequency content and smaller the distance between nodes, the Green’s functions

between different nodes in the grid are more alike, hence the modified BOMP has more

trouble identifying the correct solution. In the case of the source parameters, the behaviour

reverses (Fig. 4.5a), now it is model 3 which presents the higher magnitude of errors and

standard deviations. This effect is in response to the higher separation between nodes (40

m) and frequency content (400 Hz) with respect to the other models. The greater overlaps

of Green’s functions in models 1 and 2 produces better estimates of moment tensors for

slightly mislocated sources as compared to model 3 where the overlap is less. Additionally,

this lack of overlapping increases the value of the normalized misfit in mislocated events,
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generating more missed sources in model 3 (see percentages in Fig. 4.5a). Hence, there is

a trade-off in the amount of overlapping between the Green’s functions, which on one hand

helps to obtain more robust moment tensor estimates, but on the other, makes it harder

for the modified BOMP to identify the optimal locations and origin times. In the presence

of very low SNR (e.g., SNR = 0.1, Fig. 4.5), the algorithm has difficulties detecting the

synthetic events (see percentages in Fig. 4.5a). The only case where a considerable amount

of events is resolved is model 1. However, this effect is only a result of the greater overlaps

between the Green’s functions in this model. In other words, since the Green’s functions

from multiple nearby nodes are highly coherent (alike), the solutions can have large errors in

location and origin time and still produce a normalized misfit that will pass the detectability

threshold. The less the overlap between Green’s functions, the less the number of sources

detected by the algorithm (with nh constant). However, the quality of the source parameters

of the sources that are detected is improved. For sources that pass the detectability criteria,

the number of the index p ∈ [1, nh] where the solutions are found remains stable in all the

experiments (Fig. 4.5d). In general, a possibility to increase the number of detected sources

is to increase the value of nh; in this case, a trade-off exists with respect to the associated

increase in processing time.

Influence of inaccurate Green’s functions on the solutions

The effect of inaccurate Green’s functions is examined using two examples. First, I compute

Green’s functions and a set of 400 observations vectors, both using the same velocity model.

By design, the source location of these observations does not coincide with any of the grid

nodes. In the second scenario, I introduce perturbations to the Green’s function computa-

tions and adopt a set of 400 sources that overlap with the grid node locations. For actual

source locations that do not coincide with the grid nodes, the errors in the estimated source

parameters increase as the overlap between Green’s functions of different nodes is reduced

(Figs 4.6a through c). The effect is similar for inaccurate Green’s functions that result from

an inexact velocity model (Figs 4.7a through c). As one would expect, the more inexact the

velocity model, the higher the errors in the estimated source parameters. Again, the num-

ber of the index p ∈ [1, nh] where the solutions are found remains stable in all cases (Figs

4.6d and 4.7d). These results suggest that a highly coherent dictionary provides estimations

that are more robust to errors introduced by inaccuracies of the dictionary itself. On the

other hand, highly coherent dictionaries present a difficulty for the modified BOMP to find

optimal solutions. Increasing the variable nh would help the algorithm, however, this would

be at the expense of increasing computing time. A practical way to design a dictionary

of Green’s functions for a real application is through numerical experiments like the ones

just presented. Following the results from the experiments, model 2 with distance between
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Figure 4.5: Average source parameter inversion errors for different levels of SNR.
Crosses corresponds to model 1, dashes to model 2, and circles to model 3. a) error
in moment tensor estimation, the percentages relate to the number of realizations
resolved by the algorithm in each SNR level (top values correspond to model 1,
followed by models 2 and 3), b) error in origin time, c) error in location and d)
average value of the index p ∈ [1, nh] where the solutions were found. Vertical bars
are standard deviation.
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Figure 4.6: Effects of inaccurate Green’s functions in the inversion output. The
inaccuracy in the Green’s functions is due to source locations not coinciding with
the grid nodes. a) error in moment tensor estimation, b) error in origin time, c)
error in location and d) average value of the index p ∈ [1, nh] where the solutions
were found. Vertical bars are standard deviation.

nodes of 10 m and maximum frequency content of 400 Hz seems to provide a good trade-off

between detectability and errors expected in the solutions. Furthermore, these properties

can also be improved by setting the variable nh at a level that is reasonable in terms of the

required speed at which solutions have to be output.

4.4.2 Application to the 18 June, 2002 Caborn Indiana earthquake

The 18 June, 2002 Caborn Indiana earthquake is a moderate-sized earthquake with a well

studied source location and seismic moment tensor. The event occurred in the Wabash

Valley Seismic Zone (WVSZ), located in the central-eastern U.S. shared by the states of

Indiana, Illinois and Kentucky (Langer and Bollinger, 1991) (Fig. 4.8). Considering its
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Figure 4.7: Effects of inaccurate Green’s functions in the inversion output. After
computing the observations, the velocity model is perturbed by 5% (circles) and 3%
(dashes) to compute dictionaries of Green’s functions. a) error in moment tensor
estimation, b) error in origin time, c) error in location and d) average value of
the index p ∈ [1, nh] where the solutions were found. Vertical bars are standard
deviation.
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Table 4.1: Velocity model used in the Caborn Indiana earthquake inversion (Kim,
2003).

Depth Vp Vs
km km

s
km
s

7 5.9 3.4
28 6.5 3.7

8.0 4.5

seismic activity, the Wabash Valley is a prominent region of Illinois, since it is the only

part that does not behave as an intra-plate region (Kontar et al., 2010). A focus of seismic

activity in the WVSZ is the Wabash Valley Fault System (WVFS), which is a system of

subsurface normal faults that run parallel to the Wabash River Valley. The faults are high

angle, trending north-northeast and have been mapped down to more than 7 km penetrating

the Precambrian basement (Bear et al., 1997). The WVFS covers an approximate area of

90 km by 50 km (see Fig. 4.8), the faults have been interpreted to split upward outlining

horsts and grabens (Nelson, 1991). Kim (2003) infers that the WVFS could have initiated

during the Iapetean, while the region was rifting, however Kontar et al. (2010) point out that

timing and origin of the deep faults remains unknown. Based on an analysis that includes

the 18 June 2002 earthquake, Kim (2003) suggests the reactivation of a possible Precambrian

rift system by the contemporary regional stresses. A description of the source parameters

of the 18 June 2002 event determined by Kim (2003) is presented in Fig. 4.9. These

results were obtained from the use of a 1D velocity model (Table 4.1) and the recordings

from 15 seismic stations with epicentral distances in the range 129-585 km. The epicentral

location, source mechanism and depth of the event were determined separately. The source

mechanism and depth were estimated using a waveform fitting method that seeks the best

double couple solution within a grid spanning the (strike, dip, rake) space, and the best

depth within a range of values (Zhao and Helmberger, 1994). The depth of the event was

further corroborated by analyzing teleseismic P waves (∼19 km). The dominant phases

in the filtered regional seismograms are fundamental Rayleigh and Love waves, although

body waves (P) from the eight closest stations were also considered. The epicentral location

was ultimately refined using P- and S-wave time picks from 20 local and regional seismic

stations and the depth from the source mechanism inversion. In order to test the inversion

algorithm, I formulate a hypothetical monitoring system around the WVFS to detect and

invert for the source parameters of the 18 June, 2002 event.
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Figure 4.8: Epicentral location of the 18 June 2002 Caborn, Indiana earthquake
and distribution of seismic stations considered in this work (black triangles). The
beach ball corresponds to the solution obtained by Kim (2003). The Wabash Valley
Seismic Zone (WVZS) is delimited by the dotted line. The Wabash Valley Fault
System (WVFS) is enclosed by the dashed line. The black square is the surface
projection of the grid used in this study.

63



CHAPTER 4. SIMULTANEOUS ESTIMATION OF THE SOURCE PARAMETERS

Figure 4.9: Source parameters of the 18 June 2002 Caborn, Indiana earthquake
determined by Kim (2003). The source mechanism is represented by the beach-ball
diagram (lower-hemisphere projection).
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Description of the monitoring system

The hypothetical system consists of 8 broadband seismic stations in the approximate dis-

tance range of 100-300 km from WVFS (Fig. 4.8, Table 4.2). The monitored volume is

divided using a grid of 21 × 21 × 5 = 2,205 nodes or virtual sources. The distance between

nodes is 5 km both in the horizontals x(North), y(East) and depth directions. The surface

projection of the grid covers an area of 100 km × 100 km outlining practically all WVFS.

The node depths range from 5.5 to 25.5 km, which also cover the maximum proposed depth

of the seismogenic region (∼20 km). Following Kim (2003), the frequency range consid-

ered is 0.01-0.1 Hz. Similar combinations of distance between nodes and frequency content

are used in the GridMT system (Tsuruoka et al., 2009), and for the study of earthquakes

offshore Northern California (Guilhem and Dreger, 2010). In these two latter works, the

detection threshold is set using a variance reduction (V R) measurement defined as

V R = 100(1−NM) . (4.19)

In the GridMT system the detection threshold is V R ≥ 65.0, solutions present variance

reductions of similar magnitude in the offshore California system. Considering the relation-

ship between the V R and the NM , the detection threshold in the hypothetical system is

set at αd ≤ 0.35. For each set virtual source-recording stations, six Green’s functions corre-

sponding to each of the elemental force couples in the seismic moment tensor are computed

and arranged in a dictionary. Both the Green’s functions and observations are frequency

filtered, rotated to a Radial, Transverse, Vertical system and processed to be compared as

velocity records. Furthermore, amplitudes are normalized, hence no scalar moment estimate

is provided for this example. The Green’s functions are computed using the velocity model

displayed in Table 4.1 using the reflectivity method from Randall (1994). The duration

of the Green’s functions is 150 seconds, which considering a sampling rate of ∆t = 1 s is

equivalent to 150 samples. The total response time (tR) of the system is

tR = tNG
+ tNw

+ tT + tp , (4.20)

where tNG
= 150 s is the duration of the Green’s functions, tNw

is the length of the processing

window, tT is the transmission time from the recording stations to the computing centre,

and tp is the processing time of the algorithm. The duration of the observation vectors that

input the inversion is tNu
= tNG

+ tNw
. A new vector of observations enter the inversion

every tNw
+ ∆t seconds. The objective is that tp ≤ tNw

+ ∆t, in other words, the system

must provide an answer before new information is available to be inverted. The inversion is

set to look for a maximum of 1 source at each input observation vector (i.e., Ns = 1). The

search for optimal solutions in the modified BOMP is set to nh = 200.
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Table 4.2: List of seismic stations used in the hypothetical monitoring system.

Name Lat Lon Elevation
(◦) (◦) km

SIUC 37.71 -89.22 120
WCI 38.23 -86.29 210
BLO 39.17 -86.52 246

UTMT 36.35 -88.86 110
WVT 36.13 -87.83 153
SLM 38.64 -90.24 186
CCM 38.06 -91.24 222
PLAL 34.98 -88.08 165

Inversion of the 18 June, 2002 earthquake records

To simulate the detection and inversion of the 18 June, 2002 earthquake, the seismic record-

ings of the event are cut from 60 seconds before the origin time determined by Kim (2003)

and up to 240 seconds after. The processing window is then set as Nw = 30 samples. Given

the length of the Green’s functions and the sampling rate, this means that a set of 5 obser-

vation vectors u will enter the inversion process. The required processing time to guarantee

a real-time response is tp ≤ 31 s. The average processing time observed during the tests

was t̄p ∼ 4 s, corroborating the feasibility of real-time monitoring using the hypothetical

system, and that a bigger number of grid nodes and/or recording stations can be used. A

disadvantage in the use of adjacent processing windows is the possibility to detect the same

seismic event more than once when its origin time is close to the limit of the processing win-

dow. Alternatives to overcome this limitation are the use of overlapping windows and/or

the comparison of results between different adjacent windows (e.g., Tsuruoka et al., 2009).

In order to analyze with more detail the estimated source mechanism the inversion is run

twice, once applying the deviatoric constraint and the other allowing a full moment tensor

recovery. The percentages of isotropic (ISO), double couple (DC) and compensated linear

vector dipole (CLVD) for each solution are presented in Table 4.3 (Knopoff and Randall,

1970; Vavrycuk, 2001). In the unconstrained solution, the percentage of isotropic compo-

nent is negligible, on the other hand, in both results the source mechanism is predominantly

double couple. The amount of CLVD percentage in both solutions is associated to the angle

that the slip vector deviates from the fault plane (α). The small magnitude of α supports

agreement between the results of this study and the assumption of pure double couple mech-

anism used by Kim (2003). Furthermore, the existence of an α 6= 0 might be in part due to

the presence of noisy components in the input records. In its current version, the algorithm

does not have a mechanism to filter out of the inversion traces with low signal to noise
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Table 4.3: Decomposition in percentages of isotropic (ISO), double couple (DC)
and compensated linear vector dipole (CLVD) of source mechanism solutions for
the 18 June, 2002 Caborn earthquake. Negative percentages in ISO and CLVD
components are associated to compressive faults, α is the angle formed between the
fault plane and the slip vector (Vavrycuk, 2001).

Type of constraint %ISO %DC %CLVD α [◦]

No constraint -4 67 -29 -14
Deviatoric 0 70 -30 -14

ratio, which can introduce biases into the inversion results. The origin time and location

in both of the solutions are identical. Although the grid was designed on purpose not to

coincide with the location determined by Kim (2003), the algorithm determined the event’s

position at the node that was closest to Kim’s solution. Particularly, the results show the

depth of the event at 20.5 km, which agrees better with the event’s depth determined from

teleseismic waves (∼ 19km). A summary of the solution using the deviatoric constraint is

presented in Fig. 4.10.

4.4.3 Comparison with other real-time inversion methodologies

The Introduction of this thesis presents a rough overview of source parameter inversion

methods in earthquake seismology and microseismic monitoring in oil and gas wells. The

list of available methodologies to invert for the source parameters is even longer if we consider

other areas of applied geophysics, e.g., mining applications (Gibowicz, 2009). Although the

methodology presented in the current chapter has not been tested as extensively as the

methodologies mentioned in the Introduction, it presents capabilities that are appealing for

the development of new and more powerful source parameter inversion techniques using

the theory of sparse representations. As it was mentioned before, most source parameter

inversion techniques require the calculation of origin time and location (either epicentre,

hypocentre or centroid) before starting the estimation of the source mechanism, since this

is usually performed by independent algorithms, a waiting time is implicitly required for

the estimation of the moment tensor. The BOMP method proposed here overcomes this

limitation, making it suitable for the continuous automatic real-time recovery of the three

source parameters simultaneously. Another methodology that presents these capabilities

is the grid search approach proposed by Kawakatsu (1998). Similar to BOMP, this grid

search approach deals with a continuous flow of seismic recordings, does not require a priori

information about event occurrence, and the output from the system are the three source

parameters (origin time, location and moment tensor). Additionally, in both cases the

monitored volume is divided using a grid. It is also this parametrization of the subsurface
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Figure 4.10: Source parameters of the 18 June 2002 Caborn, Indiana earthquake
determined by the hypothetical monitoring system. The source mechanism is rep-
resented by the beach-ball diagram (lower-hemisphere projection). Solid line: ob-
served records. Dotted line: synthetic records obtained from the forward modelling
of the modified BOMP solution.
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into a grid that imposes the main limitations for both systems, which are related to the

maximum number of grid nodes (virtual sources) and recording stations that can be inverted

in real-time. Kawakatsu’s method is currently implemented in the Earthquake Research

Institute (ERI) of Japan under the name GridMT (Tsuruoka et al., 2009). GridMT divides

the subsurface using a grid and then solves the system in (4.12) at each grid node. The least

squares solution to (4.12) is mn = (GT
nGn)−1GT

nu, where n is a node index. In order to

reduce computational effort during the inversion, matrix An = (GT
nGn)−1 is computed for

all the grid nodes and saved in memory. Hence, at each time step, matrix An is multiplied

times the product bn = GT
nu between the observations u and the Green’s functions from

each node Gn. Then, GridMT performs a grid search for the node with the solution mn

that gives the highest V R. From this description, two differences between BOMP and

GridMT are immediately obvious. First, since matrix An is already computed in GridMT,

it is not possible to alternate between deviatoric and full moment tensor solutions, unless

two different versions of An are pre-computed and saved. In the BOMP method, the

constraint for deviatoric solutions is easily switched on and off at step 3 (and 2.1 in the

modified BOMP). Furthermore, in single source scenarios like earthquake monitoring, a

non-linear pure double couple constraint could also be incorporated in step 3 by replacing

the least squares source mechanism determination with an algorithm that performs a search

over a (dip, rake, strike) solution space (e.g., Zhu and Helmberger, 1996). The second

difference is related to the comparison between Green’s functions and observations. In both

methodologies the product bn is computed at each node (consider a single time step in both

cases). This is the part of the process that takes the highest computational cost. In the

BOMP method an extra step determines the `2-norm of each bn. GridMT then calculates

the product Anbn for all nodes, while the modified BOMP method computes this product

for only the nh nodes that present the highest ||bn||22 values, where nh is much smaller

than the total number of nodes in the grid. This provides a subtle advantage in terms

of computational speed. Additionally, an extra capability of BOMP-based methods is the

possibility to identify more than one source contained in the same vector of observations u.

4.5 Summary

Through a convenient parametrization of the seismic source forward problem, I showed that

the source mechanism is a sparse representation of the source displacement field under a

dictionary of Green’s functions. Hence, sparse representation theory provides alternative

strategies for simultaneously inverting for the origin time, location and moment tensor of

seismic events. The modified BOMP is suitable to enforce block sparsity in the solutions

and to identify optimum source parameters in the presence of highly coherent dictionaries.

The BOMP method used in the present chapter follows essentially the same workflow of
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the regular BOMP algorithm. The main difference comes from the physical meaning of

the superdictionary used in the source parameter inversion, where solutions are found af-

ter matching the input observations both in 3D space and time. Although, without giving

consideration to its physical meaning, the superdictionary G could be treated as a reg-

ular dictionary, the high coherence between its columns makes difficult the identification

of optimal solutions using the regular BOMP method. Hence, a modification based on a

search over the largest values of the `2-norm of the correlation between the blocks of the

dictionary and the current residuals makes the algorithm more suitable to work in highly

coherent dictionaries such as those that arise in seismic monitoring applications. Although

the BOMP method has not been tested as extensively as other methodologies currently in

use in different areas of geophysics, it presents capabilities that are of great interest for

the development of improved source parameter inversion systems. One characteristic that

differentiates BOMP from most other source inversion approaches is that it is specifically

designed to be implemented as a continuous monitoring system. Also, it can potentially

solve for multiple sources in the same set of observations that enter the inversion.

70



CHAPTER 5

Compressed domain inversion of the seismic source

parameters1

5.1 Introduction

Most inversion algorithms employed in seismic source monitoring applications do not provide

simultaneous estimations of the three source parameters. Information about origin time

and source location is determined by independent systems and/or algorithms, with the

source moment tensor being estimated in a secondary step. Therefore, an inherent lag-

time is required preventing efficient, simultaneous estimates of the three source parameters.

Algorithms that do not require a lag-time are grid search (Kawakatsu, 1998; Tsuruoka

et al., 2009) and matching pursuit (Vera Rodriguez et al., 2012) approaches. Despite their

advantages, however, these two methods are also constrained by the maximum numbers

of grid nodes and recording stations that can be considered without compromising their

real-time response.

Compressive sensing (CS) is a relatively new field of signal processing and applied mathe-

matics that investigates sampling and recovery conditions for signals susceptible to a sparse

representation via a known basis or dictionary (Candes et al., 2006; Donoho, 2006). A

major result of CS is the specification of protocols for sampling of signals using a num-

ber of non-adaptive measurements that is below the number of samples required with the

traditional Nyquist criterion. The non-adaptive measurements are linear combinations of

the information contained in the signal weighted by coefficients prescribed in the form of

a sensing matrix. In other words, using CS a signal can be acquired and transmitted in

1A version of this chapter has been submitted for publication. Vera Rodriguez, I., Sacchi, M. and Gu,
Y. 2012. Geophysical Journal International.
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a compressed form, and ultimately uncompressed without perceptive loss of information.

This represents an important improvement in efficiency from the traditional practice where

a signal is acquired in full form, then compressed throwing away information, transmitted,

and finally uncompressed. CS principles have found application in the fields of Magnetic

Resonance Imaging (MRI) (Lustig et al., 2007), digital camera design (Takhar et al., 2006),

acquisition of astronomical data (Bobin et al., 2008). In geophysical applications, CS has

been implemented for earthquake location (Yao et al., 2011), simultaneous estimation of ori-

gin time, location and seismic moment tensor (Vera Rodriguez et al., 2010b), and acquisition

of seismic data with simultaneous active sources (Herrmann, 2010).

In this chapter, I introduce the principles of CS into the problem of seismic source param-

eter estimation. I demonstrate through numerical experiments that the introduction of CS

extends the real-time applicability of grid search and matching-pursuit-only methods. Im-

provements in processing time due to compression allow the monitoring of larger subsurface

volumes using significantly denser receiver arrays without compromising real-time response.

5.2 Compressed domain inversion

As mentioned above, CS states conditions that permit the signal u to be recovered from

a number of non-adaptive measurements below the minimum number of samples required

by the Nyquist criterion. The non-adaptive measurements are random combinations of the

samples of the original signal obtained through a sensing matrix Φ (Figure 5.1), this is

Φu = ΦGDD−1m = ΦAb , (5.1)

where A = GD and b = D−1m. The variable D is a diagonal matrix with scalar factors

that normalize by energy the columns of G. The energy in gi, the i-th column of matrix G,

is given by

Ei = gTi gi .

Hence the element dii of D is given by the square root of the reciprocal of Ei. The sens-

ing matrix Φ contains energy-normalized rows and complies with the Restricted Isometry

Property (RIP) (Candes et al., 2006). While proving that a matrix complies with the RIP

is rather a non-trivial task, it has been showed that matrices with random entries meet

with high probability the RIP (Baraniuk et al., 2008). Between the most recurred sensing

matrix ensembles it can be counted Gaussian and Bernoulli matrices. In the applications

described in this chapter, Gaussian ensembles are employed. A Gaussian sensing matrix is

constructed by drawing random entries from a normal probability density function with zero

mean and variance 1/K (Baraniuk, 2007). The scalar K is the number of measurements left
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Figure 5.1: Diagram showing the encoding process of the seismic observations. The
sensing matrix Φ acts as an encoder compressing the samples in the observations
vector u. Assuming that the original signal is sampled at a Nyquist rate, it turns
out that the number of non-adaptive measurements that results from encoding u is
less than the number of samples required to sample u through the Nyquist crite-
rion. Compressive sensing (CS) provides conditions for the encoding and posterior
decoding of f to recover u. Practical CS aims at the development of recording in-
struments that allow the acquisition of the encoded signal f . In this thesis however,
CS principles are applied to signals already recorded at a Nyquist rate, where further
advantages arise from the processing of those signals in a compressed domain.

after applying Φ and for instance is related to the desired amount of compression. Clearly,

the random variables that form a sensing matrix are non-adaptive, in other words, the same

sensing matrix can be used for completely different applications. For this reason the com-

pressed samples are called non-adaptive measurements. The practical effect of the sensing

matrix in the system of equations is a dimensionality reduction in the row direction. Con-

sider the dimensions of all the variables in equation (5.1): u ∈ RM×1, where M = number

of recording stations × number of components in each recording station × number of time

samples in each component, G ∈ RM×N , where N = 6 (Green’s functions) ×Nt (number of

nodes in the grid) ×Nw (length of the processing window), and m ∈ RN×1. Then, by defi-

nition, Φ ∈ RK×M , where K < M . Hence, by multiplying times Φ the resulting system of

equations is ”compressed” from an original domain with dimensions M×N to a ”compressed

domain” with dimensions K ×N . The minimum number of non-adaptive measurements K

required to recover the original signal u is related to the sparsity of its representation under

A but not to the original dimensions of A. In the setting of the source monitoring problem

this is a powerful result that indicates the amount of permissible compression is independent

of the number of recording stations used for monitoring. As a practical rule of thumb in

the noiseless case, more than four non-adaptive measurements per non-zero coefficient in m

(or b) is the minimum required number of samples to recover u from its compressed version

Φu (Candes and Wakin, 2008). CS also imposes the following conditions on the signal u

and the matrix A: 1) m (or b) is a sparse representation of u or has non-zero coefficients

that decay quickly in absolute magnitude (i.e., u is compressible under A); and 2) ΦA also

complies with the RIP. The first condition can be easily met since the observations vector
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u possesses a sparse representation under A for most monitoring scenarios of interest (see

previous chapter). However, the condition related to the product ΦA is not met. The high

coherence between the blocks Aj [i] hinder the recovery of sparse solutions (Vera Rodriguez

et al., 2012). Given that a practical implementation of the source parameter inversion is far

from the settings where the theoretical results of CS can be used to analyze the recovery

of optimal solutions, I resort to numerical modelling to assess the applicability of CS in the

source parameter inversion problem.

5.3 Numerical Modeling

5.3.1 Seismic monitoring with dense receiver coverage

The first numerical example highlights the advantages of the CS approach in a dense net-

work of recording stations. The monitoring experiment consists of a network of 441 three-

component receivers deployed on surface to monitor a grid of 45×45×11 = 22,275 virtual

sources (Figure 5.2). The separation between virtual sources is 5 km in the three coordinate

directions. Green’s functions in real applications should be ideally full waveform traces. In

this example, however, the analysis is simplified by using only direct P- and S-wave arrivals

in a homogeneous medium computed with ray tracing theory. Considering the longest ar-

rival time of S-waves from the ray tracing results and a sampling rate ∆t = 0.5 s, the length

of a Green’s function for a single component of a receiver is set at 603 samples (301.5 s).

To study the impact of the compression on the detectability and accuracy of the source

parameters, I select 500 sets of Green’s functions with random locations inside the grid and

generate synthetic wavefields for each location from a set of six random numbers as the in-

dependent elements of the moment tensor. Finally, the synthetic displacements are padded

with zeros on both ends to produce observations with duration of 331.5 s with a common

origin time at 15 s (this implies a processing window of 30 s or Nw = 60). The sensing

matrix Φ contains independent, identically distributed (iid) random variables drawn from a

Gaussian probability distribution, and five non-adaptive measurements are considered per

non-zero coefficient in the expected solution. In other words, assuming a single source will

be represented in each observations vector u, only K = 30 samples (6 moment tensor co-

efficients in one source × 5 non-adaptive measurements per coefficient) are used to invert

for source parameters using the CS approach. If explicitly expressed, the matrix A with

the library of Green’s functions should occupy a total memory size of ∼ 52 Terabytes. On

the other hand, the compressed version of the library of Green’s functions (ΦA) requires

a memory size of ∼ 2 Gigabytes, and the inversion is solved using a modified version of

Block Orthogonal Matching Pursuit (BOMP) (Vera Rodriguez et al., 2012) that only re-

quires the compressed matrix ΦA0 of ∼ 32 Megabytes (A0 is a version of the dictionary G0
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Figure 5.2: Distribution of recording stations (blue-red triangles) and grid of virtual
sources (grey volume) used in the numerical example.

with columns that are energy-normalized) as input. Hence, with CS the inversion process

becomes easily tractable using a desktop computer, e.g. a 4 cores desktop computer with 8

GB in RAM and 2.9 GHz processor speed in this study. In this numerical example I aim

to evaluate the efficacy of the inversion method in the source parameter estimation when

exact solutions exist, assuming accurate Green’s functions and no noise.

The errors in the estimated source parameters for the numerical experiment are presented

in Figure 5.3. For 500 trials, 51.6% of the sources were detected with no error in the three

source parameters (black circles), while 86.4% had acceptable normalized misfits of 0.35 or

below (black + blue circles). Finally, 5% of the results showed normalized misfits between

0.35 and 0.8 (red circles) that, in a practical setting, correspond to undetected sources. In

this experiment 8.6% of the sources had normalized misfits > 0.8 (not presented in Figure 5.3

due to their large errors). The average processing time to obtain a solution was 41.57 s. In

comparison, the estimated time required for the modified BOMP to browse a solution in the

full 52 Terabytes library of Green’s functions is about 90 days. For the processing window

of 30 s, this result can be considered as near real-time for this hypothetical monitoring

setting. Further improvements to the speed of the inversion algorithm could be achieved by

an efficient implementation using parallel processing.

5.3.2 Simultaneous events

An important benefit of matching pursuit methods when compared to other automatic

source parameter inversion algorithms is the possibility to estimate multiple sources embed-

ded in the same observations vector. The second numerical example is aimed to detect the

effect of the inversion method over the estimation of simultaneous events. This objective

is addressed by using the same hypothetical monitoring setting of the previous section and

the modified BOMP. Two different settings are studied, the first corresponds to two seismic

sources with the same source mechanism and location but different origin times. The second

scenario consists of the two sources with the same source mechanism and origin time but

different locations. For the first case, assume the seismic sources take place at location n
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Figure 5.3: Estimation errors for 500 simulations of source parameter inversion
using CS principles. (a) Normalized Misfit of the solution NM = ||u − û||22/||u||22.
(b) Location error = ||x− x̂||2, where x is the true location vector of the source. (c)
Origin time error = OT − ÔT , where OT is the true origin time. (d) Normalized
Mean Square Error of the estimated moment tensor NMSE = ||m − m̂||22/||m||22.
Variables with a hat denote estimations from the inversion.

76



CHAPTER 5. COMPRESSED DOMAIN INVERSION

with origin times t1 and t2. Setting the acquisition time of the first sample in the observa-

tions vector u to zero, the origin times for the two seismic events in terms of the delay index

j are s1 = t1/∆t and s2 = t2/∆t, respectively. Random numbers are used to simulate a

source mechanism for both sources. Using the CS approach the sources are simultaneously

inverted by applying various differences in origin time between them. When the origin time

difference is zero there is technically only one event and the algorithm detects it estimating

a moment tensor that is double the size of each individual source (Figure 5.4a). As the

difference in origin time between the two sources increases, the algorithm’s output begins

to be affected by the presence of the two displacement fields. For small time differences

the algorithm is unable to resolve the two events. In some cases the events are not even

detected, while biased solutions of the estimated source parameters are given by the algo-

rithm in others. After a certain difference in origin time, the algorithm starts to resolve

the presence of the two events, however we still observe cases where the estimated solutions

are biased for one or both events. For the second scenario (Figure 5.5), the two seismic

sources are inverted while varying the distance between their locations in the horizontal y

direction. In this case both events have the same origin time and moment tensor. When the

locations of the two sources are close, the group sparsity function calculated by the modified

BOMP across space and time presents only a single maximum (Figure 5.5a-top and middle

plots). After the first iteration this maximum is extracted and no further sources can be

identified (see Figure 5.5b-top and middle plots). When the locations of the two sources are

far enough the algorithm is able to determine the presence of the two seismic events (Figure

5.5a-bottom plot). The first event is extracted after the first iteration and the second source

is identified as a maximum in the second iteration (Figure 5.5b-bottom plot). One way to

identify the resolvability limit where the algorithm begins to resolve the two events is by

analyzing the measure

ρ
(

(Gs1 [n])TGs2 [n]
)
,

where ρ(·) is the spectral norm operator (Strang, 2006). As the spectral norm measurement

reduces the algorithm is able to resolve the presence of the two events. In the case of

the events with different origin time, the limit of resolvability is particularly evident as a

sharp drop in the spectral norm measurement (see Figure 5.4); this might also partly result

from the simplicity of the Green’s functions used in this example. In both multiple source

experiments we identify detectability issues that seemed unrelated to the resolvability of

the algorithm. The detectability of the algorithm is mainly influenced by the coherence

of the dictionary of Green’s functions. The high coherence nature of the dictionary is

expressed in the presence of multiple local maxima in the objective function (correlation

between compressed Green’s functions and residuals) calculated by the modified BOMP

(see Figure 5.5). The modified BOMP partially improves detectability by re-visiting a

number of maxima in the objective function. The objective of re-visiting only a subset of
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(a)
t2  t1 = 0 seconds

 = 1.65
NRE = 1

(b)
t2  t1 = 25 seconds

 = 4.10e 03
NRE = 1

(c)
t2  t1 = 30 seconds

 = 1.90e 18
NRE = 2

(d)
t2  t1 = 70 seconds

 = 3.52e 20
NRE = 2

Resolvability limit    225 seconds

Figure 5.4: Resolvability of two seismic sources in the same vector of observations.
Only observations for one receiver are presented. From top to bottom the traces
correspond to the x (East), y (North) and vertical components of the receiver. NRE
is the abbreviation for the number of resolved events by the inversion algorithm.
a) and b) the algorithm cannot resolve the two sources. c) and d) the algorithm
is able to resolve the two sources which is also reflected in a sharp decrease in the
spectral norm operator ρ(·).

maxima values is to reduce computational time, however this is at the cost of potentially

missing observed seismic events. In the limit when the modified BOMP re-visits the whole

objective function this becomes equivalent to a standard grid search method. Resolvability

and detectability considerations in these numerical examples arise from the combined use

of sparse representation theory with CS. The following example using real earthquake data

isolates the effect of the compression process on the detectability of seismic events.

5.3.3 Earthquake monitoring

The final example explores the influence of different compression rates and realizations of

sensing matrices into the inversion results. This example utilizes the data from the 18 June,

2002, Caborn Indiana earthquake. The source parameters of this earthquake have been

previously estimated in an earlier analysis using a combination of inversion methods (see

Figure 4.9, Table 5.1), and also with a hypothetical real-time monitoring system based on a

sparse representation (Chapter 3, Table 5.1). The objective of computing the source param-

eters of the Caborn earthquake in this chapter is not to obtain new or refined estimates of

already accepted values, but to test if the CS approach can reproduce previous estimations.

In the best case scenario the CS approach should reproduce the results obtained with the

uncompressed dictionary (see Figure 4.10) with the advantage of improved processing speed.

For comparison purposes I test the CS approach using the same hypothetical monitoring

system described in Chapter 3 (Vera Rodriguez et al., 2012). The system continuously

inverts the recordings of eight broadband seismic stations located within 300 km from WVFS
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Figure 5.5: Resolvability of two seismic sources in the same observations vector.
The two seismic events have the same origin time and source mechanism. These
plots show a snapshot of the objective function used in the modified BOMP at
the exact origin time of the sources. Top: both sources have the same location.
Middle: separation between locations is 4 nodes in the y direction (20 km). Bot-
tom: separation between locations is 6 nodes in the y direction (30 km). (a) and
(b) columns are respectively iterations one and two of the modified BOMP. Each
iteration finds the source parameters of a seismic source. Variable ρ is the spectral
norm measurement for each case. NRE stands for number of resolved events.
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(see Figure 4.8). The monitored volume comprises 2,205 virtual sources arranged in a

regular grid of 21×21×5 nodes with separations of 5 km in the three coordinate directions.

Both Green’s functions and observations are rotated to a radial, transverse, vertical system,

and the velocity seismograms are band-limited to the frequency range 0.01-0.1 Hz. Green’s

functions are calculated with the reflectivity method of Randall (1994) using a three-layer 1D

velocity model (see Table 4.1). The duration of a Green’s function is 150 s, that corresponds

also to 150 samples given the sampling rate of 1 s in the seismic traces. The processing

window is Nw = 30 samples, hence the total length of a vector of observations u is 180

samples. To simulate the continuous monitoring of seismic activity a time window of [-60,

240] s is selected relative to the origin time (Kim, 2003). The inversion is solved using the

modified BOMP methodology with the same parameters employed in Chapter 4 that include

1) a deviatoric constraint, and 2) re-visiting the 200 highest local maxima of the objective

function in the modified BOMP to look for optimal solutions. The monitoring simulation

is performed six times with different degrees of compression corresponding to 5, 10, 20, 30,

40 and 120 non-adaptive samples per non-zero coefficient (NNA) in the solution vector m.

In each simulation 500 realizations of sensing matrix are examined, where each matrix is

generated by drawing i.i.d. random variables from a Gaussian probability distribution. The

CS approach recovers successfully the source parameters of the Caborn earthquake within a

negligible variation margin (Table 5.1). The parameter with a slightly larger variation is the

depth, though the CS results still fall between the depth of 18 km determined by Kim (2003)

and 20.5 km by Vera Rodriguez et al. (2012). The main concern in the application of CS is

detectability. The success rate for low NNA is around 4.6%. This small value contrasts with

the 86.4% observed in the first synthetic experiment using the same amount of compression.

The difference in success rate suggests an important impact in detectability due to the use of

inaccurate Green’s functions and the presence of noise in the real data. Reducing the amount

of compression offsets the negative effect in detectability. For instance, a reasonable success

rate of 96.8% is observed for NNA = 120, which corresponds to a compression of 16.7%

relative to the uncompressed dictionary size of 100%. More remarkably, at this compression

level the CS approach reproduced the source parameters for all the realizations of sensing

matrix where the earthquake was detected. In other words, no effect of the compression

process was visible from the results. As the NNA increases the CS results tend to converge

towards the source parameters obtained without CS (Figure 5.6a). The faster the CS results

converge the more advantageous the CS approach becomes since smaller dictionaries are

needed to perform the inversion. For the source parameters, the convergence also implies

that the results are unaffected by the choice of sensing matrix used for compression. In the

case of the modified BOMP performance, the increase in the NNA also reduces the size of

the search for optimal solutions (Figure 5.6b), which compensates the increase in processing

time due to a lower compression rate. The gains in processing time with CS in this example
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Table 5.1: Comparison of different solutions for the 18 June, Caborn earthquake.
NNA stands for number of non-adaptive measurements per non-zero coefficient in
the CS solution. DS stands for dictionary size after compression, where 100%
corresponds to the uncompressed dictionary. Success rate refers to the percentage
of times that the event was detected using the CS approach in 500 realizations of
sensing matrix.!

Solution 
Success 

rate 
(%) 

Origin time 
17hr 37min + 

(s) 
Location Source 

Mechanism 

Kim (2003) N/A 17.2 
37.99°N 
87.77°W 

Depth (18 ± 2) km  

Vera Rodriguez et al. 
(2012) N/A 16.0 

37.988°N 
87.770°W 

Depth 20.5 km  

NNA = 5 
DS = 0.7% 4.6 16.0 ± 0.2 

(37.988 ± 0.000)°N 
(87.770 ± 0.000)°W 

Depth (18.98 ± 2.35) km  

NNA = 20 
DS = 2.8% 31.4 16.0 ± 0.0 

(37.988 ± 0.000)°N 
(87.770 ± 0.000)°W 

Depth (20.21 ± 1.17) km  

NNA = 40 
DS = 5.6% 60.0 16.0 ± 0.0 

(37.988 ± 0.000)°N 
(87.770 ± 0.000)°W 

Depth (20.47 ± 0.41) km  

CS 

NNA = 120 
DS = 16.7% 96.8 16.0 ± 0.0 

(37.988 ± 0.000)°N 
(87.770 ± 0.000)°W 

Depth (20.50 ± 0.00) km  
!

 

  

  

 

  

   

  

  

 

  

   

  

  

 

  

  

are rather moderate (Figure 5.6c), because the absolute size of the compressed dictionaries

do not represent a substantial difference for the computer capabilities (the uncompressed

dictionary size is ∼ 350 MB). The CS approach is feasible in the hypothetical Caborn

monitoring system and enables a large number of monitoring stations to be inverted in real-

time. The benefits for real-time monitoring provided by CS would be more apparent as the

number of recording stations in the monitoring system increases.

5.4 Discussion

The implementation of grid search approaches in different areas of science and engineering

has became possible with the development of more powerful and less expensive computing

systems. In the case of seismic source monitoring, the grid search approach still requires a
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Figure 5.6: Results for 500 realizations of sensing matrix in 5 different scenarios of
compression to detect and estimate source parameters for the 18 June, 2002 Caborn
earthquake. NNA stands for number of non-adaptive measurements per non-zero
coefficient in the solution. Vertical bars are standard deviations. a) Average source
decompositions, y-axis is percentage for DC and CLVD components (Knopoff and
Randall, 1970), and degrees for the angle between the slip vector and the fault
plane (Vavrycuk, 2001). b) Average position of the value in the correlation function
between compressed Green’s functions and residuals in BOMP where the solution
was found (values are sorted from maximum to minimum). c) Average processing
time.
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considerable amount of computing resources to handle large quantities of seismic records in

a dense monitoring grid. As a reference, Tajima et al. (2002) evaluate the feasibility of the

grid search approach using real data from the Berkeley Digital Seismic Network. Considering

the computational resources available for their analysis, the authors estimated a total of 12

min for the processing of the records from three broadband seismic stations in a grid with

160 virtual sources using a processing window of 20 seconds. They also acknowledged that

the task of reading Green’s functions from hard disk occupies a significant amount of the

processing time, suggesting parallel processing in a cluster of workstations as an alternative

to achieve the real-time response of the system. Tsuruoka et al. (2009) present the results

of implementation of the grid search monitoring approach in Japan. In this case, real-time

response was achieved in a monitoring grid consisting of 6,875 virtual sources using three

seismic stations. The authors further suggest that improvements in computer performance

would allow the monitoring of more than 7,000 virtual sources using also a larger number

of seismic stations. The sparse representation inversion presented in Chapter 4 performs

with an ample margin the real-time inversion of the Caborn, Indiana earthquake using 2,205

virtual sources with the records from eight broadband seismic stations. Although less virtual

sources are employed in this latter study the use of more seismic stations puts this result in

a comparable setting to those of the previous grid search experiments. In contrast to these

results, the compressed domain inversion presented in this chapter can perform in real-time

using the same computational resources for a considerably larger amount of seismic records.

Also, the reduction in variable size permits the use of denser monitoring grids as illustrated

in the first synthetic example of this chapter, where a grid of 22,275 virtual sources is

inverted for the case of 441 receivers. Simultaneous source parameter estimation approaches

are an attempt to improve the response time of monitoring systems based on the two-step

estimation procedure. For example, Tajima et al. (2002) presents the grid search approach

as an alternative to the two-step system deployed in the Berkeley Seismological Laboratory,

which relied from information about origin time and source location produced by the United

States Geological Survey. Transmission of information about origin time and location from

one place to another directly impacts the response time to provide estimations that include

the moment tensor of the seismic event. Table 5.2 presents a comparison between the

general steps involved in the source parameter determination followed by the two-step and

the simultaneous approaches. In the best case scenario, the response time when the two-step

approach is performed automatically by the same computer can be similar or better to the

simultaneous approaches. However, even in this case, the source parameters obtained by the

simultaneous algorithms are the best overall, while the two-step solutions present unrelated

estimation errors. A larger amount of recordings can potentially be used in real-time if the

moment tensor inversion method employed in the two-step procedure does not require full

waveform information. Nevertheless, the maximum number of recordings will always be
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limited at some point by the computational resources. The compressed domain inversion

is, on the other hand, not directly limited by computational resources, as the maximum

amount of compression does not depend on the number of input records but on the number of

expected seismic sources in the solution. A major advantage in the two-step procedure is its

flexibility, for instance, more accurate solutions can be obtained by manually manipulating

and validating the results at each step. In the case of the simultaneous approaches, the use

of fixed grids impacts the accuracy of the source locations by design, while there is no room

for manual tuning of the intermediate inversion stages. Flexibility and accuracy is somehow

sacrificed in favour of faster estimations in the simultaneous approaches. If the purpose of

the system is real-time response, the trade-off between accuracy and speed is unavoidable,

nevertheless simultaneous approaches can be specifically developed to handle efficiently this

juncture.

5.5 Summary

Real-time simultaneous estimation of the source parameters has applications in different ar-

eas of geophysics. This chapter presents a new method for the automatic recovery of source

parameters based on ideas of compressive sensing. The main advantage of this method is

that a large number of recordings can be inverted without compromising real-time response.

Furthermore, if the compression rate is correctly selected, the results obtained by the com-

pressed domain methodology would be identical to those without using compression, with

the added benefit of a shorter processing time. The application of compressive sensing does

require a dictionary of Green’s functions that embodies the properties of a low-coherency

frame. Moreover, the lack of practical dictionaries that meet this assumption necessitates

the use of numerical modelling as a vital tool to determine the feasibility of applying the

compressive sensing approach in a given scenario. A complete implementation of com-

pressive sensing to the source monitoring problem requires the setting of new acquisition

protocols that allow the recording of the compressed measurements. Even in the absence

of such protocols, a proper use of compressive sensing can be an effective tool for real-time

monitoring of seismic events.
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Table 5.2: Comparison of the general steps involved in the estimation of the source
parameters between the two-step Vs. the simultaneous approach. Advantages and
disadvantages are considered in terms of the speed to generate results and their
reliability.

Two-step approach Simultaneous approach STEP Advantages Disadvantages Advantages Disadvantages 
Feeding of 

data 
Assuming continuous feeding of records from the seismic stations to the computing center in both 

cases 

Origin time 
and location 
estimation 

Faster when only first 
breaks are required   

Full waveform 
information needs to 
be available to start 

computations 

Transmission 

Depends on the location of the system that 
performs the source mechanism inversion. 

Best case: the source mechanism inversion is 
performed by the same computer. 

Worst case: origin time and location are received 
from a system in a different geographical location. 

No further 
transmission of data 

required 
 

Start moment 
tensor 

estimation 
 

Only after information 
about location and 

origin time is received 

Continuous 
monitoring for the 

three source 
parameters in all 

available data 

 

Data 
preparation 

Depends if the procedure is automatic, semi-
automatic or manual, and the type of moment 

tensor inversion. 
Best case: automatic system with moment tensor 

inversion that does not require full waveform 
information 

Worst case: manual system with a moment tensor 
inversion that requires full waveform information  

No further data 
preparation required  

Moment tensor 
inversion with 
full waveform 

method 

More information per 
record to constraint the 

inversion 

More sensitive to 
inaccurate velocity 

model 
Limited number of 

records that can be 
inverted in real-time 

More information per 
record to constraint 

the inversion 
Compressed domain 
inversion extends the 

real-time limits 

More sensitive to 
inaccurate velocity 

model 
Detectability 

considerations in the 
compressed domain 

inversion 
Moment tensor 
inversion with 
method that 

does not 
require full 
waveform 

information 

Faster results 
 

Larger monitoring 
volumes can be handled 

in real-time 

Less information per 
record to constraint 

inversion (less robust 
than full waveform) 

  

Refinement of 
source 

parameters 
 

Refinements are 
possible but require 

to re-initialize the two-
step procedure 

The first output is the 
best approximation 
achievable by the 

system. No 
refinement is required 

 

Accuracy of 
results 

More accurate if there is 
manual validation and 

refinement but more time 
consuming 

Source parameters 
are only optimal for 

the individual 
algorithms that 

obtained them, but 
not as a group. 

Other potential issues 
depend on the 

specific inversion 
methodologies. 

Subjected to spatial and temporal sampling 
and accuracy of Greenʼs functions. 

Detectability considerations in compressed 
inversion. 

Advantage: the three source parameters are 
optimal as a group. 

Disadvantage:  noisy records cannot be 
discarded.  

!
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CHAPTER 6

Microseismic data denoising using a 3C group sparsity

constrained time-frequency transform 1

6.1 Introduction

Microseismicity induced during hydraulic injections is characterized for its small magnitude

(Maxwell, 2005; Shemeta and Anderson, 2010). This is an important reason why micro-

seismic records often display a low signal-to-noise ratio (SNR). Accuracy and reliability of

the location and other event attributes derived from microseismic traces is influenced by

this strong noise content (Maxwell, 2009). Thus, noise attenuation is a desirable step in

microseismic processing in order to improve the quality of subsequent processes.

In general, noise can be considered as the part of the measured signal that is not of interest

and it is usually divided into coherent and non-coherent. Two different approaches can be

followed to improve the SNR in microseismic experiments, either improving the acquisition

equipment and/or acquisition geometry or through the use of signal processing techniques.

One of the most basic signal processing methods to attenuate noise is frequency filtering.

Frequency filters are effective to attenuate frequencies outside user-defined cut-off values.

However, signal and noise often share frequency bands which means that part of the signal

is also filtered out with the noise, while the noise might not be fully attenuated. A more

advanced denoising technique requires the use of matched filters (Eisner et al., 2008). A

matched filter is designed by selecting a microseismic event with high SNR to be used as a

”master” or reference event. Through the cross-correlation of the ”master” event with other

parts of the signal, events with lower SNR, similar source mechanism and nearby location are

1A version of this chapter has been published. Vera Rodriguez, I., Bonar, D. and Sacchi, M., 2012.
Geophysics 77: V21-V29.
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”matched” and found. Other examples of advanced denoising techniques are found in global

seismology. For instance, in the analysis of earthquake precursors Sobolev and Lyubushin

(2006) apply a wavelet transform and thresholding criteria in the time-frequency plane to

facilitate the identification of microseismic events. Similarly, Baig et al. (2009) employ

time-frequency analysis to denoise seismic noise cross-correlations. In reflection seismology,

Bonar and Sacchi (2010) proposed a method for spectral decomposition to analyze seismic

sections. The decomposition technique is based upon the transform of the time domain data

into a sparse time-frequency map. When implemented for denoising purposes this method

is equivalent to Basis Pursuit Denoising (BPDN) (Chen et al., 1998).

In this chapter, I show a procedure for attenuating non-coherent or ambient noise. Following

the exposition by Bonar and Sacchi (2010), I seek a sparse representation of the microseismic

signal in terms of a dictionary of complex Ricker wavelets. By imposing sparsity and misfit

constraints to the decomposition process, I find a denoised version of the original signal. An

extension of the time-frequency transform to 3C data is accomplished through the concept

of group sparsity (Yuan and Lin, 2006; Eldar and Bolcskei, 2009). Group sparsity is a

condition that arises naturally in problems such as linear regression (Yuan and Lin, 2006),

brain activity imaging (Cotter et al., 2005) or the determination of the direction of arrival

in antennas (Hyder and Mahata, 2010). In the field of microseismicity analysis, group

sparsity has been recently used in the joint determination of origin time, location and

moment tensor of microseismic events (Vera Rodriguez et al., 2012). Considering that the

three components of a single receiver share the same sparsity pattern in the time-frequency

plane, a group sparsity thresholding criteria (Fornasier and Rauhut, 2008) is implemented

with a Fast Iterative Soft Thresholding Algorithm (FISTA) (Beck and Teboulle, 2009) in

order to simultaneously recover denoised versions of the three components. The resulting

methodology has been tested with synthetic and real microseismic datasets. In all cases,

the improvement in SNR with respect to the input noisy traces is clearly visible in the

reconstructions obtained through the 1C and 3C sparse time-frequency transforms.

6.2 One-component (1C) sparse time-frequency trans-

form

The decomposition of a discrete seismic trace s[n] in terms of dilations and translations of

a reference complex wavelet w[n] is given by (Bonar and Sacchi, 2010)

s[n] =
∑
i,k

ak[i]wk[n− i] , (6.1)
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where the indexes i and k are related, respectively, to the translations and dilations of w[n],

and the complex coefficients ak[i] control the amplitude and phase of the wavelets. More

specifically, the index k reflects a parameter/property of the wavelet that controls its dilation

or frequency content. In a Ricker wavelet, for example, k represents the central frequency

of the wavelet. In matrix-vector notation, equation (6.1) can be written as the convolution

of a set of complex coefficient vectors {ak} with a set of dilated versions of the reference

wavelet {wk},
s =

∑
k

Wkak , (6.2)

where s is the vector representation of the trace s[n] and Wk is the convolution matrix

of the wavelet with dilation index k. In order to generalize this model, the convolution

matrices of a set of N dilated versions of the reference wavelet can be incorporated to create

a redundant dictionary R (Mallat, 2008),

s =
[

W1 W2 W3 ... WN

]


a1

a2

a3

...

aN


= Ra . (6.3)

Equation (6.3) is an under-determined system that accepts an infinite number of solutions.

In other words, there are multiple possible representations of s in terms of linear combi-

nations of the columns of R. A common approach to solve under-determined systems is

through the damped least-squares (DLS) method. Mathematically, this entails solving the

following problem

â`2 = arg min
a

[
||s−Ra||22 + λ`2 ||a||22

]
. (6.4)

The cost function inside the square brackets consists of two terms. The first term is the

misfit function, a measure of fidelity of fit between the observations and the synthesized data,

and the second term is the `2 regularization term. Minimization of this cost function yields

the DLS solution â`2 . In this case, the solution vector of coefficients can be easily found

utilizing the method of conjugate gradients (CG) (Hestenes and Stiefel, 1952). The trade-

off parameter λ`2 is used to balance the relative strengths of the misfit and regularization

terms. An alternative solution to the problem entails using an `1 regularization term. In

other words, imposing a measure to promote sparsity on the coefficients needed to represent

the seismogram. This can be accomplished by solving

â`1 = arg min
a

[
||s−Ra||22 + λ`1 ||a||1

]
. (6.5)
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Minimization of the cost function inside square brackets in (6.5) yields the sparse solution

â`1 . The trade-off parameter λ`1 balances the fidelity of fit versus the `1 regularization

term. Sparse solutions from `1 regularization are estimated using the Fast Iterative Soft

Thresholding Algorithm (FISTA) (Beck and Teboulle, 2009) (Appendix A). The denoised

version of the input data is obtained via

ŝ = Râ`p , (6.6)

where p can be either 1 or 2 depending on which regularization approach we are using. In

Figure 6.1 I provide a synthetic example where I examine the two denoising schemes. In this

case, a complex Ricker wavelet is used as the reference wavelet to create the dictionary R

(Figure 6.2), where the dilation index k is related to the central frequency that describes each

wavelet in R. Complex wavelets can be easily computed using the Hilbert Transform. Notice

that, although the construction of the dictionary requires a fixed reference wavelet, in this

case a complex Ricker wavelet, the dictionary is not adaptive and can be used to represent a

wide range of source signatures in the input data through translations and changes in phase

and frequency content of the reference wavelet. In order to produce a fair assessment of the

denoising results, I have determined λ`1 and λ`2 using the χ2 criterion for the goodness of fit

(see e.g., Aster et al., 2005). Representations using DLS tend to be ”spread” in the solution

(Figure 6.1-c), whereas, sparse representations are well localized and produce cleaner signal

estimations using a smaller number of non-zero coefficients (Figure 6.1-e). For the purpose

of denoising, it is clear that sparse representations produce improved results when compared

to DLS representations. Examples of application of the 1C sparse time-frequency transform

to synthetic and real microseismic data are also presented in Vera Rodriguez et al. (2011).

6.3 Extension to the three-component (3C) case via

group sparsity

The extension of the sparse time-frequency transform to 3C data is accomplished through

the concept of group sparsity (Yuan and Lin, 2006; Eldar and Bolcskei, 2009). Group spar-

sity arises naturally in a wide variety of problems, for example, in microseismic monitoring

a method based in group sparsity has been proposed for the simultaneous recovery of origin

time, location and seismic moment tensor of microseismic events (Vera Rodriguez et al.,

2012). In the present application, the concept of group sparsity is incorporated by consider-

ing the three components of a recording station as a multiple measurement vector (MMV)

(e.g., Cotter et al., 2005; Hyder and Mahata, 2010). In other words, it is assumed that the

three components of a single receiver are measuring the same information (seismic arrivals),
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Figure 6.1: a) Synthetic trace composed of two arrivals with arbitrary phase and fre-
quency content. b) Synthetic trace contaminated with random noise. c) Inversion
results using the damped least-squares method (equation (6.4)). d) Data recon-
struction from the time-frequency map in c). e) Inversion results using the `1-norm
regularization (equation 6.5). f) Data reconstruction from the time-frequency map
in e).
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Figure 6.2: Reference complex Ricker wavelet. Real part (dashed line), imaginary
part (dotted line) and envelope (solid line).

even though, the amplitudes of the measurements in each individual component might be

different due to the arrival polarizations. The MMV assembled from the input data is

S =
[

x y z
]
, (6.7)

where x, y, and z are the recordings from the three components of one receiver. Hence, the

3C version of equation (6.5) is

Â`2,1 = arg min
A

[
||S−RA||22,2 + λ`2,1 ||A||2,1

]
, (6.8)

where the columns of Â`2,1 are the sparse representations in the time-frequency plane of

the input three components. The symbol || · ||p,q denotes the mixed `p,q-norm defined as

(Kowalski and Torrésani, 2009)

||X||p,q =

(∑
n

(∑
k

|xn,k|p
) q

p

) 1
q

, (6.9)

where xn,k is the n-th row, k-th column element of the matrix X. In order to apply FISTA

to MMVs a multidimensional shrinkage-thresholding operator (Fornasier and Rauhut, 2008)

is introduced into the inversion routine (see Appendix A). The denoised version of the 3C

data is finally recovered via

Ŝ = RÂ`2,1 . (6.10)

Both 1C and 3C versions of the sparse transform display comparable denoising results when

applied to synthetic data (Figure 6.3). The real advantage of the 3C approach is evident

in cases where the wave arrival, although present in the three components, is only above
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Figure 6.3: Comparison of denoising results between the 1C and 3C versions of the
sparse time-frequency transform. a) Synthetic 3C data. b) Synthetic data contam-
inated with random noise. c) Denoised data using the 1C sparse time-frequency
transform. d) Denoised data using the 3C sparse time-frequency transform.

the prevailing noise content in two of them. Using information of a single trace at a time

does not allow the 1C sparse transform to recover the arrival where it is below the noise

level (Figure 6.3-c). The 3C sparse transform, on the other hand, uses information from

the components where the arrival is above the noise in order to identify and reconstruct the

arrival in the component where the noise is dominant (Figure 6.3-d).

6.4 Application to denoise microseismic data

The 3C sparse transform is first tested with a synthetic microseismic dataset. The synthetic

data consists of direct P and S arrivals computed in a 1D velocity model (Figure 6.4). The

amplitude variations due to the source radiation pattern are included in the modelling,

corresponding to a pure double couple source mechanism. Wave arrivals are computed in

a vertical array of eight 3C receivers located at a horizontal distance of ∼400 m from the

source location. The resulting synthetic data is dominated by the amplitudes of the S

arrivals (Figure 6.5, first row). The SNR is defined by

SNR =
µs
σn

, (6.11)

where σn is the standard deviation of the noise and µs the expected signal amplitude. For

simplicity, the expected signal value is considered as the maximum absolute value of the data
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Figure 6.4: Velocity model used to compute the synthetic microseismic data. Tri-
angles denote receiver depth locations. The star denotes the source depth.
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samples in the synthetic traces. Hence, a SNR = 5 is set in the data (Figure 6.5, second

row). Applying a low-pass filter to the noisy data provides some visible improvement in

the SNR, however, the signal of interest is also negatively affected in its frequency content

(Figure 6.5, third row). The denoised version of the data using the 3C sparse transform on

the other hand, preserves the frequency content of the wave arrivals while removing also

the random noise (Figure 6.5, fourth row). The advantage of denoising using the 3C sparse

transform is particularly evident in the z component of this example, where the weak S

arrivals in the first 6 receivers are clearly below the noise level in the noisy data, but are

partially recovered by the transform (Figure 6.5, column c). Another important property

of the transform is its ability to preserve the amplitude information of the wave arrivals.

Amplitude information is important for analyses of, for example, polarization angles and

source mechanisms. Polarization angles are usually estimated through hodogram analysis

(Figure 6.6). Random noise introduces uncertainty in the estimation of polarization angles

by causing the hodogram curves to deviate from the actual wave arrival angles (Figure 6.6

column b). The effect of reducing the frequency content in the input data is to smooth the

hodogram curves, which can allow a more robust estimation of polarization angles (Figure

6.6 column c). Similar effects are observed when the traces are denoised using the 3C sparse

transform (Figure 6.6 column d), with the advantage that the amplitude and frequency

content of the arrivals of interest are preserved. Notice also that low-pass frequency filters

introduce apparent delays in the wave arrivals, which are not present in the sparse transform.

Figures 6.7 through 6.11 present the results of applying the 3C sparse transform to a real

microseismic dataset. The time-frequency maps obtained from the sparse transform provide

an alternative domain to analyze the microseismic data (Figure 6.7). Furthermore, the time-

frequency analysis of the microseismic traces can reveal variations in the dominant frequency

of the wave arrivals in different receivers. In the example shown in Figure 6.7, the arrivals

in the deeper 3 receivers display a lower dominant frequency than in the rest of the array

of receivers. If time picks were to be obtained from these time-frequency maps, different

frequency slides can be analyzed to determine where the onset of the arrivals is more evident.

In this example, the maximum dominant frequency observed in all receivers for the arrivals

around 60 ms is used to low-pass filter the raw microseismic data (Figure 6.8b, 6.9b, 6.10b

and Figure 6.11 column b). This frequency filter is not optimum however for the receivers

where the dominant frequency is lower. Additionally, the component of the random noise

that is below the cut-off frequency of the filter is preserved in the data. As a consequence, the

low-pass filtered traces display higher noise content before the first arrivals when compared

with the traces that were denoised with the sparse transform. The presence of cleaner wave

arrivals in the denoised traces is of advantage for processes such as automatic time-picking,

selection of hodogram windows and amplitude stacking. After the first arrival, the sparse

transform retains the oscillations of the signal that represent potential information. For
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Figure 6.5: Denoising results in a synthetic microseismic dataset. Columns a), b)
and c) correspond to the x, y and z components, respectively. From top to bottom,
the first row is the synthetic microseismic data. The second row is the synthetic
data contaminated with random noise. The third row is the noisy data filtered with
a low-pass frequency filter. The fourth row is the denoised data using the 3C sparse
transform.
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Figure 6.6: Comparison of hodogram analysis for receiver three of the synthetic
microseismic dataset of Figure 6.5. Column a) synthetic data. Column b) synthetic
data contaminated with random noise. Column c) noisy data filtered with a low-
pass frequency filter. Column d) denoised data using the 3C sparse transform.
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column a) are repeated with dotted lines in columns b), c) and d) for comparison.
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example, consider the arrival around ∼ 110 ms in the x component of receiver 12 (Figure

6.8). While the arrival is noticeable in both the denoised and low-pass filtered versions of

the data, the denoised trace is visibly cleaner before the onset. Similarly, the wave arrivals

between 100 ms and 150 ms of the y component (Figure 6.9) display cleaner onsets in the

denoised results. The amount of noise rejected by the transform is related to the sparsity

imposed into the time-frequency representation of the data, which is controlled by the trade-

off parameter λ`2,1 . By normalizing the maximum absolute amplitude of the input data to 1,

the estimated optimum value for λ`2,1 oscillated between ∼ 0.9 and ∼ 1.3 in both synthetic

and real data examples analyzed in this study. The best λ`2,1 value for a particular dataset

can be found by constructing a Pareto curve (e.g., Berg and Friedlander, 2008) or by simple

trial and error. The preservation of the amplitude and phase properties of the arrivals in

the input data is corroborated by hodogram analysis. Hodogram curves for receiver 7 of

the real dataset (Figure 6.11) show smoother behaviour in the denoised traces than in the

original and low-pass filtered versions of the data. The low-pass filtered version of the data

is noisier before the onset of the arrivals and displays a lower frequency content that is

translated into a small delay in the selected time window for hodogram analysis (Figure

6.11, first row). Cleaner onsets in the wave arrivals facilitates the selection of the hodogram

windows improving the results of automatic algorithms that perform this task.

6.5 Summary

Processing of microseismicity records is a challenge due to, among other problems, the low

signal-to-noise ratio displayed by the signals of interest. Application of techniques and

processing tools developed in other knowledge areas can be of great advantage to deal with

microseismicity records. The method presented in this chapter is a time-frequency transform

constrained to impose sparsity into the time-frequency representation of the signal. When

compared against the equivalent `2-norm transform, the sparsity constrained transform

using the `1-norm displays improved results for denoising purposes. This transform can be

implemented component by component (1C algorithm) or by simultaneously utilizing the

three components of a receiver (3C algorithm). In particular, the 3C version of the sparse

transform is advantageous in cases where the wave arrival exists in the three components of

a receiver but the amplitude of the arrival is below the noise level in one component. In such

cases, the 3C algorithm uses information from the components where the arrival amplitudes

are above the noise level to recover the amplitude information in the other component. The

results observed in synthetic and real data show the efficacy of the method to remove ambient

noise without significantly affecting the frequency content and/or amplitude of the signal

of interest. Hodogram analyses of the denoised results further verifies the preservation of

amplitude and phase information after the denoising process. Additionally, denoised results
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Figure 6.7: a) Denoised z component of the real microseismic dataset. b) Time-
frequency map at central frequency 222 Hz for the data in a). Time-frequency map
at central frequency 297 Hz for the data in a).
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Figure 6.8: Denoising results in the x component of the real microseismic data. a)
Raw microseismic data. b) Raw data filtered with a low-pass frequency filter. c)
Denoised data using the 3C sparse transform.
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Figure 6.9: Denoising results in the y component of the real microseismic data. a)
Raw microseismic data. b) Raw data filtered with a low-pass frequency filter. c)
Denoised data using the 3C sparse transform.
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Figure 6.10: Denoising results in the z component of the real microseismic data. a)
Raw microseismic data. b) Raw data filtered with a low-pass frequency filter. c)
Denoised data using the 3C sparse transform.
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Figure 6.11: Comparison of hodogram analysis with real microseismic data (receiver
7). Column a) raw data. Column b) data filtered with a low-pass frequency filter.
Column c) denoised data using the 3C sparse transform. Vertical lines in the first
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with dotted lines in columns b) and c) for comparison.
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displayed cleaner onsets useful for manual or automatic selection of the hodogram windows

and higher frequency content than low-pass filtered versions of the original data. This extra

information allowed the hodogram curves of the denoised data to display a smooth behaviour

keeping the main trends of particle movement. Through the use of the denoising method in

a pre-processing stage, improved results can be expected in the estimation of polarization

angles, automatic time-picking and amplitude stacking of microseismic traces.
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Improvements in automatic time-picking using non-linear

inversion constraints 1

7.1 Introduction

Event location is an important step in the processing of microseismic data. For algorithms

that determine location based on P- and S-wave arrival times, accurate time-picking is cru-

cial. For small datasets accurate time-picks can be obtained by human interaction, however

for large datasets, manual time-picks can be impractical, especially if a quick response is re-

quired. Different methodologies have been proposed to automate the process of time-picking

with the short-term-average/long-term average (STA/LTA) filter (Allen, 1978) being the

most common. The STA/LTA filter acts over a characteristic function (CF ), which is

usually the energy of the seismic trace. Allen (1978) also uses a CF that takes into con-

sideration the time derivative of the seismic trace, giving it a weight that depends on the

signal-to-noise ratio (SNR). A disadvantage in the use of the STA/LTA filter resides in the

rate of build-up of the curve when an arrival is detected. If the SNR is high, the STA/LTA

curve will show a sharp increase at the location of the onset of the arrival, however as the

SNR lowers, the STA/LTA curve displays a slower build-up that introduces error in the

determination of the onset of the arrival (Figure 7.1).

The relatively recent growth of interest in microseismicity analysis in the petroleum industry

opens an area of opportunity to apply the vast amount of signal processing knowledge

previously developed in signal analysis and imaging processing. In this chapter, a step into

this area of opportunity is given by implementing an automatic time-picking technique using

1A version of this chapter has been published. Vera Rodriguez, I., Bonar, D. and Sacchi, M., 2011.
CSEG Recorder 36: 26-28.
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Figure 7.1: Effect of noise on the build-up of the STA/LTA curve. The black traces
are synthetics with decreasing SNR from bottom to top. Below each synthetic the
corresponding STA/LTA curve is displayed in blue with the detection threshold in
red. The black vertical line denotes the location of the onset of the wave arrival in
the top synthetic.

inverse regularization schemes taken from other areas of geophysics and engineering. The

algorithm is based upon the recovery of the standard STA/LTA curve using inversion with

a constraint that results in a non-linear system of equations. The selection of the constraint

is directed towards the recovery of blocky versions of the STA/LTA curve (Sabbione and

Velis, 2010). Such a constraint has also been used to invert for the earth’s relative impedance

profile (Walker and Ulrych, 1983) and medical imaging applications (Charbonnier et al.,

1997). Examples using synthetic and real microseismic data demonstrate the advantages of

the blocky STA/LTA curve in the recovery of more accurate automatic time-picks in the

presence of low SNR.

7.2 Methodology

The STA/LTA curve is estimated as

STA(i) =
1

ns
Σij=1−nss

2
j , (7.1)
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LTA(i) =
1

nl
Σij=1−nls

2
j , (7.2)

STA/LTA(i) =
STA(i)

LTA(i)
, (7.3)

where si is the i-th sample of the observed seismic trace, and ns and nl are the number of

samples in the short and long averaging windows, respectively. Time picks are determined

through amplitude thresholding of the STA/LTA curve. Inaccurate time-picks are com-

monly the result of the slow build-up of the STA/LTA curve from the time of the wave

arrival until the time where the curve surpasses the user-defined threshold. An alterna-

tive method to improve the accuracy of the time-picks is through the recovery of blocky

STA/LTA curves using inversion. This is obtained by minimization of the cost function,

J = ||xSTA −XLTAySTA/LTA||22 + λR(DySTA/LTA) , (7.4)

where XLTA is a diagonal matrix with non-zero elements given by equation 7.2, and vectors

xSTA and ySTA/LTA are the time series given by equations 7.1 and 7.3, respectively. The

scalar λ is a trade-off parameter, D is the first derivative matrix, and R(x) is a non-

linear norm. The derivative operator by itself enhances the presence of sudden changes or

boundaries in the solution and in principle it could be another alternative to onset detection.

However, the derivative tends to be too sensitive to variations in the STA/LTA curve that

are not of interest (e.g., see double picks at the onset in Figure 7.2). The minimization of

the `2-norm of the derivative performs a smoothing effect that seems helpful to facilitate

the onset detection, although some error can be introduced due to an apparent delay in the

STA/LTA build-up (see Figure 7.2). Since we are interested in blocky rather than smooth

solutions, the non-linear operator R is introduced. One possibility for R(x) is

R(x) =
(xi

δ )2

1 + (xi

δ )2
, (7.5)

where δ is a stabilization factor to avoid dividing by zero. The effect of the non-linear

operator is to ”square” the shape of the STA/LTA curve, while applying it to the derivative

of the STA/LTA produces a cleaner non-negative curve. Nevertheless the sensitivity of

the derivative to non-meaningful variations remains (Figure 7.3). In principle, the results

showed in Figures 7.2 and 7.3 suggest that a good selection of thresholds and detection

parameters would allow the use of either the minimization of the `2-norm of the derivative,

the non-linear norm applied over the standard STA/LTA curve or the minimization of 7.4

as improved alternatives to the standard STA/LTA filter. Nevertheless, this chapter focus

in the benefits obtained through the inversion of the non-linear norm. The solution to the
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Figure 7.2: From top to bottom: raw trace with seismic arrival; standard STA/LTA
curve; derivative of the STA/LTA curve; minimization of the cost function J =
||xSTA −XLTAySTA/LTA||22 + λ||DySTA/LTA||22 for a small value of λ; same mini-
mization of the previous cost function for a large value of λ.

minimization of 7.4 is given by the iterative system

ỹkSTA/LTA = [XT
LTAXLTA + λQk−1]−1XT

LTAxSTA , (7.6)

where Q is a diagonal matrix with elements

Qi =
1

[1 + (
ySTA/LTA(i)

δ )2]2
. (7.7)

In this way, the matrix Qk−1 is constructed from the elements of the solution vector

ỹk−1
STA/LTA. The iterative solver in 7.6 corresponds to the Iterative Re-weighted Least

Squares (IRLS) method.

7.3 Examples

The application of the previously described method is first demonstrated on a synthetic

microseismic trace computed in a horizontally layered medium. Random noise is added

to the synthetic trace using the relationship SNR = µs/σn, where µs is the expected

signal value and σn the standard deviation of the noise. The SNR is set to a value of

SNR = 3. Figure 7.4 presents the results of applying the standard and blocky STA/LTA
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 Inversion 

R( D( STA/LTA ) ) 

 R( STA/LTA ) 

STA/LTA 

Input 

Figure 7.3: From top to bottom: raw trace with seismic arrival; standard STA/LTA
curve; non-linear norm R applied to the STA/LTA; non-linear norm R applied to
the derivative of the STA/LTA; minimization of the cost function in 7.4 with R
defined as in 7.5.

filters to the previously described synthetic trace. The most straightforward method to set

time picks in the STA/LTA curve is through amplitude thresholding. A visible difference

in the maximum amplitude of the ”boxes” that denote the arrivals of P and S waves in

the STA/LTA curves is observed when the filters are applied over the noisy data. This

means that if the thresholding level is set too high, the P arrivals could be missed. On

the other hand, a thresholding level that is too low would produce multiple time picks that

do not correspond to actual wave arrivals. Although the problem of false picks is partially

alleviated using the blocky STA/LTA curve, improved results are obtained after combining

the 1C denoising method from last chapter and the blocky STA/LTA curve. In the denoised

version of the data, the difference in the maximum amplitude between the P and S ”boxes” is

reduced. Furthermore, the blocky STA/LTA curve is cleaner than the standard STA/LTA

curve before the first arrival.

The second data example corresponds to an actual microseismic record (Figure 7.5). In this

trace a wave arrival is visible around 0.56 s with ambient noise affecting the entire record.

The trace is first denoised using the 1C sparse time-frequency transform, after which displays

a visible improvement in SNR while preserving the pulse shape and time location of the

arrival of interest. This suggests that the sparse transform has not substantially affected

either the phase or frequency content of the arrival. The standard STA/LTA curves in both

the raw and denoised traces display a slow build-up at the position of the arrival, which as

stated before, introduces error in the automatic time-picking process whose amount depends

on the threshold value selected by the user. The blocky behaviour on the inverted STA/LTA
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Figure 7.4: From top to bottom: synthetic microseismic trace (s), synthetic with
random noise (s + n), STA/LTA curve from noisy synthetic, blocky version of the
STA/LTA curve from noisy synthetic, denoised synthetic using the 1C sparse time-
frequency transform, STA/LTA curve for the denoised trace, blocky version of the
STA/LTA curve for the denoised trace. Red vertical lines indicate the approximate
position of P and S arrivals in the original synthetic trace.
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curves helps to reduce this error.

7.4 Summary

For location algorithms based on arrival times, time-picking is a crucial step in the determi-

nation of accurate positions. If the amount of data to be processed is large and the required

response time is short, automatic time-picking algorithms are a compelling alternative for the

processing of the seismic data. The most popular strategy for automatic time-picking entails

amplitude thresholding of the short-term-averaging/long-term-averaging (STA/LTA) of the

observations. However, the presence of noise produces a slow build-up of the STA/LTA

curve that introduces errors in the determination of the onsets of wave arrivals. This chapter

exemplifies several alternatives that improve the performance of the standard STA/LTA fil-

ter. These alternatives correspond to the minimization of the `2-norm of the derivative of the

STA/LTA curve, the application of a non-linear operator over the STA/LTA curve, and the

minimization of the non-linear operator applied over the derivative of the STA/LTA curve.

An adequate selection of thresholds and detection parameters show that any of these three

alternatives can produce more accurate time-picks than the standard STA/LTA curve. In

particular, synthetic and real microseismic data examples demonstrate the benefits brought

by the last of the aforementioned strategies. A combination of this alternative with the

denoising methodology from the previous chapter, presents additional advantages for the

identification of accurate onsets.

110



CHAPTER 7. IMPROVEMENTS IN AUTOMATIC TIME-PICKING

Figure 7.5: From top to bottom: real microseismic trace (raw), STA/LTA curve
from raw trace, blocky version of the STA/LTA curve from raw trace, denoised
trace using the 1C sparse time-frequency transform, STA/LTA curve from the
denoised trace, blocky version of the STA/LTA curve from the denoised trace.
The red vertical line denotes the approximate position of a wave arrival.
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Conclusions

The conclusions from this thesis can be summarized as follows:

Resolution analysis

This chapter investigates two important problems associated with microseismic monitoring.

First it is reviewed the case when the travel-path trajectories are constrained to a plane,

where only 5 of the 6 elements of the seismic moment tensor are recoverable. The resolution

matrix provides a broader overview of the moment tensor resolvability displaying linear

correlation between the elements of the moment tensor. According to the simulations, the

error due to an incorrect constraint on the dipole perpendicular to the observational plane

can only be propagated to two further elements of the moment tensor. On the other hand,

all the eigenvalues associated with the sensitivity matrix differ from zero when one or more

receivers fall outside the observational plane. This indicates that, in theory, one can resolve

all 6 elements of the seismic moment tensor. However, due to the presence of noise and

small eigenvalues, the resulting solutions can be unstable. In this case the analysis based on

the condition number of the sensitivity matrix can be highly advantageous. The condition

number analysis enables us to access levels of resolvability for a given acquisition layout.

The inversion of the full moment tensor with single borehole data is feasible in situations

when the array of receivers is deployed in a deviated well. For instance, the simulations

in homogeneous media showed that deviated wells with curvature (dogleg severity) on the

order of 6◦/30 m can be used to retrieve the full moment tensor. For case studies involving

abrupt changes in velocity and/or anisotropy, the condition number analysis can also be an

important indicator of the resolvability of the seismic moment tensor prior to monitoring

tests.
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Simultaneous estimation of the source parameters

Through a convenient parametrization of the seismic source forward problem, I showed that

the source mechanism is a sparse representation of the source displacement field under a

dictionary of Green’s functions. Hence, sparse representation theory provides alternative

strategies for simultaneously inverting for the origin time, location and seismic moment

tensor of seismic events. The modified BOMP is suitable to enforce block sparsity in the

solutions and to identify optimum source parameters in the presence of highly coherent

dictionaries. The BOMP method used in this thesis follows essentially the same workflow

of the regular BOMP algorithm. The main difference comes from the physical meaning

of the superdictionary used in the source parameter inversion, where solutions are found

after matching the input observations both in 3D space and time. Although, without giving

consideration to its physical meaning, the superdictionary G could be treated as a reg-

ular dictionary, the high coherence between its columns makes difficult the identification

of optimal solutions using the regular BOMP method. Hence, a modification based on a

search over the largest values of the `2-norm of the correlation between the blocks of the

dictionary and the current residuals makes the algorithm more suitable to work in highly

coherent dictionaries such as those that arise in seismic monitoring applications. Although

the BOMP method has not been tested as extensively as other methodologies currently in

use in different areas of geophysics, it presents capabilities that are of great interest for

the development of improved source parameter inversion systems. One characteristic that

differentiates BOMP from most other source inversion approaches is that it is specifically

designed to be implemented as a continuous monitoring system. Also, it can potentially

solve for multiple sources in the same set of observations that enter the inversion.

Compressed domain inversion

Real-time simultaneous estimation of the source parameters has applications in different ar-

eas of geophysics. This thesis introduces a new method for the automatic recovery of source

parameters based on ideas of compressive sensing. The main advantage of this method is

that a large number of recordings can be inverted without compromising real-time response.

Furthermore, if the compression rate is correctly selected, the results obtained by the com-

pressed domain methodology would be identical to those without using compression, with

the added benefit of a shorter processing time. The application of compressive sensing does

require a dictionary of Green’s functions that embodies the properties of a low-coherency

frame or an orthonormal basis. Moreover, the lack of practical dictionaries that meet this

assumption necessitates the use of numerical modelling as a vital tool to determine the

feasibility of applying the compressive sensing approach in a given scenario. The overall

effect of deviating from the theoretical assumptions outlined in compressive sensing theory
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(e.g., the use of an inaccurate dictionary that is not a frame or orthonormal basis) is that

an increased number of non-adaptive measurements is required to recover optimal solutions.

A complete implementation of compressive sensing requires the setting of new acquisition

protocols that allow the recording of the compressed measurements. Even in the absence

of such protocols, a proper use of compressive sensing can be an effective tool for real-time

monitoring of seismic events.

Microseismic data denoising

Processing of microseismcity records is a challenge due to, among other problems, the low

signal-to-noise ratio displayed by the signals of interest. Application of techniques and

processing tools developed in other knowledge areas can be of great advantage to deal with

microseismicity records. The method presented in this chapter is a time-frequency transform

constrained to impose sparsity into the time-frequency representation of the signal. When

compared against the equivalent `2-norm transform, the sparsity constrained transform

using the `1-norm displays improved results for denoising purposes. This transform can be

implemented component by component (1C algorithm) or by simultaneously utilizing the

three components of a receiver (3C algorithm). In particular, the 3C version of the sparse

transform is advantageous in cases where the wave arrival exists in the three components of

a receiver but the amplitude of the arrival is below the noise level in one component. In such

cases, the 3C algorithm uses information from the components where the arrival amplitudes

are above the noise level to recover the amplitude information in the other component. The

results observed in synthetic and real data show the efficacy of the method to remove ambient

noise without significantly affecting the frequency content and/or amplitude of the signal

of interest. Hodogram analyses of the denoised results further verifies the preservation of

amplitude and phase information after the denoising process. Additionally, denoised results

displayed cleaner onsets useful for manual or automatic selection of the hodogram windows

and higher frequency content than low-pass filtered versions of the original data. This extra

information allowed the hodogram curves of the denoised data to display a smooth behaviour

keeping the main trends of particle movement. Through the use of the denoising method in

a pre-processing stage, improved results can be expected in the estimation of polarization

angles, automatic time-picking and amplitude stacking of microseismic traces.

Improvements in automatic time-picking

For location algorithms based on arrival times, time-picking is a crucial step in the determi-

nation of accurate positions. If the amount of data to be processed is large and the required

response time is short, automatic time-picking algorithms are a compelling alternative for
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the processing of the seismic data. The most popular strategy for automatic time-picking

entails amplitude thresholding of the short-term-average/long-term-average (STA/LTA) of

the observations. However, the presence of noise produces a slow build-up of the STA/LTA

curve that introduces errors in the determination of the onsets of wave arrivals. This chapter

exemplifies several alternatives that improve the performance of the standard STA/LTA

filter. These alternatives correspond to the minimization of the `2-norm of the deriva-

tive of the STA/LTA curve, the application of a non-linear operator over the STA/LTA

curve, and the minimization of the non-linear operator applied over the derivative of the

STA/LTA curve. An adequate selection of thresholds and detection parameters show that

any of these three alternatives can produce more accurate time-picks than the standard

STA/LTA curve. In particular, synthetic and real microseismic data examples demon-

strate the benefits brought by the last of the aforementioned strategies. A combination of

this alternative with the denoising methodology presented in chapter 6, presents additional

advantages for the identification of accurate onsets.
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APPENDIX A

FISTA for group sparse solutions 1

To incorporate the mixed `2,1-norm within the FISTA algorithm for the purposes of promot-

ing group sparsity, a brief introduction to the Iterative Soft Thresholding Function (ISTA) is

presented. The mathematical framework for this algorithm was first presented in Daubechies

et al. (2004). Minimizing the cost function defined in Equation 6.5 through a gradient based

approach, the ISTA algorithm iterates towards the solution, from an initial estimate a0, by,

ak+1 = Tλ`1
/2α

(
ak −

1

α
RT (s−Rak)

)
. (A.1)

The constant α is chosen to be greater than or equal to the maximum eigenvalue of RTR to

prevent the argument, i.e. gradient step, within the operator Tτ from becoming a negative

function. The operator Tτ is known as the soft thresholding function and is defined by

Tτ (g) = (|g| − τ)+ sign (g) , (A.2)

where g is a scalar value, τ is a value greater than zero, and (|g| − τ)+ is simply the

maximum between (|g| − τ) and 0. To accelerate the convergence rate of ISTA, the FISTA

algorithm, developed in Beck and Teboulle (2009), uses a very specific linear combination

of the previous two points or iterations. Specifically, this combination at the kth iteration is

yk = ak−1 +

(
tk−2

tk

)
(ak−1 − ak−2) , (A.3)

1A version of this appendix has been published. Vera Rodriguez, I., Bonar, D. and Sacchi, M., 2012.
Geophysics 77: V21-V29.
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where the variable tk is defined by

tk =
1 +

√
1 + 4t2k−1

2
. (A.4)

For the first iteration of the FISTA algorithm y1 is chosen to be a0 and t1 is chosen to be

1. The next iterate of the solution model, ak+1, is then calculated using yk,

ak+1 = Tλ`1
/2α

(
yk −

1

α
RT (s−Ryk)

)
. (A.5)

By changing the regularization term to the mixed `2,1-norm as in Equation 6.8, the deriva-

tion of the ISTA algorithm, and by extension the FISTA algorithm, is relatively unchanged

(Fornasier and Rauhut, 2008). The only difference that arises within the ISTA or FISTA

algorithm is the definition of the soft thresholding function. Rather than the soft thresh-

olding operator Tτ , a new multidimensional soft thresholding operator Gj is required. This

new multidimensional soft thresholding operator Gτ is defined by

Gτ (g) = (||g||2 − τ)+

g

||g||2
(A.6)

where g is a vector group. For the purposes of the FISTA algorithm incorporating group

sparsity, each predefined group is thresholded separately using the Gτ soft thresholding

operator. Therefore, the FISTA algorithm incorporating group sparsity becomes

Ak+1 =

N∑
i=1

Gλ`2,1
/2α

(
Yk,i −

1

α
RT (Si −RYk,i)

)
(A.7)

where the index i refers to each separate group of the total N groups, which in the present

formulation represents the vectors containing the components x, y, and z for each defined

time-frequency location.
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