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ABSTRACT

An operations research approach 1s proposed for the
optimal allocation of input/output buffer memory among files
stored on various types of auxiliary mass sforage devices,

The objectives are to minimize the input/output time and
storage requirements of computer file systems, A mathematical
model of a file subsystem isvconstructed with a discrete non-
linear objective function and discrete linear constraints,
Operations research techniques such as Lagrange multiplier
method and non-linear programming are discussed,

An extension of the problem from a magnetic tape
file system to a file system resident on direct access storage
devices 1s introduced. Implementation problems are briefly
mentioned. Illustrative numerical examples with sensitivity

analysis are included in the appendices.
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CHAPTER I

INTRODUCTION

1.1 Resource Allocation in Computer Systems

The use of operations research techniques to solve
problems of allocation of large corporate resources is
relatively well established. [60] However, the application
of these techniques to optimize resource allocation in
computer systems has not yet been widely reported. The
latter situation is due mainly to the fact that computer
systems hitherto have not been a large corporate resource
involving multi-million dollar capital or operating expendi-
tures that traditionally occupy the attention of operatlons
researchers. '

This situatlon is changing, however, as systems
become more complex and expensive. Consequently, the need
for a more rational and systematic approach to this problem
is becoming increasingly apparent. A fqremost requirement
for a fruitful application of these powerful techniques is
the correct identification of problem areas in computer
systems. Such problems may exist in the file design, job
scheduling or hardware configuration of a system.

After a brief literature survey 'in the next section,
this thesis will concern itself with the identification and
analysis of one such problem area, followed by a discusslon

of possible treatments and ramifications of the problem.



The appendices contain detalled numerical examples worked
out for a small subsystem to demonstrate the use of the
proposed methods of treatment. Computer program listings
(in FORTRAN) are included for a complete documentation for

the purpose of implementation of the proposed project.

1.2 Literature Survey

The published works referenced in this thesis fall
into two broad categories, namely OR techniques and computer
systems performance.

There is not a great deal of published work on the
application of OR (constrained minimization/maximization)
techniques to the problem of optimal allocation of computer
systems resources. Chu [ 9] discusses the optimal file allo-
cation in a multiple computer system. He treats the problem
of optimal sharing of flles in a computer network. Walker [32]
and Waters [33] both present basically the same approach to
optimize blocking factors on magnetic tape files using the
Lagrange multiplier method. However, their treatments are
1imited to tape files used in an individual program, Woodrum
[36] develops an analytic queueing model of floating buffers
to minimlze program run time. His model is a semi-Markovian
process. He also makes a comparison between the performance
of floatiﬁg buffering and the usual double pbuffering. Silver,
et al [29] have developed a quantitative rule for automatic
allocation of systems resources in a multiprogramming environ-

ment.



On the effects of component interactions on systems
performance, Hellerman (19) analyzes the effect of overlap-
ping processes on throughput in an idealized multiprogram-
ming environment, and Chang and Wong (7) discuss channel
interference. File organization methods and their perform-
ance are discussed by Abate et al (1), Chapin (8), Collmeyer
(11), and Lowe (22).

Many other studies include various aspects of
computer systems performance optimization, but are only
marginally related to the use of OR techniques in constrained
minimization/maximization problems. They generally fall
into the categories of queueing analysis and dynamic simula-
tion. |

In the field of OR techniques and algorithms, on
the other hand, there is a wealth of published works on

~constrained minimization/maximization problems. Only a sub-
set of the most relevant works are cited in the bibliography.
Of immediate interest to this thesis are Rosen's gradient
projection algorithm (82) and Everett's treatment of a gen-
eralized Lagrange multiplier method (46). Other key refer-
ences include Dorn's extensive survey of non-linear program-
ming methods (72), textbook treatments of non-linear program-
ming by Abadie (62), Hadley (77), Kunzi et al (79),
Mangasarian (80), and Zangwill (87). Book treatments of

integer programming include those by Hu (100), Muth and



Thompson (105), Tonge (108), Wagner (61), and Weingartner
(110). Survey papers on integer programming methods include
those by Balinski (90) and Beale (91). The problem of
sub-optimization is examined by Hitch (50). The whole
question of OR implementation is fully discussed in a book
on this subject by Huysmans (52).

This literature survey on computer systems opti-
mization and OR methods is necessarily sketchy, and the
reader is referred to a more comprehensive bibliography at

the back.



CHAPTER II
FRAME OF REFERENCE

2,1 An Hierarchical Approach

In his paper on the design of the "THE"-
multiprogramming system, Dijkstra [14] introduced the concept
of hierarchical testing of a complex system during 1ts
construction. He claimed that a system is soundly constructed
if it is thoroughly tested for all possible eventualities at
each hlerarchy of increasing complexity. This hierarchical
approach will be adopted here in establishing a frame of
reference 1n which system performance can be predicted with

some measure of confidence.

2.2 System Description

2.2.1 Hardware Configuration

In general, the hardware configuration of é typical
commercial data processing installation comprises a central
processing unit (CPU), several core boxes of main memory,
one or more selector channels, a multiplexor channel, several
magnetic tape devices, disk devices, and other sundry

peripheral devices.
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To a large extent, the input/output (I/0) control
units determine the characteristic manners in which the
different types of files are accessed. The unit-record files
(e.g. card reader and line printer) can only be accessed in
single units of fixed size records. Thus there is no I/0
parameter pertaining to these files that can be easlly
manipulated to improve the system performance. Furthermore,
these unit-record files and devices are directed to the
multiplexor channel, which is structurally and functionally
unconnected to the high-speed peripheral devices such as
disk and tape. That 1is, there i1s no mutual channel inter-
ference or memory contention as such between the high-speed
and low-speed peripheral devices. In light of this functional
separation, one can reasonably isolate and remove that part
of the system and its requirements assoclated with the low-
speed devices from an overall system consideration for the

purpose of optimizing file design and system performance.

2.2.1.1 Hardware Parameters

Each hardware device normally performs with a
characteristic speed and load capacity. These constitute the
primary hardware parameters of the system. The ones which
are of interest in the present context are the channel buffer

capacity,l the recording densities and transfer rates of

1 The channel buffer capacity may be considered to be the
longest chain of data that can be transferred by one I/0
command. (E.g. on the IBM/360 it is 32 XB.)
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tape and disk devices, the rotational and seek times of disk
devices, and the inter-block gap length and start-stop time
of tape devices. Other secondary parameters such as I/0
error recovery rates will be considered, but will not be

incorporated into the mathematical model of the system.

2.2.2 Software Support

In order to focus our attention on the identifica-
tion of the problem and observe the primary effects of the
proposed treatment, let us first conslder the simplest
operating system -- a single-stream batch processing environ-
ment. Apart from the necessary core-resident control
programs, there is only one application program residing in
the entire remaining core memory. It is executed until job
completion before the next job is brought into core memory.
That is, there is no overlap of CPU and I/0 operations
between different programs.

All tape files will have fixed size records that
can be blocked. Disk files will not be considered in this
system initially, since they involve many more parameters

due to the different methods of organization and access.

2,2,2.1 Software Parameters

The partition slzes of main memory can be fixed at
system generation time, or dynamically variable according to
users' requirements. The maximum number of alternating I/0

buffers per file is determined by the I/0 control program,



CHAPTER III
IDENTIFICATION OF PROBLEM

3.1 Effects of Blocking on Tape File Systems

In a typical data processing installation of a firm,
the majority of regular production jobs involve magnetic tape
files. These files, by the nature of their recording medium
and access mechanism, lend themselves to the various sequen-
tial access methods.

It is an elementary fact in data processing that
such files can be read or written in a shorter time2 if the
individual records are grouped together in blocks of physic-
ally contiguous records, separated by inter-block gaps (IBG's).
This physical blocking of records reduces the total number
of IBG's on a file. Thus the larger the files are, the more
substantial will be the tape saving due to file compaction.

Figure 3.1 shows how blocking affects the relative
amount of tape wasted compared to the length of tape actually
containing records. It is quite apparent that the bulk of
the tape contains empty IBG's when the file is unblocked
(i.e. blocking factor = 1). When blocked by a factor of two

(BF= 2), there is still considerable tape wastage. However,

it should be noted from the graphs in figures 3.2 and 3.3
that the change of BF from 1 to 2 yields the greatest
percentage reduction (almost 50%) in total tape length
requirement and I/0 time per file.

2 The time referred to here is the total I/0 time

(including overhead) rather than the total channel transfer
time, which is independent of the blocking factor used.
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Direction of tape motion
Blocking Factor = 1 <

1IN NN

B B
41-byte preamble 41-byte postamble

STV VI Y74

sV Vi

Fig. 3.1 Effect of blocking (80-byte logical records)
on IBM/2415 models 4-6 tape device, 9-track, 1600 bpi,
no overlap. (Actual size)

Theoretically, for files that can be'blocked, the
entire file should comprise one block, allowing it to be
processed with only one I/b command. In practice, however,
this is seldom feasible or desirable.3 Hence, some compro-
mise has to be reached in determining the optimal blocking

factor subject to the given constraints.

3 In practice, the size constraints of main memory and
channel buffer capacity impose an upper bound well below the
size of most files. Furthermore, statistical 1/0 error rates
involving reread/rewrite of entire blocks become a significant
consideration as the block size becomes too large.
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3,1.1 Effects on I/0 Time and Tape Length

In general, the inter-block start-stop time per
block is independent of the block size.u Thus the time
required to read/write a block is given by

t=S+CxB (3.1)
Hence, the read/write time per file 1s glven by

T=Kx (S+C xB) (3.2)

Similarly, the total tape length required per file is given by

K x (G+0D x B) (3.3)

ol
u

where = I/0 time per block
= I/0 time per file
= Tape length per file

= Tape length per character

= Inter-block start-stop time
= Inter-block gap length

t

T

L

D

C = I/0 time per character
S

G

K = No. of blocks per file
B

= No. of characters per block

I  This is a basic assumption in our problem identificatlon.
In fact, it varies over a range which depends on the manufac-
turer and the model of the tape device, as well as the file
organization and the processing time of the program. In some
instances, the tape movement need not come to a complete stop
in between blocks. Here, the mean start-stop time is used.
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From equations 3.2 and 3.3, the total I/0 time T

and tape length L can be determined with respect to the
block size B,

3.1.1.1 Reduction of I/0 Time and Overhead

From figure 3.2 one can readily observe that the
most significant variations in I/0 time lie in the range of
blocking factors between 1 and 10. It is also evident from
the family of curves in figure 3.4 that for any particular
difference in blocking factors, the absolute variation 1in
I/0 time is directly proportional to the file size, whereas
the percentage variation is independent of the file size.

The reduction of the number of IBG's on a tape file
yields primarily a reduction of the total inter-block
start-stop time. Concomitant with this i1s the reduction of
I/0 overhead, which consists of I/0 commands and supervisory
routines for handling I/0 interrupts (and program switching/
swapping in multiprogramming/time-shaping systems),

The latter are secondary or tertiary effects with which we
shall not be concerned in our basic frame of reference.
These effects will be discussed more fully in a more complex

frame of reference at a later stage.
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3.1.1.2 Tape Cost Savings

It 1s well worth noting from figure 3.5 that most
transaction files of less than about 10,000 records (of 80-
byte loglcal record length), when blocked, can easily be
stored on mini-reels of 300-400 feet long, as compared to
full reels of 1200-2400 feet long. When applied to the
entire DP system of a large corporation which uses 1,000 to
5,000 reels of tape, this can represent a substantial saving
in the cost of tape acquisitions for an installation.

Two basic approaches can be taken to reduce the
tape requirements. One can store all small files on separate
mini-reels, or combine several small files into one multi-
volume file on a full reel. Care should be taken to use the
lattef approach in conjunction with the job scheduling,
so that the small files for consecutive Jobs are stored on
the same reel in order to minimize the operator's tape set-up
time. Iﬁ a single-stream batch processing environment,
usually found in smaller installations, an excessive set-up
time can become an important factor in degrading the through-
put of the system. Hence the mini-reel approach might put
such a system at a disadvantage. In a larger multiprogramming
environment, however, the set-up time can usually be imbedded
in the processing time of other Jobs through internal
scheduling (such as HASP), by which the operator is notified
of set-up requirements of impending jobs in advance on the

keyboard console. In such a situation, the mini-reel approach

Y
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would provide more flexibllity of scheduling without suffering
the above-mentloned drawback. Normally, a combination of
these two basic approaches would be adopted in order to make

full use of the characteristics of each applicatlon subsystem.
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CHAPTER IV
TREATMENT OF PROBLEM

4.1 Methodology of Treatment

4.1.1 Principles of Optimization

Optimization of tape I/0 time and length require-
ment can be achieved through the mathematical determination
of blocking factors, using the calculus of variations and
non-linear programming methods. In prinqiple, one tries to
minimize (or maximize) an objective function subject to
certain system constraints.

For a program using two or more tape flles, a
certain upper bound on the sizes of the I/0 buffers 1s imposed
by system constraints, (e.g. job partition slze, program size,
channel buffer capaclty, statistical I/0 error rate, ete.),
dependent on what hardware configuration is used, (e.g. size
of main memory, number of selector channels, ete.), and what
software support is available, (e.g. single-stream batch,
multiprogramming, etc.).

This upper bound limits both the individual I/0
buffer sizes and their aggregate size. The objective 1s to
find an optimal arrangement of blocking factors which would
minimize the total number of IBG's on the tape files subject

to this buffer memory constraint.

One might ask at thls point whether the minimization

of the number of IBG's 1is the most suitable criterion to choose
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for optimizing the system performance. The choice of an
objective is a cruclal part of the correct identification
and treatment of the problem. Accordingly, this question
will be dealt with more fully in section 4.2 on the

.formulation of the objective function.

4,1,2 Local Optimization of a Single Program

Let us consider the general case of a program

involving n tape files.

tape
file ‘e
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\ /
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I/0 buffers
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Fig. 4.1 A program using n tape files.
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To optimize the I/0 time and tape length requirement,
5

we minimize the non-linear objective function

R ¢ (4.1)

subject to the linear memory constraint equation

aRiX 4 aRX +8=M (4.2)
x'J >0, 3=1,2, ... ,n

where z = Total no. of blocks (IBG's) processed per job
M = Total core memory avallable for tape buffers
XJ = Blocking factor for file j (records per block)
FJ = Slze of file ] (records per file)
aJ = No. of alternate tape buffers per file jJ
RJ = Record size for file j (characters per record)
S = Slack variable

In equations 4.1 and 4.2, the parameters 2y and M
can be Incrementally varied to observe their effects on the

solutions for the X,'s. Varlous techniques can be used

J

5 This model can be reformulated to consist of a linear
objective function subject to a non-linear constraint. But,
in general, the former model is easier to solve with the
avallable computer algorithms.
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to find the desired solutions. The mathematical techniques
applied to solve the model can be greatly simplified by
observing the fact that the discrete objective function gz

is a simple, well-behaved function, which can be treated as
a smooth, continuous function with no singularity within the
feasible region. For simplicity of approach, fhe method of
Lagrange multiplier [46,57] can easily yield accurate results

by hand calculations or with the use of a short program,

4.,1.2.1 Lagrange Multiplier Method

Taking partial derivatives of z and M in
equations 4.1 and 4.2 with respect to XJ and equating to

zero for all J, we obtain the ordinary partial differential

equations
%%J_+ A g—% = 0, j=1,2, ... ,n (4.3)

where X 1s the Lagrange multiplier.6

6 A assumes no physical significance in our solution, as
we are only interested in solving for the X,'s, the blocking
factors. However, an important economic int rpretation is
attached to A, which represents the incremental reduction

in the total number of blocks processed when the total avail-
able buffer memory is incremented.
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From (4.3) we obtain a set of n homogeneous

simultaneous algebraic equations in n+l unknowns
|
- +a,R, A =0, J=1,2, ... ,n (4. 14)

Combining (4.4) with the original memory constraint equation,
we can thus solve algebraically for all the Xj's. The file
size FJ and record size RJ are known constants for each file,7
and aJ and M are decision variables.

It should be remembered that the objective function
and variables in the physical system can only take on positive
integer values. The mathematically obtained optimal solution
can then be rounded off heuristically and tested for feasibi-
lity and optimality to give a physically optimal or near
optimal solution. The unused portion of the available buffer

memory after a solution is rounded off 1is simply taken up by

the slack variable S.

7 In general, the file size Fy tends to vary over a period
of time, in some cases considerably. Under those circum-
stances, Fj can only be approximated by its mean size.
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4.1.3 Global Optimization of Entire System

When the application programs involving tape files

in a data processing department are considered as an integrated

system, in which some files are interrelated through more

than one program, the optimization problem takes on a new

dimension of complexity.

Here we shall define a 'shared file!' as one which

serves as input to more than one program, and a 'transmitted

file' as one which is the output from one program and the

input to another program.

Shared
file
f |
' |
\ I |
\ N //
z ¥ \ [
Program A Program B
//
7 L |
/ \ ¥
¢ N ¥
Q O == Program C
\
N ——
Transmitted f~—=—71
flle i :
| -4
«_-"~

Flg. 4.2 A subsystem of 3 interrelated programs and

assoclated files.
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Consider the problem this way: A tape file J is
éhared between programs A and B. If its blocking factor is
calculated subject to the memory constraint equation
assoclated with program A, (local optimization), it is
assigned a value XAJ' Similarly, using the memory constraint
equatlon for program B, XBJ 1s obtalned. Since it is in fact
the same flle being considered, it must necessarily be
assigned a unique blocking factor XJ’ calculated subject to
both the original two constraints, which become inequalities
(less than or equal) in order to yield a unique solution.

It is important to realize that in a complex system, the
optimal XJ need not necessarily be XAJ or XBJ or their average,
and an arbitrary assignment of Xj would entail readjustment

of the BF's for all the tape files in the subsystem. Often,
such a perturbation of a complex system is sufficient to
induce a significant deviation of system performance from

the optimal. This is why optimization techniques such as
non-linear programming are necessary to ensure a truly

optimal solution.

Let us consider the general case of a subsystem of
m Interrelated application programs involving n tape files,
The form of the objective function z remains the same as for

a single program.8 For each’'program, there is an inequality

8 The objective function now applies to the entire sub-
system as a whole, although, for the same number of tape
files, it takes the same form as in the case of a local
optimization of a single program.
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memory constraint. Thus we minimize z subject to a set of

9

m memory constraints.

allRlxl + .. 1 alanXn + Sl < Ml

. (4.5)

amlRlxl LA amanxn + Sm s M

> 0, J=1,2, ... n

where aij’ RJ’ XJ and Si have the same meaning as 1n the case

of a single program. Here Mi denotes the maximum available

tape buffer memory per program i.

The solution to this problem can be found by
applying certain non-linear programming techniques, such as
the Gradient Projection Method.[82, 83] These techniques
have been summarized in a paper by Dorn (721, who surveys the
developments in this field up to the early six%ies.

A theoretical exposition of these methods would be beyond the

scope of this application-oriented dissertation, and hence

9 Some of the coefficients of X,, i.e., some elements of

the matrix (aR)i , will be zero. I The physical interpreta-
tion of this is %hat not all the files will be used in any
particular program. Thus in general, the larger a subsystem
is, the more sparse will be the memory constraints matrix.

In 1light of this characteristic, algorithms that are specially
well-adapted to solving large sparse matrices (of the order

of say 50 x 30) can be employed when dealing with large
subsystems, (e.g. with 20 programs and 30 tape files).



-27

will not be attempted. Suffice it to say that given a program
which implements a suitable algorithm, a person trained in
such techniques can easily interpret the numerical results.,
However, to set up a mathematical model to represent this
problem would require a skilled analyst of computer systems

to evaluate the relative significance of numerous interrelated

parameters.

4.2 Formulation of the Objective Function

The objective function z can be considered as the
total number of tape.blocks (IBG's) processed (read/write)
by the entire subsystem in one run eycle. A subsystem 1s
defined here as a group of programs (and thelr associated
files) in which each program is related to at least one
other program in the group through a straddled file (i.e.
shared or transmitted files collectively). In our present
context, a run cycle of a subsystem is defined as the run
cycle of the least frequently run program in the group.

If a tape file is straddled, say, over programs
A and B, and A is run daily (5-day week) whereas B 1s run
weekly, then A should have a relative weight of 5 to 1 in
totalling up the number of tape blocks processed in that
period. Thus to reflect the relative weight (frequency) of
the number of blocks processed by each program with respect

to each file, the general equation 4,1 should be modified to
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F F
1 n
2 =0 7=+ ... + Ty (4.6)
1 n
x1 Xn
where fJ, (j=1,2, ... ,n), 1s the relative number of times

file } is processed within the subsystem run cycle. The
formula for z could then be used to calculate the total tape
I/0 time for the entire subsystem over one cycle time.
Another factor which contributes to the number of
blocks processed per file is the number of reread/rewrite
due to I/0 error recovery attempts on the tape devices. This
is not a straightforward factor to incorporate into the
objeetive function because of 1its statistical nature.
Furthermore, the sequence of motlons which the tape goes
through to retry an error block is device-dependent, (1i.e.
dependent on the device model and the manufacturer). In
order to determine its effect, one would need to know the
I/0 error statistics per volume over a perlod of time, the
user/system specified error threshold, and the operational
characteristics of the tape devices. For ordinary block
sizes, however, this factor can be considered negligible

(for well kept tapes and read/write heads).
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4,2.1 Selection of Objective

The question has been posed in section 4.1.1 as to
whether the total number of IBG's processed by a subsystem
is indeed the most suitable criterion for estimating incre-
mental changes in system throughput and cost-performance ratio.
To answer this question effectively, one has to first of all

deal with these two notions separately.

4.2,1.1 Cost Criteria

The meaning of cost is by no means self-evident.
It could refer to the dollars-and-cents cost of the total
magnetic tape acquisitions of an installation. It could be
4in terms of the amount of core memory that can be removed
from one section (partition, program) and expended for tape
buffering in another. Or again it could mean the quantum
jump in operating personnel cost in adding another wqu-shift
in the computer center. Some of these cost functions might
indeed involve mutually opposing trade-offs.

If the cost of tape acquisitions is being considered,
then the optimization of the total number of IBG's also

serves to minimize the total tape length requirement. {

4,2,1.2 Throughput Criteria

The conventional meaning of throughput is more
easily defined, namely the amount of useful work (the number

of jobs) that 1s processed by the total computer system in a
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given amount of time. This definition is admittedly imprecise
on several points, but nonetheless self-consistent as a
conceptual definition.

If our primary objective is a high throughput rate,
then the amount of positive correlation between our original
objective function and the system throughput time would depend
largely on our frame of reference, namely the complexity of
the hardware/software configuration and application program.
In our basic frame of reference, the correlation is expected
to be high. For instance, if a 20% reduction of total tape
I/0 time is estimated from the optimization in a single-stream
bateh processing system which is 70% I/0 bound, the actual
reduction of throughput time can amount up to 14% (i.e. 20%
of 70%). '

When this system acquires more high-speed auxiliary
memory devices (disks, drums) on the same selector channel,
channel contention can become a significant factor to be
reckoned with. If the system grows into a multiprogramming
environment, the overlapping of CPU and I/0 operations will
introduce further secondary effects on channel contention.
Further sophistications of the system, such as time-sharing,
will introduce tertiary effects of overhead from job swapping,
time slicing, memory paging, etc. The interaction of all
these additional factors will rule out a straightforward
estimation of system performance on the basis of the proposed

optimization model. In such cases, in order to be more
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determinate, 1t will serve well to employ a simulation model.
However, that does not diminish the value of this optimization

approach.

4,3 Formulation of the Memory Constraints Matrix

The memory constraints matrix 1s formulated in
light of system restrictions and memory availability. If in
a rare case an individual block size (RJXJ) obtained in the
solution exceeds the channel buffer capacity, (e.g. 32 KB for
the IBM/360), the assoclated channel capacity constraint
(ijj < max. channel buffer capacity) would have to be intro-
duced. The solutlon is then recomputed so that the max {Xj}

J
lies within the upper bound imposed by the channel buffer

~ capacity.

A more systematlic approach is of course to include
all the extra constraints (ijj < max. channel buffer capacity,
Jj=1,2, ... ,n). However, the introduction of considerably
more constraints creates an unnecessarlly unwieldy model.10

To evaluate the incremental differences among
various alternatives In the optimization of blocking factors,
one can vary the decision parameters aiJ and Mi' Thié infor-

mation can serve as an additional analytic tool in establi-

shing memory partition sizes and job schedules,

10 For instance, in a subsystem of 10 programs and 20 tape
files, the origlnal matrix of 30 constraints would be expanded
to 50 constraints.
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4,3.1 Effects of Manipulating aij

One can expect a certain incremental gain in the
throughput of overlapped operations of CPU and I/0 by increas-
ing the number of alternate I/O buffers per tape file.11
This increase in aiJ is normally effected at the expense of
reducing the individual buffer sizes in a constrained memory
situation. Thus this gain can be offset by the loss resulting
from the increase in I/0 time and overhead. This trade-off
should be carefully weighed, especially when one is dealing

with small blocking factors, whose incremental effects on

I/0 time and tape length requirement are much more pronounced.

4,3,2 Effects of Varying Mi

The incremental effect of varying the total avall-
able amount of buffer memory can be used to estimate the cost-
effectiveness of expanding a memory partition, or of reschedu~
ling a certain job into a larger partition to reduce its run
time. This parameter is of major import in the formulation
of the mathematical model, since many aspects of system

performance differentials can be related to variations in Mi'

11 ayqy is subject to a maximum number that can be handled
by the I/0 control system software. It is normally assigned
a value of 1 or 2.
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4.4 Important Considerations in System Analysis

To design an optimal system that will retain its
level of performance in the face of future growth and modifi-
cations to the hardware, software or job scheduling, the
analyst must necessarily make compromises in setting up a
mathematical model to represent the real situation. This
presupposes that information about such plans is available.
However, if the system redesign can be done in an economical
way, the analyst may decide to make less allowance for future
changes in Qrder to strive for better cost-effectiveness
immediately. Such a 'tight' system would be subject to more
frequent redesigns.

Although the primary goal of this project is to
optimize tape file systems, a system analysis would be incom-
plete and unsound if tape operations are scrutinized in
isolation without considering how they interact with other
parts of the system. Such questions as the degree of CPU and
I/0 overlap, channel overlap, and channel contention are
equally as important as the mathematical model, although they
may have to be solved by a stochastic simulation model without
the power and elegance of a mathematical solution.

By itself, the mathematical model (memory constraints
matrix) only describes the contention for main memory among
the varlous tape files used in a program. Hence, it must be
used in conjunction with the other related factors, which are

summarized below:
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I, 4,1 Essential Information

The following categories of information are consid-

ered essential input for a sound system analysis.

4,4,1.1 Hardware Configuration

In the system architecture, the analyst should

ascertain whether the CPU's access to the main memory is via

a dedicated channel

yaTy | CHANNEL 1/0 BUS -
MEMORY CFU
P P P
or via a common I/0 bus. PERIPHERAL DEVICES
1/0 BUS —
CPU
MAIN p p p
MEMORY

The former arrangement is by far more common and involves
less channel interference. In the latter case, which is not
uncommon in small systems, memory access by the CPU may be
handicapped by the malfunction of any I/0 unit on the asyn-
chronous I/0 bus, or by an inordinate amount of channel

contention among the peripheral units.

In addition, the number of peripheral devices
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attached to each selector channel should be taken into consid-
eration, although 1t is difficult to quantify this factor in
our model. A system with two selector channels should have

in general a lower rate of channel interference. A general
intuitive assumption is that since large tape blocks monopolize
the channel for longer but fewer bursts of transmission, they

tend to create greater channel contention.

I,4,1,2 Software Support

The type of operating system used has a direct
bearing on core memory allocation considerations, such as
partition sizes (fixed or variable) and their basic unit of
boundary increments. The amount of main memory available
for user programs in a partition as well as the program slzes
(excluding the I/0 buffers) must be determined. If a program
1s divided into overlaying segments, the available buffer

memory may be limited by the size of the largest segment.

4,4,1.3 Master System Flowchart

A flowchart (or an equivalent description) of each
application subsystem showing the interrelations of individual
program runs and their associated files is indispensable.

In addition to providing an effective means to highlight the
existence of bottlenecks in a system, its modular represent-
ation also serves as an aid to analyzing different alternatives

of job scheduling.
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4,4.1.4 System Audit Data

The statistical breakdown of audit data on system
usage indicates the amount of usage of the CPU and I/0 devices
per program and per application. Percentage utilization of
these resources and the throughput rate can be calculated from
these cumulative data. The amount of 1/0 overhead and channel
interference can also be gauged indirectly from these statis-
ties, (e.g. the number of I/0 waits during a particular time

interval).

4.4,1.5 File Characteristics

Files are normally organized in ways that are most
efficient for their storage and retrieval. Magnetlc tape
files are generally formatted with fixed or variable length
records that can be blocked. The choice between using fixed
or variable size records is usually made on the basis of the
file activity and the record size variability. As such, this
design parameter is considered independently of the blocking
eriterion, and hence does not enter into the mathematical
formulation of this optimization problem.

In the case of a system redesign, the existing
information on blocking factors (XJ)’ record sizes (RJ)’
block sizes (RJXJ)’ normal volume of files (FJ), and the
number of alternate I/O buffers (aij) per file per program
will serve as a basis for the a priori estimation of perform-
ance gains and the a posteriori evaluation of cost-effective-

ness of alternative system designs.
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4,4,1,6 Sort/Merge Utilities

These utility programs very often impose an implicit
constraint on the maximum practical block size, above which
the system performance becomes significantly degraded.

(E.g. in the case of disk sorts, the sorting efficiency is
significantly reduced i1f the block size exceeds one track on
the disk, which is 3625 bytes on the IBM/2311 disk or 7294
bytes on the IBM/2314 disk.)

4,4,2 Desirable Information

The following categories of input information are
considered highly desirable but not essential for the system

analysis. Some of them may not be easily obtainable.

I.4,2,1 Plans for Future Growth

As far as possible, the analyst should take cogniz-
ance of long-range and short-range future plans for changes
in the hardware configuration, software support, application
programs or job scheduling. These plans may range from
specific short-term modifications to ill-defined and sweeping
long-range objectives,

Take for instance an immediate plan for the acqul-
sition of an extra memory module. This would leave ample
room for a major revision of the memory constraints of each
subsystem. A ramification or goal of this decision may be

the rescheduling of entire application subsystems, facilltated
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by the major improvement in system performance. Other changes
might be more localized, such as the rescheduling of a parti-
cular job into a larger memory partition, or more sweeplng,
such as a major systems conversion.

Obviously, no hard and fast rules can be laid down
on how much significance should be attached to certain antici-
pated changes with respect to the formulation of a mathematical
model of the system. What can and should be stressed in this
regard 1s that any system analysis must be sufficiently
circumspective of unusual conditions or unanticipated changes
that could make the system inoperative. These considerations
may be the least tangible or amenable to mathematical formul-
ation, but in more profound ways determine the actual payoff

and indeed the operational lifespan of a system design.

4,4,2,2 Peak Loads

Most systems are designed with enough capacity to
handle estimated periodile peak loads. The drawback of this
approach is the less-than-full utilization of availlable
resources during non-peak perlods. Other systems are designed
to handle the average volume most efficiently, with the excess
load at peak periods handled inefficiently or siphoned off to
be processed by another system.

The volume of transactions 1s such a case in point,
During the cycle time of a subsystem, a transaction file or

a master file may grow or subside in size. The pattern of
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variation may have periodic characteristics over a daily,
weekiy, monthly, or a yearly cycle. For instance, a trans-
action file may grow steadily from 5,000 records in January
to 9,000 records at year-end. At mid-year it may have an
average size of 7,000 records. If this file size Fj is
estimated at the mid-year figure of 7,000 records, and its
optimal blocking factor is calculated based on this, then its
I/0 efficiency is expected to be greater than what it should
be during the first half of the year (at the expense of other
files in the subsystem), and less than optimal during the
latter half of the year. This phenomenon is by no means
unique to file design. But it does represent the kind of
compromise that will have to be made in many instances in
order to achleve an overall optimum. Other important measures
of peak loads include the run time per program, per subsystem,

or per work-shift.

4,4,2.3 System Bottlenecks

Bottlenecks in a system may be classified into two
general categories, namely in performance or in scheduling.
Performance bottlenecks are considered more localized, They
can occur 1ln a program loop or segment that consumes the bulk
of the processing time or I/0 resources of a program or sub-
system during its execution, such as a sort program., Schedul-
ing bottlenecks, on the other hand, tend to be more generalized.,

They can be a tight deadline which a Job or a whole application
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is expected to meet, or the introduction of an additional
program into the production job stream of a tight work-shift,
These considerations definitely influence the formulation of
the mathematical model and the a posteriori adaptation of itg
solution.

In a paper on multiprogramming systems performance
measurement and analysis, Cantrell and Ellison [ 6] presented
some poignant observatlons on the crucial effects of bottle-
necks on the performance of a system. They can be 1llustrated
by the following examples:

A certain frequently used program might involve
four tape files running in a system with four tape devices,
The input and output master files both have grown to occupy
a little over one full reel. The run time of this Job would
increase by a significant amount due to the extra tape rewind
and set-up time, This problem may be avoided by introducing

a tape length constraint,

F
dx@+pxB) g Ly (4.7

X

where G, D and B denote the same parameters as in equation
3.3, and L denotes the length of a full reel (less the length
required for label information). In a similar manner, one

could impose an I/0 time constraint,



- 41

P
AL x(s+CcxB)<T
%

j (4.8)

where S, C and B denote the same parameters as in equation

3.2, and T, denotes the total I/0 time which must not be

J
exceeded by file J.

In trying to incorporate these two new dimensions
of constraints, namely length and time into the original
memory constraints matrix, a mixed type constraints matrix is

thus created:

allRlxl + ... F alanXn + 0 + 0 S Ml

R.X, + ... +a RX + 0 + 0 <M

amtit mn nn m
(49)

F

0 + ...t 0 + -i(G+DxB)+ 0 < LJ
X
J

: 0 + ...t 0 + 0 + —(S+CxB) < Tk

i Xk

Besides introducing new variables as well as extra constraints
into the model, this extended matrix combines linear and non-

linear constraints. This mixed type matrix requires more

elaborate methods of treatment. Of course, a transformation

of variables can be made such that a constraint becomes linear.

X 1

J
-—-—.—_———2_
FJ(G+DxB) LJ (4.10)
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But this does not alleviate the problem of solving for a
unique XJ for a particular file occuring in different types
of constraints. Furthermore, & composite objective function
would need to be defined in accord with the composite cons-
traints matrix. The different components of any such overall
measurement of system performance would have to be welghted
empirically. In this general area, E.A. siiver et al [29]
have proposed 2 weighting algorithm to aid the systematic
allocation of system resources.

In our present context, the above-mentioned refine-
ments would create an excessively elaborate and unwieldy
mathematical model, both from the points of view of system
analysis and finding available algorithms for its solution.
The payoff for this elaboration of the problem is not immed-
jately apparent. Indeed, the complexlty may deter the manage-
ment or analysts from undeftaking this project.

However, one can take a crudely empirical approach
to achieve the desired results. In substance, one can arti-
ficially bias the parameters of the affected files in the
model. The best predicted solution is then adopted. It should
be re-emphasized here that the overriding objective is to
achieve useful results with the minimum necessary effort and
a sound methodology. with due regard to its effects on the
physical system, 2 mathematical model can be distorted in

order to simplify its algorithm for solution.
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4,4,2.4 File Activities

Application files normally vary in size and pattern
of activity, often in regular cycles. The relative amount
and manner by which the file sizes vary affect the coefflclents
of the objective function directly. Hence, any meaningful
estimation of a highly variable file size over a period of
time would need to take into consideration the pattern of
variation.

Does the file size fluctuate with a uniform or
normal distribution, or skewed towards a short and rapid
growth followed by a long and slow decline, or vice versa ?
Does the mean size coincide with the median size, and which
one is more representative ? What 1s the variénce of 'a file
size over a period of time, say, a year ? What 1s the pattern
of activity in the master files ? Are the transactions unl-
formly distributed, or clustered éround a small percentage
of high activity accounts ? In the latter case, the majority
of the master records can be read/written 'on the fly', that
is, without necessarily waiting for the tape motlon to come
to a complete stop in the IBG. By itself, this consideration
does not directly affect the mathematical solution for the
optimal blocking factors. However, the file size coefficient
of a low activity file could be artificially reduced to take
advantage of this fact, (under the assumption that a relative
increase in I/0 time resulting from a decrease in the blocking

factor for a low activity file would be more than compensated
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by the increase of overall I/0 efficiency of the subsystem.)

4,4,2,5 Statistical I/0 Error Rates

Statistical information on I/0 error rates is norm-
ally collected per file volume and tape device, This inform-
ation can be used to gauge the relative significance of the
number of error block retries for a particular tape file.

Theoretically, the larger the block, the higher is
the probability of occurrence of an I/0 error in that block.
However, the total number of blocks in the flle 1s reduced.

In any case, a reasonably well maintained tape installation
is not likely to encounter a situation where the number of
I/0 error blocks per file becomes significant enough to affect

the formulation of the objective function with error terms.

4,b4,2,6 Selection Criteria for Blocking Factors

In order to make a meaningful comparison of the
performance improvements that can be expected from a mathe-
matical solution, the analyst would need to know the criteria
by which'the blocking factors were chosen in the past. Was
the approach purely ad hoc ? As is often likely, each sub-
system was probably given the blocking factors that represent
the best guess of a systems analyst. In a situation with
system constraints, this is seldom the optimal arrangement,
and a sensitivity analysis of the actual and the optimal
arrangements would indicate the amount of deviation in system

performance .
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CHAPTER V
EXTENSION OF PROBLEM

5.1 Direct Access Storage Devices

The foregoing chapters have ldentified and treated
a problem in optimization of computer system resources in a
relatively straightforward and predictable frame of reference.
The environment considered was a non-overlapped, single batch
processing with tape files. In reality, few data processing
systems fit such a simplified description. With the addition
of direct access files and the introduction of more powerful
operating systems, the question arises as to whether the
effects of varylng the blocking factors on disk and tape files
are mutually unrelated and additive, or are related in some
non-linear fashion. The remainder of this chapter attempts

to address this problem,

5.2 Disk File Organization

Disk files are generally organized in one of the
four methods: sequential, partitioned, indexed sequential,

or direct.

5.2.1 Sequentlal Organization

In a sequential file, records are organized solely
on the basis of their successive physical locations in the

file. The records are generally, but not necessarily, in
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sequence according to their control keys as well as in physical
sequence. The records are usually read or updated in the same

order in which they appear.

5.2,2 Partitioned Organization

A partitioned file 1s one that is divided into sev-
eral members. Each member has a unique name. Members may be
called by name for processing. The records within the members
are organized sequentially and are retrieved or stored succes-

sively according to physical sequence,

5.2.3 Indexed Sequential Organization

An indexed sequential file is similar to a sequen-
tial file in that rapid sequential processing 1s possible,
Indexed sequential organization, however, by reference to
indices associated with the file, makes it also possible to

quickly locate individual records for random processing.

5.2.4 Direct Organization

| A file organized in a direct manner is characterized
by some predictable relationship between the key of a record
and the address of that record on the direct access storage
device (DASD). This relationship is normally established by
a randomizing algorithm that converts a record key into a

unique DASD address.,
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5.3 Disk Storage Organization

A disk device essentially consists of g humber of
recording tracks per disk surface., Each set of tracks that

can be accessed by the read/write heads by the same positioning

of the movable access arms forms a cylinder,

5.3.1 Track Formats

Information is recorded on all devices in a format
which is preseribed by the control unit and which is identical
for all devices, Each track contains certain 'non-data' infor-
mation as well as data information. The non-data information
generally consists of track alignment index points, physical
gaps, block addfeéses and recofd address.. The data records
may be formatted with external keys (count-key-data) or with-
out external keys (count-data). Figure 5.1 illustrates the

track formats for one particular manufacturer,

5.3.2 Record Formats

Logical records may be organized in one of five

formats (as 1llustrated 1in figure 5,2):

Fixed unblocked

- Fixed blocked

- Variable unblocked
Variable blocked

~ Undefined
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Data Record (R1) Data Record (Rn)

f R 4

Count Data Count Data Count Data
ve G Area c Area GG Area ¢ Area GBSGG Arca ¢ Area

Index Point

Gap
Home Address

l- Track Descriptor Record (R0)
A

A A
™ r )

A, Count-dota format

r Data Record (R1) r Data Record (Re)
A A

~ Y s " I —
: . Courit Data Count| , [ Key Date g Count| . | Key Date
v GG Area [ Arca |G A[C Area [ Areo |G Area G[EQGG Area | Area |© Area
/’ \\ \ \\"\\
/l \\ \ ‘\__§\\
FI .C| H C'C F ? H R IKL DIL C'C
)

LCycIic Chack
t——— Head Number
Cylinder Number

—  Flop

! B W [
L Cyclic Cheek
Data Length

—————— Key Length

fem—————Rocord Number
S—————— Head Number Identifier
Cylinder Number

Flag

Address Marker

B. Count=key-data format

Flgure 5.1 DASD track formats. (IBM)
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Fixed,Unblocked

[ ] IAAAI I Record aaa I
Count - Key Data

Fixed, Blocked

| ] [FFF] |AAA| Record aaa [CCCl Record ccc [[FFF | Recond fff |
Count  Key Data

Variable, Unblocked

[ ] [AAA] [BLJRL | Record aaa |
Count  Key Data

Variable, Blocked
[ ] [FrF] [BL]RU]AMA]  Record aaa \\ |RL |CCC Recomd ccc [[RL |FFF | Recond fff |

Count  Key Data
Undefined

I | lAAAI | Record aan

Count  Key Data

Figure 5.2 DASD record formats.

5.4 ' Effects of Blocking on DASD File Systems

As one can observe in figure 5.1, physical gaps
analogous to the inter-block gaps on magnetic tape files also
exist between records on DASD files., It would thus seem
natural to apply the same methods of treatment as for tape
files. In fact, however, the operational characteristics of
DASD are significantly different from those of tape devices.

The two basic device characteristics which distinguish DASD
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from tape devices in blocking considerations are their constant

speed of rotation and their fixed track length.

5.4.1 Effects on File Compaction

The primary reason for blocking records in DASD files
1s to pack the file storage more efficiently and hence reduce
storage space requirements. With blocked records, gaps exist
between blocks of records rather than between each individual
logical record. However, it should be noted from figure 5.3
that the file space requirement does not decrease monotonically
with increasing blocking factors. This is due to the fact
that a block cannot be spread over two tracks.12 Thus, for
certain blocking factors, the last block on a track overflows
one track and the entire block is pushed onto another track.
This results in some wastage per track, and it becomes more
significant as blocks become larger. These relative increases
in the amount of storage space wastage are represented by the
local maxima in figure 5.3, The same type of characteristic
curve applies to any track-formatted DASD (i.e. disk or drum)

which does not allow a block to be split over two tracks.

12 Some DASD are equipped with a feature for splitting a
block over two tracks. In such a case, the characteristic
curve will resemble those of tape devices, i.e., there are

no local maxima due to track boundaries. However, they still
exist due to cylinder boundaries, though fewer than before,
intuitively,
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5,4,2 Effects on I/0 Time

Another reason for blocking is that 1t may save
time, If records are processed consecutively, there is only
one rotational delay before reading or writing a block of
records., However, if records are not processed consecutively,
blocking may be a disadvantage, since 1t takes longer to
transfer the entire block rather than the single record to be
processed.,

A more compelling reason for blocking records on
disk devices with movable heads is that the file compaction
reduces the total number of cylinders required by the file,

If the DASD file is assigned a group of contiguous cylinders,
this reduction results in a smaller average number of cylinders
traversed by the read/wrife heads.

In a directly organized disk file, where the random
input transactions require a short résponse time, the trade-
off between an increase in block transfer time and a reduction
in the average seek time depends on several related factors,
namely the distribution of high activity records in the file
and the physical scatter of the file into non-contiguous
eylinders. Here one must distinguish bebtween disk devices
with movable heads and drum devices (or fixed-head-per-track
disk devices). In the former, the block transfer time 1s less
significant than the average seek time, of a ratio of 1 to 5.

In the latter, however, the seek time is negligible (at elec=

tronic speeds).
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5.5 Isolation of Problem

From the foregoing discussion, it should become
obvious that not all forms of processing or methods of DASD
f1le organization lend themselves to the stralghtforward kind
of mathematical modelling that was applied to tape file systems.
For Instance, in a directly organized drum (or fixed head disk)
file that 1s processed randomly, the optimization problem
hinges on a space-time trade-off involving a qualitative
Judgement which is beyond the objective of this optimization
problem, i.e. to minimize I/0 time or storage space. This is
not to say that the method of treatment cannot be further
elaborated to deal with this particular situation., But for
the purposes of this digsertation, this case can be isolated
and removed from consideration.

We shall therefore only consider DASD files on disk
devices with movable heads. The working assumption made here
ié that the reduction of the average seek time more than com-
pensates for the increase in block transfer time when records
are blocked optimally, This approach would thus apply also
to random processing of directly organized files.

For reasons of functional modularity and analytical
simplicity, the disk file subsystem will be considered sepa-
rately from tape file subsystems. Their separate mathematiecal
models may lead to sub-optimal solutions. But the functional
disparities between the two types of subsystems often necess-
itate different requirements for modification and reorganiza-

tlon,
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5.6 Methodology of Treatment

5.6.1 Formulation of Objective Function

The objective function for disk file subsystems is
formulated differently from that of tape file subsystems.
The primary objective here is to minimize the total number
of tracks required by a disk file. Because of the fixed track
length, the minlmization of the total number of disk record
blocks does not necessarily imply a minimization of the total
number of tracks required. This fact is illustrated by the
existence of local maxima on the graph of figure 5.3.

The total number of tracks to be minimized for n

disk files 1s gilven by

n F
2= I f,(g) S (5.1)
j=1 Xy T
U-V, *%
¥, = (——) 41 (5.2)
J WJ
VJ = KJ + BJ +C (5.3)
' #
WJ-_-P(KJ+BJ) +C+Q (5.4)

¥ The fractional parts are truncated after the operation,
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X,j have the same meaning as in equation 4,6,
Total no. of tracks required for n disk files
No. of blocks per track for disk file ]

Track capacity in no., of characters

No. of characters in last block on track

No. of characters per block (except last block)
Key length in no. of characters for file J

No. of characters per block for file J

Device constant (C=0 if KJ J;‘0)

Device constant (allows for positional deviations)

=0, C>0 1if K

Device constant for non-data information in

no. of characters

5.6,2 Formulation of Memory Constraints Matrix

The memory constraints matrix for a DASD file sub-

system has the same form as in formula 4.5, But although it

has the same form, more care should be taken in setting it up

in conjunction with the performance criteria which are not

quantified into the mathematical model, such as channel con-

figuration, DASD file organization and access methods,
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5.6.3 Discrete Optimization Methods

Because of the nature of the function as illustrated
by the local maxima in Fig. 5.3, the optimization problem is
best solved by using integer programming methods. [90, 91, 93]
This class of algorithms 1s beyond the scope of this thesis,
and hence will not be discussed beyond listing some key refer-
ences.

A possible alternative approach is to approximate
the disérete function with a polynomial and then proceed to

optimize the continuous function.
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CHAPTER VI
IMPLEMENTATION

6.1 Research Recommendations and Managerial Action

The subject of operations research implementation
has been treated in depth by Huysmans [52], In his book,
Huysmans stresses the lmportance of the involvement of manage-
ment at all levels in order to facilitate a smooth and success-
ful implementation of the OR recommendations. The fallure to
secure top management agreement on basic objectives and scope
of the project at the initial planning stage may Jeopardize
the acceptance of the recommendations at the implementation
phase. The possible behavioral reaction of the manager to
the research recommendations as a function of managerial

understanding can be classifled in one of four categories:

rational rejection

resistance

acceptance

implementation

6.1.1 Rational Rejection

The manager understands the research recommendations,
but rejects them on rational grounds. The research may be
inadequate, irrelevant, or not superior to present practice

(transition cost considered), Irrelevance of the research
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often takes the form of an improper consideration of a sub-
system of the total system, That is, the wrong constraints
have been singled out for optimization.

Rational rejection is related to the problem of
project selection, that 1s, the choice of a subsystem to be
considered in the research, It should be realized that the
evaluation of potential implementation problems should be an

important determinant of project selectilon.

6.1.2 Resistance

The manager rejects the research recommendations,
and his way of thinking about the research problem deviates
considerably from that of the analyst's. Rejection in this
case may very well be caused by a lack of managerial under-
standing. If the analysis 1s adequate, relevant, and superior
to present management practice, there exists an implementation
problem. The manager may fail to recognize the advantages of
the research recommendation for various reasons. He may not
have paid sufficient attention to the research proposal; he
may incorrectly evaluate the proposal's return, cost, or tran-
sition cost; his personal goals may conflict with and take
precedence over organizational objectives; or he may have
insufficiently resolved the inconsistencies in his perception

of organizational objectives.,
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6.1.3 Acceptance

The manager adopts the research proposal, bubt does
not understand it. An implementation problem exlsts to the
extent that instability is introduced by mere acceptance of

the research recommendation,

6.1.4 Implementation

The'manager understands the research proposal and
adopts it. It 1s useful to divide this category into two

sub-categories:

- sustained implementation

- autonomous implementation

6.1.4,1 Sustained Implementation

Managerial understanding of the research recommen-
dations 1is integral, that is, the manager has good overall
understanding of the eritical factors underlying the recommen=
dations, but this understanding is acquired at the cost of
continued involvement of the analyst. The manager realizes
that changes in environmental parameters may require changes
in his actions. He 1s able to identify the change points,
but proper reaction to the changes is only assured if the

analyst stands ready to provide nis continuous support.
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6.1.4,2 Autonomous Implementation

Managerial understanding of the research is expliclt
and complete. No continued support of the analyst is required.
Adoption occurs because the analyst's proposal is consistent
with the manager's perspective and solves a problem for him.

The source of the proposal 1s of minor importance in this case.

6.2 System Performance Monitoring

In the initial testing phase of a designed subsystem,
benchmarks are employed to simulate and measure its perform-
ance under actual load conditions. Once an optimized subsys-
tem has been implemented on a regular production schedule,
its performance 1s monitored and evaluated regularly. At any
stage of the system life cycle, the feed back from one phase
may necessitate modification.of preceding phases. The moni-
tored performance of a subsystem thus ultimately determines

the validity and reliability of this OR approach.
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CHAPTER VII
CONCLUDING REMARKS

7.1 Economic Payoffs and Intangible Benefits

The foregoing chapters have described an operations
research approach to solve a problem of optimal resource
allocation in tape and disk file systems., Analysts who are
convinced of the immediate payoffs in increase of throughput
and reduction of file storage requirement still face the task
of convincing the management of the advantages of this mathe-
matical optimization approach, This approach to problem solv-
ing will have to be sold to the management 1ln terms of manage~
ment's frame of reference -~ namely, system objectiies, Pro=-
Ject development costs and economic payoffs,

In this light, the file compaétion advantage may be

translated into the following management considerations:

- reduce ftape and disk acquisition costs

- improve job scheduling

Similarly, the reduction of I/0 time and overhead may be trans-

lated into the following management terms:

- increase throughput (or reduce computer time cost)

- reduce bottlenecks in job scheduling
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What may be equally valid and perhaps have more pervasive

impact are the intangible benefits:
- greater systems awareness
- improved resource allocation

- better management control

7.2 Applicability in Future Technology

The costs of memories at all levels are continually
decreasing as technology advances., Already, it is reaching
a point where the price/performance ratio at each level is
becoming competitive with that of the next lower level, Some
installations are now using large scale main memory for data
which used to reside on DASD several years ago. Disk and
drum devices have also evolved to the stage of sophistication
where the price/performance ratio makes them competitive with
the old magnetic tape technology, which itself is reaching
new heights of speed and economy.

However, with full recognition of this rapld tech-
nological obsolescence that characterizes the compufer industry,
the upgrading and diversification of hierarchical memories
will not invalidate this mathematical optimization approach
to computer systems resource allocation. In fact, the present
trend of increasing complexity in computer systems can only

lead to a greater reliance on such analytical techniques.,
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APPENDIX A
LOCAL OPTIMIZATION BY LAGRANGE MULTIPLIER METHOD

Let us consider the following example of a Master Update

program:

F3=10, 000 Lo ReCS.
R3=80 bytes/rec.
az=2 alt. buffers

Input
Master
tape

F1=50,000 L.Recs.
R1=150 bytes/rec.
a1=2 alt. buffers

\

Master " Total buffer size
Update available
. program M = 10,000 bytes

Report Fu=20,000 L.Recs,

file Ry=70 bytes/rec,
au=2 alt. buffers

Output
Master
tape

Fy=50,000 L.Recs.
R9=150 bytes/rec.
ap=2 alt. buffers

Fig. A-1 An application program using four tape files.

The objective function (with h.c.f. factored out) is

5 5 1 2 ()

The memory constraint equation is

2 X(ISOXXI + 1SOXX2 + 80xx3 + 70xxu) = 10,000 (i)
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Taking partial derivatives of (i) and (ii) with respect to Xj,

(;j=1,2,3%,4), we obtain the simultaneous equations

-L t— . ‘
x2+3oo)\ Gin
1

-5 4+300 \=0
\2
2

--1-5+ 160 )\ = 0
X3

24 140 X\=0

Solving the equations (ii) and (iii) simultaneously, we obtain
the mathematically optimal combination of blocking factors

X1f12.1, X,=12.1, X3=7.ﬁ, Xu=11.2

2

which we can round off heuristically to give the physically

optimal combipation (occquing exactly 10,000 bytes)

Xy=%p=12, Xg=7, X,=12

From this wé can determine the total I/0 time for the four

~ files

T = 158,58 + 158,58 + 24,79 + 36.71 seconds

%
= 378,86 seconds

* Example using the formula for I1BM/2401 mod 2 (800 bpi)
9-track tape device.
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Sensitivity Analysis

If the BF's were arbitrarily assigned, say,

X{=X3=Xz=X,= 11,

(with a slack of 100 bytes to spare), the total I/0 time

would be

T' = 161.61 + 161.61 + 20.63 + 37.92 seconds

381.78 seconds
which differs from the optimal T by

A= (T -T)/T=0.8%

If on the other hand the total core memory avail-
able for tape buffers were equally divided among the four
files, thus assigning xi'=x§'=s, Xé'=15, Xi'=20,
(occupying exactly 10,000 bytes), we would obtain

T'' = 175,25 + 175.25 + 18.69 + 31.38 seconds

400,57 seconds
which differs significantly from the optimal T by
a'' = (T -T) /T =578

The different degrees of file compaction for the
above cases can also be calculated using a similar formula.
It should be noted in passing that the percentage differences
remain the same for the same relative difference in file

sizes.
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PROGRAM TO SOLVE FOR OPTIMAL TAPE BLOCKING FACTORS
BY LAGRANGE MULTIPLIER METHOD.

FORMAT FOR INPUT DATA:
CARD 1

coLs 1-3 NO. OF OBJECTIVE FUNCTIONS (INTEGER)
CARD 2 ONE CONSTRAINT PER OBJECTIVE FUNCTION

COLS 1- 3 NO. OF TAPE FILES (INTEGER)

COLS 4-13 MEMORY AVAILABLE FOR TAPE BUFFERS

CARD 3 RECORD SIZES
10 COLS PER FIELD, 8 FIELDS PER CARD {DECIMAL)
CARD 4 FILE SIZES

10 COLS PER FIELD, 8 FIELDS PER CARD (DECIMAL) -
SUCCEEDING CARDS REPEAT FORMAT FOR CARDS 2 TO 4o

DIMENSION X{9)s R(9)y E(9)y T(9)y CON{9) -

READ(5,101) M

WRITE(6,4100)

DO 200 J=lyM

READ{5,101) Ny C '

READ(5,102) (R{I)sI=14N)-

READI5,102) (F(I),I=1+N) .

BUFFER MEMORY/2 FOR 2 ALTERNATE BUFFERS PER TAPE FILE

CK=C/2.

S$=0.

DO 130 I=1,N

T(1)=SARTI{RLII*F(I))

$=T(1)+§

W=S/CK

DO 140 I=1,N

CON(T)=R(1)*2.

WRITE(69103) (CON({I) I=14N)sC

HWRITE(64104)

DO 150 I=1sN

X{I)=SQRTIF{I))/(SORT(R(I)}*H) -

WRITE(65105) L14X(I)oIsR{I)4I,F(I)-

1=0.

DO 180 K=14N

=2+F(K) /X{K)

WRITE{&,108) 2
" CONTINUE

FORMAT(? 1Y)

FORMAT(13,F10.0)

FORMAT{3F10.0)

FORMAT(//, YOMEMDRY CONSTRAINT EQUATION 2'4//+16F8.0)

FORAAT{ ' 00PT IMAL B.F. 11531, T21,"RECGRD SIZES: ',
¥T41, 'FILE SIZES:'y/)

FORMAT(® X(*4124") 20 F6e29T21R(1912¢") =14F5.0,
*T41y'F('1121') ='9F8c0) .

FORMAT{*OMINIMUM VALUE OF OBJECTIVE FUNCTION 2 =4 ,FB.0!

sTOP . ’
END



MEMCRY CONSTRAINT EQUATION :

300,
OPTIMAL

X{ 1)
Xt 2)
Xt 3) .
X{ 4)

300.
BeF.1S:

12.08
12.08

Te40
11.19

160. 140.

RECORD SIZES:

R{ 1) -= 150,
R{ 2) = 150,
R{ 3) = 80.
R{ 4) = 70,

10000.

MININUM VALUE OF OBJECTIVE FUNCTION 2

MEMORY CONSTRAINT EQUATION :

300.
OPTIMAL

Xt 1}
Xt 2)

MINIMUN

MEMORY CONSTRAINT EQUATION

200.
OPTIMAL

X( 1)
X{ 2}

© MINIMUN

200.
BeF. 'S

31.79
12.31

VALUE OF OBJECTIVE

12000,

RECORD SIZES:

R( 1)
R{ 2)

150,
100.

FUNCTION

200. 8000,
B-F.'S:  RECORD SIZES:
30.39 R( 1) = 100.
9.61 R( 2) = 100.
FUNCTION

VALUE OF OBJECTIVE

Z

Z
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FILE SIZES:

F( 1) = 50000,
F{ 2)-= 50000,
F( 3) = 10000,
FlL 4) = 20000,
= 11415,

FILE SIZES:

Fl 1

) = 50000, .
F{ 2) =

5000,
i ‘19790

FILE SIZES:

F{ 1)
F( 2)

= 217,

= 5000«
= 500«
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APPENDIX B
GLOBAL OPTIMIZATION BY GRADIENT PROJECTION METHCD

Let us consider the following subsystem of 3 programs

and 6 tape files:

F3210, 000 Fy=50, 000

R3=80 R1=150
a3=2 ay=2

_____ 1
|
l .
_____ 4 Fges00
M1-10 oon 6

Program A P Program B
1 Mp=12,000
{Freq=1/day I Freq=1/wk.
|
/\':
N}
-—$>
F,=20,000 Fo=250,000 F5 =5000
u=7o Ry=150 Rs=100
ay=2 az=2 ag=2

Flg.B 1 A subsystem of 3 Interrelated programs and 6 tape
files.
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The objective function is

2 = 24,25 (50000) + 24,25 (50000) + 22 (10000)
X X X
1 2 3
+ 22 (20000) + 5.5 (5000) + 1 (500)
Xy Xg Xg

The memory constraints matrix Is.

X1 X9 X3 L, . Xs X6 My
300 300 160 140 0 0 s 10000
300 0 0 0 200 0 < 12000

0 0 0 0 200 200 ‘s 8000

1 0 0 0 0 0 2 0

0 1 0 0 0 0 2 0

0 0 1 0 0 0 2 0

0 0 0 1 0 0 2 0

0 0 0 0 1 0 2 0

0 0 0 0 0- 1 2 0

With the use of a nonlinear program, the optimal solution

for the tape blocking factors was found to be
x1=x2=.1212' X3= 701' xuﬂ 10.8' XS= 35.2' x6= ".8
which could be rounded off heuristically to the physical

optimum

XyXg= 12, X3= 7, X,= 12, Xg= 36, Xg= b
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The buffer memory used, tape lengths, and I/0 times per run

of each file were computed to be

6.00813
TOTIME (SEC.) = 394,696 394,696 76.2827 104,55 21.489;]
LENGTH (FEET) = 616,753 616,753 119,196 163,368 33.57ii]

MEMORY USED 3600 3600 1120 1680 7200 800
9,38802

The minimum value of the objective function, i.e., the total
number of tape blocks processed in one run cycle of the sub-
systeﬁ, (one month In this example,) 1is 2z = 971067.
Over one run cycle, the I/0 time per file becomes
TOTAL 6.0081

IOTIME (SEC.) = 9571.38 9571,38 1678.22 2300.11 118.19

it Is Immediately obvious that any significant percentage
reduction in the I/0 times for files 1 and 2 would improve
the system performance much more substantially than if the
same percentage reduction were effected on flles 3 to 6.
In general, large tape files that are run frequently

should be given large blocking factors.

Sensitivity Analysis & .

If the tape blocking factors for program A were assigned
arbitrarily, say, Xi=Xp=X3z=X;= 11,
and those for programs B and C were subsequently assigned, say,

X5=X¢= 20,  then we obtain the results

2.53483
7 = 281855 ‘]
IOTIME (SEC.) 407.853 407.853 58,2395 109,813 25,3483

LENGTH (FEET) = 637.311 637,311 91,0038 171,591 39,6094
MEMORY USED 3300 3300 1760 1540 4000 4000 396004

i}
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Over one run cycle of the subsysfém, the I/0 time per file

becomes
2.53481

TOTAL B
TOTIME (SEC.) = 9890.42 9890,42 1281.27 2415,89 139,415

Percent deviations from the optimum can then be computed from
the formula

] .
Ejifj (T = Tj(opt))

A! x 100 %

2} f5 Tjtopt)

.where fj and Tj denote the same as defined earller.

Thus,

A'= -57.81
PERCENT TIME DIFF FROM OPTIMAL = 3.33 3,33 23,7 5.03 18
PERCENT LENG DIFF FROM OPTIMAL = 3.33 8,33 “23,7 5.03 18
PERCENT TOTAL TIME DIFF FROM OPTIMAL i.61 -57 8‘j

. PERCENT TOTAL LENG DIFF FROM OPTIMAL 1,39 '

If the buffer memory for program A were divided equally
among its four tape files, and then files 5 and 6 for programs

B .and C were readjusted arbitrarily, assigning
XI=XZ= 8, x3= 15' x“= 20' X5= 39' x6= 1'

then we obtain the results

19.033
467,057 467,057 u9,819% 81,3951 21,118
729.818 729,818 77,8472 127,187 32,9995
2400 2400 2400 2800 7800 200 29 739_j

IOTIME (SEC.)
LENGTH (FEET)
MEMORY USED

% = 340997
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Over one run cycle of the subsystem, the I/0 time per file

becomes 19.033-\¥
IOTIME (SEC.) = 11326,1 11326,1 1096.03 1730.69 116,149
TOTAL ’

Percent deviations from the optimum are computed to be

. |
A= F-1.73 217
PERCENT TIME DIFF FROM OPTIMAL = 18,3 18.3 ~34.7 -22.1(J

PERCENT LENG DIFF FROM OPTIMAL = 18.3 18.3 ~34,7 22,1
PERCENT TOTAL TIME DIFF FROM OPTIMAL = 10.4 [—————j
PERCENT TOTAL LENG DIFF FROM OPTIMAL = 10,8 =~-1.73 217

A brief look at the sample program output in appendices
A and B will show a distinct difference between using local
and global optimization, Local optimization for program B
ylelds X;= 31.79, Xg= 12.31,
whereas global optimization yields Xj=12.24, Xg=35.21
Thus the two approaches are not always compatible,

It should be emphasized that these percentage reductions
pertain to I/0 TIME, and does not necessarily entail the same
corresponding reduction in throughput time, since the latter
is dependent also on processing fime, overlapped operations,
and many other related system parameters. Nevertheless,
this small example illustrates the power and simplicity of
this optimization technique. Furthermore, it can be expected
that the larger the subsystem and the more disparity there is
among file sizes, record sizes, program rﬁn frequencies, and
memory constraints, the more substantial one can expect the

galns to be from such a system approach.-
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NONL INEAR PROGRAM TO SOLVE FOR OPTIMAL BLOCKING FACTORS
FOR TAPE FILES IN A SU3SYSTEM OF TWO OR MORE
INTERRELATED PROGRAMS.

FORMAT FOR INPUT DATA:
CARD 1 {RIGHT-JUSTIFIED INTEGERS)
COLS 1- 5 NO. OF TAPE FILES IN SUBSYSTEM
COLS 6-10 NOe. OF CONSTRAINTS
COLS 11-15 LIMIT NO. OF ITERATIONS
COLS 16-20  START PRINTING FROM THIS ITERATION
COLS 21-25 STOP PRINTING AT THIS ITERATICN
COLS 26-30 PRINT ITERATIONS OF THIS MULTIPLE
CARDS 2 TO I INITIAL FEASIBLE SOLUTION
10 COLS PER FIELDs 3 FIELDS PER CARD (DECIMAL)
CARDS I+1 TO J NO. OF ALTERNATE TAPE BUFFERS
2 COLS PGR FIELDy 40 FIELDS PER CARD (INTEGER)
CARDS J+1 TO K RECORD SIZES
10 COLS PER FIELD, 8 FIELDS PER CARD (DECIMAL) -

- CARDS K+1 TO L FILE SIZES

10 COLS PER FIELDy 8 FIELDS PER CARD (DECIMAL) -
CARDS L+1 TO M FREQUENCIES OF PROGRAM RUNS
10 COLS PER FIELD, 8 FIELDS PER CARD (DECIMAL)
CARDS M+1 TO N MEMORY CONSTRAINTS MATRIX (BY ROW) .
10 COLS PER FIELD, 8 FIELDS PER CARD (DECIMAL) -
IMPLICIT REAL*8 (A-H,0-Z)-
DIMENSION CL(649)y VL(9)s Y(9) -
DIMENSION FREQ(6), FSIZE(G)s RSIZE(6), IALT(6) -

INPUT MATRIX DIMENSIONS, LIMIT NO. OF ITERATIONS, -
PRINTING PARAMETERS AND CONVERGENCE TOLERANCE.

READ (5,100) -NVyNCoLIMIT,MFROM, MTOs MULEPS
WRITE (6,101) NVy NC, LIMITy EPS

INPUT INITIAL FEASIBLE SOLUTION
READ (5,110) (Y(I)4I=14NV)- '
INPUT NO. OF ALTERNATE TAPE BUFFERS
READ (5510) (JALT(I)sI=1,NV) -

INPUT RECORD SIZES
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READ (59110) -(RSIZE(I)eI=1,NV)
INPUT FILE SIZES
READ (54110} (FSIZE(I)sI=1,4NV)
INPUT RUN FREQUENCIES
READ (59110)-(FREQ(I),IilgNV)-

SO0 (s N el ) OO

INPUT MEMORY CONSTRAINTS MATRIX

WRITE (6,111)
D0 50 J=1,NC
READ (54110) -((CL(14J)sI=14NV)yVLLJY)} -
50 HRITE (64112) ({CL{I4Jd}sI=1,HV),VLII}) -
WRITE (64201) (I,Y({I),I=14NV)-
© CALL GPROJ {CLyVLoYyFyNVNCyEPSeLIMITyHFROMy MTOqMUL+IER,
* FREQeFSIZE,IT) -
IF({IER.EQ.D0) GO TO 60
WRITEL64204) IT,(I,Y(I),I=1,NV) " ,
WRITE (64 205) (I4IALT(I)I4RSIZE(I)4T14FSIZE(L)y -
* IFREQLI) o151 NV) -
WRITE (64206) F
HWRITE (64250) IER
60 TO 70 . .
60 HRITE(69209) ITo(I4Y(I)I=1,NV) -
WRITE(65205) (I,IALT(I)yIsRSIZE(T)I,FSIZE(L), -
* ) . IvFREQ(I)’I=1gNV)
WRITE (6,220) F )
10 FORMAT (4012}
100 FORMAT (6I54F10.6) -
101  FORMAT {'1'¢/,'ONO. OF .TAPE FILES =414,
¥/v NO. OF MEMORY CONSTRAINTS =%414,
%/ LIMIT NOo OF ITERATIONS ='yl4y - .
%/t CONVERGENCE TOLERANCE =1,E8.1) -
110 FORMAT (8F10.2)
111 FORMAT (YOMEMORY CONSTRAINTS MATRIX {LHS.GELRHS) 15/}
112 FORMAT {1Xy16F3.0)
201 FORMAT ('OINITIAL FEASIBLE SOLUTION ',
*//1(' X('.IZ,') ='1F602))‘
204 FORMAT{'ONO CONVERGENCE AFTER "4154! ITERATIONS 3t
*//7(' X(',IZ,')‘='7F602’)
205 FORMAT('OALT. BUFFERS:3!,T17,'RECORD SIZES: Y,
#7324 FILE SIZESs*4T50,'RUN FREQ:'y
x//(Y A(l,IZ,') ="121T171'R('1x2,') ='1F500’T32'
HOE(1,12,1) =*yFB.0,T504'FREQ{"912,") =1,F7.2))
206 FORMAT(*OVALUE OF OBJECTIVE FUNCTION Z =1,F9.0)
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209  FORMAT ('OCONVERGED TO OPTIMAL SOLUTION AFTER t415,
%t TTERATIONS 3%4//90% X{'912,%) =14F6.2))

220  FORMAT {'OMINIMUM VALUE OF OBJECTIVE FUNCTION Z =%,

*FQOO) ’
250 FORMAT ('OERROR CODE ='514) -
10 CONT INUE
STOP
END
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GPROJ

TO MINIMIZE NONLINEAR OBJECTIVE FUNCTIONS MITH LINEAR
CONSTRAINTS USING THE GRADIENT PROJECTION METHOD.

USAGE:

CALL GPROJ (CLyVLyYysFsNVyNCoEPSyLIMIT, MFROMsMTO,MUL, IER,

FREQyFSIZE,IT) ’

DESCRIPTION OF PARAMETERS:

CL -
VL -
Y. -

EPS

LIMIT

MFROM
MTO
MuL
1ER

FREQ -

FSIZE
1T
NVHAX
MAX

INPUT COEFFICIENT MATRIX (DIMENSION NV#NC) -OF THE
LINEAR CONSTRAINTS IN THE FORM CL*YJGE.VL {REAL#*8).
INPUT VECTOR OF R.HeSe. OF LINEAR CONSTRAINTS OF
DIMENSICH NC (REAL*8). .

VECTOR OF DIMENSION NV CONTAINS THE INITIAL ARGUMEN
WHERE THE ALGORITHM STARTS. ON RETURN, Y CONTAINS
THE ARGUMENT CORRESPONDING .TO THE COMPUTED MINIMUM
FUNCTION VALUE {REAL*8).

CONTAINS MINIMUM FUNCTION VALUE ON RETURN

(I.E. F=F(Y)) (REAL*8).

NUMBER OF VARIABLES (INTEGER*4),

NUMBER OF CONSTRAINTS (INTEGER%4).

TEST VALUE FOR ZEROD APPRUXIMATED BY ROUNDOFF ERROR.
SUITABLE VALUES IN RANGE 10%k=4 TO 10%%=-6 (REAL*8).
MAXINUM4 NUMBER OF ITERATIONS. SUGGESTED LIMIT IS
LIMIT = NC (INTEGER%4).

START PRINTING FROM THIS ITERATION.

STOP PRINTING AT THIS ITERATION.

PRINT ITERATIONS OF THIS MULTIPLE.

ERROR CODE (INTEGER*4).

IER= 0 : NO ERROR

IER= J 2 CONSTRAINT J INVALID OR MISSING

IER=~1 : FEASIBLE REGION UNBOUNDED (I.E. NC IS NOT
GREATER THEN NV) -

IER=-2 3 INITIAL VALUE OF Y IS NOT FEASIBLE

1ER=-3 : CONSTRAINTS LINEARLY DEPENDENT (I.E..Q IS

GREATER THAN NV) -

IER=~4 ¢ NC CONVERGENCE IN LIMIT ITERATIONS

FREQUENCY EACH TAPE FILE IS PROCESSED IN RUN CYCLE
OF SUBSYSTEM. (CAN BE FRACTIGNAL) .

AVERAGE NO. CF RECORDS PER TAPE FILE.

ITERATION COUNT

LARGEST VALUE OF NV TO BE PROCESSED

NVMAX+1
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NONDUMMY DIMENSIONS YY(MAXY s DFUMAX) 3 ZUMAX) s VQIMAX ) g H{MAX } o

CQUMAXMAX) 9 CQT (MAXEMAX ) 5 T ( MAXEMAX ) 4
TIMAXHMAX) o RIMAX%MAX ) y PQ{ MAX®HAX)

ROUTINES AND FUNCTION SUBPROGRAMS REQUIRED:

MEQAL ~ DSOS:DSOLIB -~ MATRIX EQUATE

MADD - DSOS:DSOLIB =~ MATRIX ADD _ ,

MMPY - DS0S:DSOLIB - MATRIX MULTIPLY  (NONDUMMY DIMENSION

MINVR - DSOS:DSOLIB - MATRIX INVERSION (NONDUMMY DIMENSION

DoT = DSOS:DSOLIB - VECTOR DGT PRODUCT

MTRAS - SUPPLIED = MATRIX TRANSPOSE

FUNCT ~ USER-WRITTEN - A SUBROUTINE CONCERNING THE FUNCTION
TO BE MINIMIZED, MUST BE OF .THE FORM

SUBROUTINE FUNCT (NyARGyVAL,GRAD)

AND MUST SERVE THE FOLLGWING PURPOSE:
TO EACH N-DIMENSIONAL ARGUMENT VECTOR
A FUNCTION VALUE AND GRADIENT VECTOR
MUST BE COMPUTED, AND ON RETURN
STORED IN VAL AND GRAD RESPECTIVELY

: {NeBo ARGy VAL, GRAD ARE REAL#3),

REMARKS: ,

(1) INPUT MATRIX CL ASSUMED TO BE STORED COLUMNWISE IN

(2)

(3)
f4)

(5)

NV#NC SUCCESIVE LOCATIONS.

BOTH CL AND VL ARE MODIFIED AS THE COEFFICIENTS ARE
NGRMALIZED IN THE ALGCRITHM.

NC MUST BE GREATER THAN NV.

INITIAL VALUE GF Y IS REQUIRED TO LIE IN THE

FEASIBLE REGION DEFINED 3Y THE LINEAR CONSTRAINTS.
ALL ROUTINES USED IN CONJUNCTION WITH THIS SUBROUTINE
MUST HAVE REAL VARIABLES IN DOUBLE PRECISION FORM
(I.E. REAL*8), THIS CAN EASILY BE DONE BY USE OF

- THE 'FORTRAN STATEMENT

IMPLICIT REAL*8{A~Hy0-12) -
AT THE BEGINNING OF EACH ROUTINE.

REFERENCESS

(1)
{2)

KIRKy DeEey TOPTIMAL CONTROL THEQRY - AN INTRODUCTION',
PRENTICE~HALL, 1970, PP. 373~393,

ROSENy Je8sy "THE GRADIENT PROJECTION METHOD FOR
NONLINEAR PROGRAMMING PART 1, LINEAR CONSTRAINTS!,
JeSIAMy VOL.8y 1960, PP, 181-217.
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SUBROUTINE GPROJ (CLyVLyYeFyNV4NCyEPS,LIMIT,
A MFROMy MTOs MULy IERs FREQsFSIZE,IT)
IMPLICIT REAL*8(A~H,0-Z)
DIMENSION CL(NV4NC}yVLINC),Y(NV)
DIMENSION FREQ{(NV), FSIZE(NV)
DIMENSION YY{7)¢DF{7)¢Z(T)4VQIT)sH(T)+CQ(49),CQTI49},
T(49) s TI(49) 4R (49),PQL49)
INTEGER*4 Q
INTEGER*2 H
REAL*8 INF/T.075/

INITIALIZE VARIABLES

IF{NC.LE.NV)GO TO S1
17=0

" Q=0

10

NORMALIZE LINEAR CONSTRAINTS

DO 2 J=L,NC
S=DOT(CL (194 5CLIL,3) 4NV}
IF(DABS(S).LT.EPSIGD TO 97
IF(DABS{S-1.).LT4EPS)G0 TO 2.
$=14/DSQRT(S)

DO 1 I=14NV
CLIT4J)=S*CLUIT4J) -
VL{J)=S%VLIJ)

CONT INUE

DETERMINE ACTIVE CONSTRAINTS AND FEASIBILITY OF POINT Y

D0 5 J=14NC
S=DOT(CL {19} Yy NV)=VLIJ) -
IF{DABS{S)<GE.EPSIGO TO 4
Q=Q+1

H{Q)=J

60 TO 5

IF{S.LT.0.)60 TO 92
CONTINUE

DETERMINE PROJECTION MATRIX PQ
IF(Q.GT.NV+1)GO TO 93

IT=1T+1
IF(IT.GT.LIMITIGO TO 94
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D0 13 I=14NV

D0 13 J=1,NV
1J=I+(J-1)*NV
IF(1.EQ.J1GO TO 12
PQ(1J)=0.

G0 TO 13

PQ(IJ4)=1.

CONT INUE
IF(Q.EQ.0)GO TO 15

D0 14 I=1,Q

J=H{TI)

13=1+{I=1)%NV

CALL MEQAL{CQIIJ)»CL(15J)9NVelsl)
voiIl=vL W) '
CALL MTRAS(CQT+CQsNVsQ) -

CALL MMPY(T,CQT+CQsQyNV,Q) -

_CALL MINVR(TI,T,DET,Q) -

15

17

18

CALL MHPY(RsTI¢CQT Qs QaNV) -
CALL MMPY(TsCQsRyNV,QsNV)
CALL MADD(PQyPQsToiVeNVy-1)

CALCULATE GRADIENT PROJEC%ION A

CALL FUNCT(NV,Y,F+DFsFREQ,FSIZE)
CALL MEQAL (DFyDFyNVsly=1) -

CALL MMPY(Z,PQ+DFsNVyNV,1) -
IZNORM=DSQRT{DOT(Z4Z4NV)) -

CALCULATE MATRIX R AND RQ

RQ=-INF

1F{Q.EQ.0)GD TO 18

CALL MMPY(TsCQT+DF,QsNVy 1} -
CALL MMPY{R,TIsT5QyQs1)

D0 17 1=1,Q
IF{RQ.GE.R(1))IGO TO 17
RQ=R(I)

K=I -

CONTINUE

_TEST FOR CONSTRAINED MINIMUM .

IF(ZNORM.GT.EPSIGO TO 20
IF{RQ.LE.EPS)GD TO 98
G0 TO 25

CALCULATE BETA
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IF{Q.EQ.0)G0 TO 2
BETA=0, :

D0 22 1=1,Q .

S$=0.

D0 21 J=I,Q
TJ=1+{J~-1)%Q
S=S+DABSI(TI(1J})
IF(BETA.LT.S)BETA=S
CONTINUE
IFIRQ.LE.BETA)GO TO 26

DROP HYPERPLANE H(K) FROM ACTIVE CONSTRAINTS
H{K)=H(Q) -

Q=0-1
G0 TO 11

. FORM NDRHALIZED GRADIENT. PROJECTION Z

26
21

28

30

35
36

S=1¢/ZNORM
D0 27 I=14NV
Z(I)=5%Z2(1) "

DETERMINE MAXIMUM POSSIBLE STEP SIZE (STEPM)

STEPH=INF

00 30 J=1,NC

IF(Q.EQ.0)GD TO 29

D0 28 1=1,Q

IF{J.EQ.H{1))GO TO 30

CONT INUE

S=DOTHCL(14d)5Z4NV)
1F(DABS(S).LT.EPSIGO TO 30
STEP={VL (J)=DOT(CLI1,J) s YsNV))/S
IF(STEP.LE.0.OR.STEP.GT.STEPMIGO TO 30
STEPM=STEP *

M=4

CONT INUE

DETERMINE TENTATIVE NEXT POINT YY

DO 36 I=1,NV
YY(I)=Y{I)+STEPM*Z{I) -

CALL FUNCT(MV,YYyF,DFyFREQ,FSIZE)
CALL MEQAL (DF+DFyNVy1y-1)
IF(DOT(DF424NV) «GE«~EPS)GO TO 45

FIND NEXT POINT YY BY BISECTION SEARCH
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TH=STEPM/ 2«

STEPM=TH

DO 42 I=1,NV
YY{I)=Y(I)+STEPM*Z(I)

CALL FUNCT(NV,YY,F,0F 4FREQsFSIZE)
CALL MEQAL(DFsDFsNVyly=1)
$=DOT (OF 1Z,NV)
IF(DABS{S).LT.EPS)GO TO 46
TH=TH/ 2.
STEPM=STEPM+DSIGN{1.D0y S)*TH
GO TO 41

ADD HYPERPLANE M TO ACTIVE CONSTRAINTS

Q=Q+1
H{Q)=M

UPDATE Y AND START NEXT ITERATION.

CALL MEQALI{Y,YY¢NV,1,1) -

 PRINT INTERMEDIATE ITERATIONS

ML=1T/MUL*HNUL

IF{IToLTJMFROMGORITLGT MTO. OR.IT.NE.NL) 60 TO 10
HRITE (6,1000) ITy (Is Y(I)9I=14NV)

FORMAT ('OSDLUTIDN AFTER V¢I5,' ITERATIONS 27,

¥//90Y X(15125") =*,F6.2))

MO

o1
92
93
9%

97

98
99

GO TO 10
RETURN ERROR CODE

1ER=-1
60 TO 99
JER=-2
60 TO 99
1ER=-

60 T0 99
1ER=-4
60 TO 99
1ER=J

66 T0 99
IER=0
RETURN
END
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SUBROUTINE MADD {AyByCyNRsNCoKS)

IF KS.LT.0, SUBROUTINE MADD SETS A EQUAL TO B.
IF KS«6E.0y SUBROUTINE MADD SETS A EQUAL TO B PLUS C.

IMPLICIT REAL*8{A-H,0~7)
DIMENSION A{NRyNC) 4B(NRyNC) s C(NR,NC)
IF(KS.GE.0) -GO TO 200
DO 150 I=1,NR

00 150 J=1,NC
AlI4J)=B{1,J)=C{I,J)
RETURN

DO 250 I=1,NR

DO 250 J=1,4NC
AlL23)=Bl14J)+C(144J)
RETURN

END
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SUBROUTINE MEQAL (A,B4NRyNC,KS)

IF KS+LT.0s SUBROUTINE MEQAL SETS A EQUAL TO MINUS 8.
IF KSeGE«Qy SUBROUTINE MEQAL SETS A EQUAL TO B.

- IMPLICIT REAL*8(A-H,0~Z)

DIMENSION A{NR4NC},B(NRyNC) -
IF(KS.GE.0) GO TO 200
PO 150 I=1,NR

DO 150 J=1,NC
AlL4J)==B(144)

RETURN

DD 250 I=1,4NR

DD 250 J=1,NC
AlIJ)=B(I4J)-

RETURN

END
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SUBROUTINE MMPY (A4B,CyNRA,NCB,NCA)

SUBROUTINE MMPY SETS MATRIX A EQUAL TO MATRIX B
POST-MULTIPLIED 8Y MATRIX C.

NRA = NUMBER OF ROWS IN A,8
NCB = NUMBER OF COLUMNS IN B, ROWS IN C
NCA = NUMBER OF COLUMNS IN AsC

IMPLICIT REAL*8(4~H,0-2)
DIMENSION Al11024}48(1024)4C{1024)40(1024) -
DD 100 I=1,NRA

DO 100 J=1,NCA
MD={J=1)*NRA+1
D{MDY=0.0

00 100 K=1,NCB
MA=(K=1)*NRA+1
MB={J-1)*NCB+K
DIMD)=D(NHD)+B(MA)*C{HB) -
NME=NRA%NCA

DO 200 I=1,NME
AlI)=D(1)

RETURN

END
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SUBROUTINE MTRAS (RyAsMeN) -

SUBROUTINE MTRAS TRANSPOSES MATRIX A. .

IMPLICIT REAL*8(A-H,0-Z)
DIMENSION A(MyN)4RINyHM)
DO 1 I=1,M

DO 1 J=1,N

RUJSI)=A(150)

RETURN

END

-85
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SUBROUTINE MINVR (AsBsDETsN) .

SUBROUTINE MINVR COMPUTES THE INVERSE AND DETERMINANT
OF MATRIX 8. :

IMPLICIT REAL%*8{A-H,0-2)

DIMENSTION A(NgN)B(NyN) -

DIMENSION PIVOT(32),IPIVOT(32), INDEX(32,42)

EQUIVALENCE (IROWsJROW) s {ICOLUMyJCOLUM) s (AMAX4T 5 SHAP) -

INITIALIZE VARIABLES

DET=1.0

00 40 I=1,N
IPIVOT(I)=0
DO 40 J=1sN
AlI,4)=B(L¢J}

PERFORM INVERSION ROUTINE
DO 600 I=1,N
SEARCH FOR PIVOT ELEMENT PIVOT{I)..

AMAX=0.0

DO 110 J=1,N

IF(IPIVOT(J).EQ.1) GO TO 110
DO 100 K=1oN
IF(IPIVOT(K)=1180,100,1000
IE(DABS(AMAX) «GELDABS{A{J4K)}) GO TO 100
IROW=J .

ICOLUM=K

AMAX=ALJ 4K)

CONT INUE

CONTINUE
IPIVOTIICOLUM)=12TVOT({ICOLUN)+1

INTERCHANGE ROWS TO PLACE PIVOT ELEMENTS ON DIAGONAL.

IF{IROW.EQ.ICCLUM) GO TO 260
DET=~-DET

DO 200 L=1,N

SWAP=A{IROW,L)
ACIROH,L)=AUICOLUM,L) -

200 A{ICOLUNM,L)=SWAP
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INDEX({1,1)=IROW
INDEX(I,2)=ICOLUN
PIVOT{I)=A(ICOLUM, ICOLUM) -
DET=DET*PIVOT(I) -

NORMALIZE PIVOT ROW ON PIVOT ELEMENT .

A(ICOLUM,ICOLUM)=1.0
DO 350 L=1.N
A(ICOLUMsL)=A{ICOLUM,L)/PIVOT(I)

REDUCE NON-PIVOT ROWS.

DO 550 L1i=1,N

IF(L1.EQ.ICOLUM} GO TO 550
T=A(L1,ICOLUN)
A(L1,ICOLUM)=0.0

DO 450 L=}1,N
A(LLoL)=A(LL14L)-ACICOLUN,L)*T
CONTINUE

CONTINUE

INTERCHANGE COLUMNS.

DO 710 I=1,N

L=N+1-1
IFUINDEX{Ly1).EQ.INDEX{Ls2)) GO TO 710 .
JROW=INDEX{L,1) - ‘
JCOLUM=INDEX(L,2)

DO 700 K=14N

SWAP=A(K+JROW)
AlKoJROWI=AL Ky JCOLUM) -
A(K,JCOLUM)=SWAP

CONT INUE

CONTINUE .

RETURN

END
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FUNCTION DOT (XsY4NN) .

FUNCTION DOT CALCULATES THE DOT-PRODUCT OF
NN-DIMENSICNAL VECTORS X AND Y.

IMPLICIT REAL¥8(A-H,0-2)
DIMENSION X{NN)¢Y(NN) -
DPR=0.0

DO 100 I=14NN
DPR=DPR+X{1}*Y(I)
DOT=DPR

RETURN

END



-89

SUBROUTINE FUNCT (NyXsVALyGRAD, FREQ,FSIZE) -

SUBROUTINE FUNCT COMPUTES THE VALUE OF THE
OBJECTIVE FUNCTION AND ITS PARTIAL DERIVATIVES
WITH RESPECT TO EACH VARIABLE AT POINT X.

cocon

IMPLICIT REAL*B (A-Hs0-Z) -
DIMENSION X(N)}, GRADIN), FREQ(N)y FSIZE(N) -
VAL=0, ’
DO 10 I=1,4N
© VAL=VAL+FREQ(I)*FSIZE(I) /X(I) -
10 GRAD{1)=-FREQIIV=FSIZE(I)/X(1)%%2
RETURN .
END
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SAMPLE QUTPUT :

NO. OF TAPE FILES = 6

NO. OF MEMORY CONSTRAINTS = 9
LIMIT NO. OF ITERATIONS = 500
CONVERGENCE TOLERANCE = 0.10-02

MEMORY CONSTRAINTS MATRIX (LHS.GE.RHS) -2

=300, -300‘ ~160. -140. 0. ) (18 -10000.
“3000 0. 0. Oe =200, 0. -12000.
00 0. 0e 00 ‘200. ~200. ‘8000.
1. Oe Oe 0. De Oe 0.
0. l. 0. 0. 0. . 0. 0.
0. 0. 1. 0. 0. (118 0.
0. Oe O. le 0. 0. 0.
0. O. 0. 0. l. 0. 0.
0. 0. 0. 0. 0. 1. 0. .

INITIAL FEASIBLE SOLUTION ¢

X{ 1) = 10.00
X( 2) = 10.00
X( 3) = 10.00
X( 4) = 10,00
X{ 5) = 10.00
X( 6) = 10.00

SOLUTION AFTER 100 ITERATIONS :
Xt 1)

= 12,25
X( 2) = 12.25
Xt 3) = 7.11
X{ 4) = 10.80
X{ 5) = 24.43
‘XU 6) = 10.76

SOLUTION AFTER 200 ITERATIONS

Xt 1) = 12,24
X{ 2) = 12,24
Xt 3} = 7.14
Xt 4) = 10.80
X( 5) = 34,72
Xt 6) = 5,28

_SOLUTION AFTER 300 ITERATIONS

X( 1) = 12.24
X{ 2) = 12.24%
Xt 3) = Tel4
X( 4) = 10.80
X{ 5) = 35.03
X{ 6) = 4,97



SOLUTION AFTER 400 [ITERATIONS @

X( 1) = 12.24
X( 2) = 12.24
Xt 3) = T.14
X( 4) = 10.80
X &8} = 35.16

NO CONVERGENCE AFTER 501

X( 1) = 12.24
Xt 2) = 12.24
X{ 3) = T.14
X{ 4) = 10.80
X(.5) = 35.21
XL 6) = 4.719

ALT. BUFFERS: RECORD SIZES:

Al1) =2 R{ 1) = 150.
Al 2) =2 . RU 2) = 150.
Al 3) =2 R{ 3) = 80.
Al 4) =2 R{ 4) = T0.
Al 5) =2 R{ 5) = 100,
AL 6) = 2 R( 6) = 100.

VALUE CF OBJECTIVE FUNCTION

ERROR CODE = =4

7.

ITERATIONS @

FILE SIZ2ES:

F{
Fl
F{
Fi{
F{
F{

1) = 50000.
2) = 50000.
3) = 10000.
4) = 20000.
5) = 50006
6) = 500.
2705164
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RUN FREQ:

FREQ( 1) =24.2
FREQL 2} =24.2
FREQ( .3) =22.0
FREQL 4) =22.0
FREQL 5)
FREQ( 6)
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