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ABSTRACT

This study is an attempt to elucidate some of the
aspects of constructional meaning associliated vith
grammatical voice in English. Experimental findings are
presented, which indicate the relative meaningfulness, to
ordinary literate Speakers, of the preverbal, intraverbai,
and postverbal components of voice syntax, and the cognitive
interactioqs among thew. From these data, it 1is inferred
that the active-passive alternation is not a  unitary
phenomenon, psycholinguisti"lly,;dnd that the linguistic
Competence underlying the use of grammatical voice 1is more
realistically uodelea. by a surface-structure paradigm than
by abstract rules for permuting constituents.

The origins and developaent of the active-passive
inversion rule are described, from traditional accounts of
voice meaning and syntax to cent formulations by Choisky
and others. The fundamental importance of the rule in
generative-~-transformational theory is emphasized, and 1its
inadequacy, even as a purely descriptive measure, 1is
discussed. The experimental literature relating to the use
of grammatical voice 1is reviewed: the relevant studies,
representing a variety of points of view and often involving
voice only tangentially, are seen to be largely
inconclusivef

Tvo newvw experiments are reported. In the first,

undergraduate volunteers learned to distinguisa sentences
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which varied systemat ally as to the presence or absence of

the perfective have...-ed and passive be...-ed auxiliaries

N

]
in the verb phrase, as well as having by-phrases alternating

with other constituents in the poétverbal adjunct position.

Intraverbal factors were more salient than postverbal,
reflecting the opt;onality ot agentive by-phrases in English
passive locﬁtions. T A strong interaction between voice
morphology and perfective aspect vithin the verb phrase wvas
interpreted as evidence of the syntactosemantic ambiguity of.
those fornall; similar elements.

In the second experiment, subjects were required to
caiegorize, in hierarchical fashion, 120 different
predicative statements having = either a nominal, an
adjedtival, or a past-participial adjunct in the postcopular
position. Although the subject group as a whole <clear.v
separated agentive passive predications fron non-passive,
agentful agentives from ajentless, and noainal complements
from attributive, their over-riding concern was with
singularity vs. plurality in the subject NP. The
informants, furthermore, were by no means unanimous in their
bases for distinguishing sentences; together with their
further preoccupation with animateress and ‘definiteness in
subject nominals, this suggests that passive predications
are not quite the same kind of message as be -- Complement
sentences, but at thg sape time that they are not sO

.
marked: different from them as to constitute an inverted or

othervise ?'derived' locution type.
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Word order is unquestionably an abstract entity, but it
oves its existence solely to the concrete units that contain
it and that flov in a single dimension. To think that there
1s an incorporeal syntd; outside material units distributed

in space would be a aistake.

- P. de Saussure -



CHAPTER ONE

INTRODUCTION

Grammarians' views on the nature of grammatical voice

have varied considerably, over the years. One of the more

+

skeptical opinions was expressed by R. B. NMcKerrow in 1922:

It we were now starting for the first time to construct
a grammar of modern English, without knowledge of or
reference to the classics, it might never occur to us to
postulate a passive voice at l. It seems to me that
it 1s questionable whether (in spoken English. of to-day
there is really any such thimg, and though, as a wmatter
of convenience, it wmay be\ well to retain it in our
grammars, I doubt whether it qught to occupy quite so
prominent a . position as if sometimes does. (p. 163)

-

he English Verb

In  his comprehensive study On Voice in
(1966), Jan Svartvik echoed McRerrow's plea, and adduce?d
some persuasive enpiriéal evideﬂce in its support: the most
commonly occurring ‘'passive' locutions, he found, differed
neqgligibly from predicative uses of 'be' and bore 'little
relation to any active transitive clause. Svartvik's
approach, to be sure, vas an open-minded one: his working
definition of a *passive! construction vas pure}y formal,
. ¢
much morf inclusive than eithgg then current ttaxonomic
descriptions or gemerative-transformational analyses, and it
netted him _--a wide-ranging corpus of 'be ~-- V+ed!
constructions and theif co-occurrents. Since the goal of

the enterprise was to arrive at a taxonomy of the



lexico-syntactic  Signals ot vorce  and thett semant e

correlates, ftormal and distraibutional criteria dominated the

typoloqiédl A tid quantitative analyses, Interences
t

theretrom, however, relied heavily  on analytic  antairtion,

with hittle or no  attempt made to  Justity thoce

philosophical presuppositions which all Lingulsts Leem to

share.

The approach taken here  is also  that of  the Ytichy oy

expedition,' but trom a rather difterent point of view. The
intention is not to propose  yet cnother  lingulistic
descripti m -- taxonomic, gqenerative, or otherwise --  of

volce syntax 1n English, but in a4 scnse to try to obtain

“apirical justitication for that which Svartvik and a4 hogt

of others have taken quite for granted, i.e. . to determine
vhet her the graamatical concept of wvoice he o functicaal
reality to speakers as a psycholinqu :tic phenomenon. In

light of sSvartvik's taxonomic findings it must be asked,
indeed, whether there is Such a single unificd phenomenon as
voice alteriation in the traditional sense, and whether it
1s not betterzfegarded as the confluence of two or three
somewhat disparate synt- ‘' semantic events. The question is
not how active} and passive comstructions =azay best be
correlated in “a grammar, but rather, how speakers compose
and understand sentences, and whether they conceive of
actives ana passives as correlated at all. Various
linguistic descriptions are examined, as potentia. sources

of hypotheses zbout the voice aspect of verbal competence,
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but the main purpose ‘>€ thio study 15 to ancsess otdinary
i

literate spoakers' behavioral anterpretation:.  of active and

passive tormes. The conclusions 1oached  are thus  based on

replilcable (‘m‘pili(?dl observation, and t‘.tlmy raise some rathed

important question:s about the adequacy ot current competence

)
-

theorlies.
For repnerations, qt*tmdflCdl descriptions of Fnglish
vOlce syntax have been based on  the highly systematic

structural relations 1nferrable between active aad passaive

transitive sentences with overt ajgent s, an i the
1llocutionary correlates ot these _formal mapplngs. The
transtormational tormulation ot these regularities

constitutes a virtual sine gqua non of current linguistic
theory, occupying 2 prominent and early place in every
‘'generative grammér textbook. Passiveness, Chonmsky has
argued, 1s more than a mere aspectual featﬁre of the verb:
its co-occurrence restrictions are such as caannot be state?d

simply, in  a one-level descriptive systen; hence,

&

transformations are required 1in grammars, in orler to

expiain how altermative locutions ~elated tanrouch a

common core of meaning. and this, t "=« further claimed,

sodels *the "mental reali+y underily tual- behavior,"

[

known to and used by every mature speaner of the language

(Chomsky, 1957, pp. 42ff.; 1965, passim; 1966a; 1968) .

Experiments on the cognitive implications of syntactic

variation have yielded equivocal results for the

-~

gJenerative-transformational perforrance hypothesis in



Jeneral, and for the active-passive relation in particular
(Watt, 1970; uwreene, 1972) . Few ojult speakers are  ever
Actually aware of voice in sentences; most must be taught 1t
ta.rly «carefully, tor sentence-transforming  experiment s.
Subjects usualiy tind the active-passive distinction
difterent in kind from other syntactosemantic aspects ot

sentences such as mood and modality, and some speakers tail

al toget her to distinqguish passive sentences  from their
active counterparts (Baker ¢ Prideaux, 1975 Baker,
Prideaux, & Derwina, 1973; Reid, 1972, 197u4b). Generative-

transformational theory, however, denies any accountabifity
to such perforhative facts, for 1t purports to represent
just the unconscious knowledge of the 'ideal?
speaker-hearer, and then only in *he most abstract and
descriptively parsimonisas fashion. Transfo: 1tionalism
entertalus no hypotheses except how intuitively correct
Structural descriptions may most elegantly be generated, yet
it ascribes performative relevance. to its circularly
rredictive grammars as if whole populations had contributed
to 2 language-use i;vestigation. What competence seems to

a: ur to, 1n the Choamskyan view, is a codification of those

av

dspécts of the human faculte de langage which are amenable

to systematic desC}iption; as such, it is a theory that
cdﬁnot claim any psychological reality worth mentioning
(Pelﬁkamp, 1¢71; Reid, forthcoming [a]; Stuart, 1969).

What is needed in psycholinquistics 1is a more realistic

account of the knowledge which governs linguistic behavior.



Introspective analyses within the generative-

transtormat ional framevwork have provided sultiple
hierarchies of formal inclusion relationships as candidates
tor cognitive facthood: t he extent to which these

elationships  hold, however, is a4 mattet to. empirical
investigation, not rational deliberation, for no hypothesic
Wis ever publicly confirmed 1n a Gedankenexperiment.

Researchers now have some. idea of the hierarchical dominance

relationships which generally obtain among the basic
illocutionary features of utterances: those
syntactosemantic alternatives traditionally regarded as
having the 'same' meaning -- and, hence, accéunted for
grammatically by optional 'non—ueaning—chdhging'
transformations ~- are usually low in apperceptual salience,

relative to 'meaningfully different' oppositions (Prideaux &
Baker, 1974; Reid, forthcoming [b1]) - Such findings may not
be unequivocally attributed simply to cons tructional

meaning-equivalence, nor even to syntactosemantic confusion;

there is always the pcssibility, in form-oriented
differentiation tasks, that no difference in form 1is
perceived, as well. . Other r:lations among superficially

similar sentences, in other words, may be far more cogenf to

ordinary 'langhage ase than the analytically subtle
-ansformational regularities.

Svartvik found, for example, that agentless be -- Vted

~clauses by far outnumbered °*agentful' (1966, p. 141), and

that they did not, in ev-~7 case, have a viable active
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transitive counterpart. They did, however, have
‘paradigmatically' related paraphrases, which led Svartvik
to conclude that m™as we proceed down the passive~scdle, in
the direction away from the agenttul classes, it becomes
increasingly realistic, and econonmical, to consider the
production ot passive sentences in terms of serial
relationship with equative and intransitive active clause
types" (p. 166) . Watt (1970, 1974) has suggested,
furthermore,’ .that agent less passive expvressions are
initially learned a$ instances of the Noun--be--Adj kernel

sentence type (Harris, 1957), and can find no reason to

believ« ‘hat speakers later abanden this simple paradigmatic
view of be predication in order to produce one of its
familiar subtypes as truncates c¢f full passives. The

empirical evidence 1s only suggestive, bhut 1t may not be too
far-fetched to suppose that 'full'1>passives, contrary to
generations of analytic dogma, Ray as easily function 1in
language use as extensions of the so-called ‘'truncates' as
the reverse (Svartvik, 1966, p. 134).

If ordinary English speakers could be shown to treat
active sentences and their passive counterparts as members
of the same message-type paradigm, rather than different
ones, this would constitute evidence for the primacy of
left-to-right hierarchical éomposition’over transformatiopal
generation as the cognitive basis of grammatical voice use.
Deep structure would then stand revealéd as an artifactual

level of analysis, necessitated by adherence to sets of
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"ordered sentence-enumerating rules" (Lees, - 1964) as
descriptive systems. Not that the transformational relation
as an analytical notion is to be totally denied: it « u,
undoubtedly, be polnted out to many native speaketv:. Keocent
experiments have shown, however, that even the explicit
transforming of given sentences is more adequately described
by a surtface-to-surface 'perforgative efficiency' model than
by any extant ‘recovery of deep structure' scheme (Baker &
Prideaux, 1975). A wviable "speaker-hearer grammar" will
t’ nrobably share many of the features of systematic
tic descriptions, but(!here the latter seek to expose
"the whole system of a language"™ in terms of "the maximunm
depth of analysis attainable by a rather subtlef;native
speaker," the former must deal u%th the human nyh% as a
"memory-equipped device,™ and may incorporate algorithmic
procedures reflecting some inelegant but effective
"mpemotechnical™ shortcuts {(Peltkamp, 1971, p. 235ff.).
While the present work seeks wultimately to make a
contribution toward <a behaviorally-constrained theory of
linguistic competence, 1its immediate goal is a wmore modest
one: to discover what correlations exist between linguists'

g
conceptions of voice and ordinary speakers' notions thereof.

1
The ‘'marked' member of the voice opposition 1is wusually
characterized in terms of one or more of 1ts three main
facets:

1. a 'victim-event' relationship (Joos, 1964) between the

referents of the preverbal (subject) NP and the verb;



8

<. the overt presence of be...-ed in the verb phrase, and
its resultant aspectual meaning;
J.Iei'ressed, or at least ilpliéd, agency, 1in an optional
postverbal by-phrase adijunct.

The extent to which these features are claimed to interact
semantically varies from theorist to theorist, and largely
Jétermines vhat is or is not to be considered an instance of
the passive. One thus reads of passive subjects, passive
verbs, passive constructions, passive sente#ces, and so on,
but nearly always in terms of what they are not, i.e.,
active. The Saussurean principle of analysis only in terms
of functional contrasts has been such a pervasive tool in
20th century 1linguistics that tew, if any, atteampts have
been made to discover what voice is, to the average speaker.

Uﬁderlying most iinguistic " and psycholinguistic
theorizing abodt voice is the usually unspoken assumption
that active and passive sentences are patently different.
The goal of the theorizing is then to describe the
structural and semantic cofrespondences between these
sentence types, on the one hand; and the psychological
correlates of those abstract relations, on the othe.. The
passive transformation, in other words, 1s taken to be a
cognitive fact, and  research is conducted in order to
explain its mental wutility as a mediator between sound and
meaning. What if the assumption were wrong? Aside from the
vell-documented fallacy of making psychological inferences

from grammars that ‘'work! (Stuart, 1969; Derwing, 1973;
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Botha, 1970, 1973), there are experimental findings which
SuJjgest that actives and passives are differeantiable, but by

no means obviously so (see above); how then can linguists

continue to theorize as -1t their assumption were a
vell-known fact? To clarify the active-passive ditferen. -
on the basis of empirical observation, however, 1is
epistemologically awkward: the scientist cannot, as a

matter of primnciple, vindicate the Null Hypothesis; he can

only. offer evidence against it, with an associated
probability of being correct -- or wrong. The belief that

two things are not significantly different can thus never be

established; it is the faute d'autre explanation which

N

t 2ins after every attempt to demonstrate a significant
diffe-once has failed, and one can never be certain that
enough ccunteriiy~~theses have bheen tested. There 1s no one
experiment, 1" snort, which will confirm or dehy the
psycholo«<.cz. neessity of the passive transformation, and
an eampirical appr-:ch to the matter «cannot be other than

piecemeal.

It bhas been cla. .- oc kv, 1970, 1972) that the three
characteristics of p =i = scut .on (see above) héve a
certain amount of independ- - ocnly one unequivocally
associated with passiveness - *~ he the agentive
by-phrase, for ‘victin? Yol be - V+ed
constructions occur in sente~ . ~= o fre- iy not
analyzed aé passive,  such as 7. se sk - or

'John was excited at the prc--=ac RO yet,
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explicit agency would appear to be quite 1. iundant, since
agentless passives are far more common than agenttul, and
indeed, passive intent can be communicated with neither
agency nor passive verbal aspect expressed (Lyons, 1968, pp.
3J76ft.; Svartvik, 19606). Besides these distributional
tacts, the very 1lack of aqreement among theorists as to
wvhich is the cardinal feature of the three leads one to
question the unitary natugé - of the phenomenon. It
behavioral evidence could be found to support one viewpolint
or another, linguistics as a science would be that nmuch
closer to justifying its fundamental assumptions and
defining, c¢n a truly empirical basis, what passiveness
really consists of. And 1f such evidence, furthermote,
could show that elusive concept to be more readily
communicable in superficially similar but transformationally
divergent sentences than the reverse, that vould 1lend more

,¥eight to the “"executive efficiency" hypothesis (Watt,
1974) .

~The ovefall aim of this study, therefore, wvas to
investigate the psychological correlates of the formal
active-passive relation, and the extent to which these play
a part in ordinary langqua -2 use. The first experiment,
designed to assess the cognitive autonomy of the threer
principal components of voice syntax, showed that the verbal
aspect component of sentences has communicative reality
vhich is independent of postverbally adjoingd information,

and carries amuch the greater voice—signalling burden; the
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active-passive relation vould thus seemn to  encompass

psychologically discernible form-meaning  as:ocrations which

sometimes coincide in sentences, and  sometimes do not. The
passive transformation, which tormally 1ncorporates all
these components, thus accounts tor -- .and thereby labels as
‘passive’ -- only those sentences in  which all three are

operative, and hence fails both as thp'tormalization ot some
aspect of human linguistic conpofence, and as the keystone
element of grammars purporting to enumerate all the Ba jor
sentence types of English. A second experiment, which
sought to establish the place of passives 1in the hierarchy
of be predication, found them to be communicatively in a
class apart from traditional complement constructions (i.e.,
be -- ADJ; be -- NP); but the fact +hat singularity vs.
plurality in sentence subjects had far greater salience as a
messqge—typé-distinguishing leature suggests that passive
predicatidns are not altogyether unrelated to attributive
statements, for the formal and semantic characteristics of
senténce subjects were considered at least as importanf as
those predicate features which distjﬁguished clause types.
In addition to detalled éxpositions of completed
original experiments, the remaining chapters of this t esis

- »,
comprise the rationale therefor, in the foram af amplified
v 0 . v

-, g ‘- P

treatments of the ideas and arguments thus far presented "

/

’ . /
only sketchily. Linguists' accounts of passive voice are
~ K
reviewed, from the pre-structuralist.—traditions to the most

recent generative—-transformational proposals, with one



thread, the notion that Passives are derived  tron actives,
connecting them al). The relevant  antecedent cxperrmental]
research is  surveyed, most of 1t deal ing with voiceonly
tangentially (that alone necessitating  a more comprehensive
study), and past ftindings are coabed for loose ends in need
of tying up. A general hypothesis ot independent
tirst-to-last brocessing for active and passive sentences - -
based on independent suggestions by Svartvik (1966), wWatt
(1970, 1974) , and others -- isg developed, as a more
plausible alternative to anything inferrable from current
competence theory, and subjected +to empirical testing. The
experimental results that were obtained are not likely to
N\ \ e
shake the foundatijons of transformationalisnm, /6Gt they
should at least add one more volice to the growing chorus of

protest against "'fly-bottln' scientisnm in linguistics

(Prideaux, 1971).



CHAPTER THWO

GRAMMATICAL ACCOUNTS OF VOICE

When grammatical transformations, as tformulated by
Choamsky, appeared in print in 1957, they were hailed -- and
condeaned -- as a revolutionary new 1idea. And yet basically
they were not new at all, for the notion that certain
classes of sentences are systematically related in form and
;eaning had been grammatical doctrine for generati - s. What
was nev was the degree to which formal syntactic relations
were made explicit and general, at *he expense of semantic
relations -- which were virtually ignored -- and the
questionable uses to which transformations were being out,
as part of an abstract generative machine for language
description (Reid, forthcoming [a]).

of alil the inter-sentence-type transformational
relations, the active—péssive surely has the longest
tradition. With 1its roots in Graeco-Roman antiquity, the
grammatical dichotomy now:  known as voice survived ‘or
centuries in western European grammars, both those of Latin

and Greek and thcse of the vernaculars. The classical
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tradition, as  Michael (1970) has shown, hars been 1mmense,
authoritative, and almost inescapable; McKerrow's objective
detachment from the tyranny Sf the vpast (cited above, .o 1)
has not had many co-adherent:s, even among the avowedly
sclentific mid-20th century structuralists.

From earliest times, activeness and passiveness  have
been defined 1in tandem, with the at least  1mplicit
suggestion that the one ic an alternate form ot, and
derivable from, the ,other. The positive attributes of
passive constructions have trom time to tiame been menfioned,
but the historical trend has been to treat passives as
something marked or extraordinary, av perversion of the
'natural' and "logical' order. Passives have thus generally
gotten short shrift in grammatical descriptions, compared to
actives. In this broad relational sense, there has alwvays
been a passive ‘'transformation,' at least 1in ovo; 1its
disparate syntactic and semantic aspects only needéd to be
rigorously formalized.

The most noticeable fea-ure of gramaatical accounts of
voice through the ages, as even a cursory examination of the
tradition will show, haé been 1inconsistency. The origin of
the ¢term 'voice' itself, as a grammatical cateyory, 1is
difficult to detersine, for Roman and mediaeval Latin

”

. : A7 .
grammarians rendered the ancient Greex concept ofydiathesis
{

variously as genus, species, significatio, or adfectus, and

reserved the use of vox for the relatively uninteresting

tarticulate sounds' conventionally associated with words
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(Lyons, 1964, up: 371-2:; Michael, 1970, pp. U5-6, 113-4).

But more than that, there hays  been, besides the usual
contusion amony formal, semantic, and syntactlc criteria so
characteristic of pre-structuralist  grammars, a4 great

di vergence ot opinion among grammarians as to  exactly what
1t .1s that can be ei1ther active or passive: nouns, verbs,
verb phrases, predicate phrases, verb adjuncts, quses, or

Ny

vhole sentences.

Graeco-Latin Origins

Dionysius Thrax, in the second century B.C., classified
both nouns and.. verbs on the Dbasis of diathesis
(*disposition'), ascribing energeia to word denoting
‘actors' and 'ag}ing' (e.qg., krites *the one jud‘?ig'; typto
'I strike'), and pathos to 'receivers' and the 'receiving'
of action (e.g., Kpitos 'the one being judged'; glggé!g; 'I
am struck'). His verb examples illustrated the high degree
of morphological inter-relatedness which generally obtaine
between the voice alternants of verbs in Greek, but his nou

examples . were misleading. Relared noun pairs such as

kCites-kritos were somewhat exceptional, and more a matter

of historical accident than paradigmatic alternation; the
existence of active\sné passive participles (e.g., krinon
'the one Jjudging'; k;inogggé§ *the one being Jjudged?)
occurring freely as nowminals made ‘t'active-passive' npoun
pairs somewhat superfluous, and probably inhibited their -

historical formation, as well. Being thus of such limited
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applicabality, the notion ot voice .. . noun accrdent gained

little or no acceptance (Mi1chael, 1970, vp. 11 -4y .

Aithough diathesis .. “ns1ibly had to do with the torms o
verb can  take, and their assocliated meaningy, the concept
served primarily as A classiticator,  criterion for
Jistinguishing  wiat vere  poersistently thougqht  of s
difterent kipds of verbs. Coaceptual distinction: , oo
between accidence and typology, "« AMONg rorm, [meaning, anp.

syntax, were definitionally noted, but seldonm adhered
‘he fhevitable recnlt was a contounding ot volce,
transitivity, and ergativity which persists tt  «he present
time (Lyons, 1968, bp. 350-88). The existence of Greek verb
inflections which were pPassive in form but active in meaning
(e.g., louomai [ﬁ_iggggj 'I aa .washing myseli [a shirt]")
constituted a third 'middle' voice to some grammarians, but
this only added to the confusion.

Latin grammars were largely modeled on that of Dionee:- -
tor Greek, and they preserved his energetikos-p.tiet
dichotomy. In his Ars Grammatica of the fourth
A.D., Aelius Donatus gave an unusually formal definition o:
the volce alternants, and €xplicitly, though not
exhaustively, pointed out their inter-derivability:

activa sunt Quae o  ittera terminantur et accepta .
littera faciunt ex se passiva . . . passiva suat quae r

littera terminantur et ea amis sa redeunt in activa.
(cf. Michael, 197¢, p- 94).%

* ‘'Active [ve . -] are such as are terminated by the letter
9, and upon ac<:tion of the letter L, become passive . . .
pPassives are such as are terminated by thke le-ter r, and
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Verl.. corresponding  to Greek 'middle? verns (1.0, bDassave
in form but active in acaning) were classed as deponent, and
the  noient Store *neutral® verh category  was revaived to
account tor verbs which were nelther actico nog pasalve;
this turned out to he a mixed bag, comprirsling copuldaiives,
intransitives, and 4 number of other types.

Mediaeval  Latin  grammars  were by and  large  slavish
imitation: of Donatus or Priscian (5th  century), and  did
sittle  to  1mprove the confused status  quo. Aelfricts
tenth-century work 1in English, however, was an exception:
his analysis of Lotin voice was idiosyncratic, but  his

explications atford some interesting insights into the use

ot voilce n lat 1d English. Aelfric maintained the old
actin  vel  passio distinction in verbs (weorc oththe
thiowung . but replaced Donatus' neutrusm category with

detha-v . ("assent'), as 1n apor: ic eom gelufod ('1I am
loved"). Although a distinction was apparently being
claimed between the latter ‘'stative' predication and 'true!
passives such as verberor: ic eom beswungen ('I am beaten'),

there was no formal basis for such a claim in Latinm, and it

may " semantically groundless as well. There may
vel 4 such a distinction in English, but Aelfric's
I ... copulc eom 1n both expressions -- adumbrating
\‘grn usage - was somewhat aisleading: the use of

weorthan in  at .~ast the 'true' pass’ ‘e, like the use of

upon 1ts removal revert to active
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verden in  modern German, would have bheen more consistent

with tradition and seltric's own Previous usaqge, even thougyn
the distinctive passive duxilidairy was at the time losing it

currency (Frary, 1929, p. 11; Michael, 1970, p. 57).

The Renaissance_and After

Despige Aelfric's novel approach, . 'being, doing, and
suffering' continued to be the chret criteria for verb
classification well into the 18th century. During the
Renaissance, the ternm '‘grammar' ceased to be associated
exclusively with prescriptions for writing Latin and Greek
Jorrectly, and gradually -- even grudgingly -- came to be
linked with fthe vulgaf tongues of FEurope.' The ancient
Bodes of analysis uevertﬁeless continued to exert a powerful
influence, and the vernaculars, insofar as they lacked
certain categories or distinctions regarded as universal,
wvere branded as syntactically deficient. This, however, was
a blessing in. disquise, for many grammarians thereby came to
realize that there is no such thing as a passive verb per
se, in Englis that  typological category aptly
accommodated distinctive inflected forms such as amor, but
the minimal English equivalent 'am loved?® could hardly be
called a verb, comi..sing as it did vhat were for
independent reasons regarded as a verb and a participle.
Each word in an utterance beiornged to one part of ébeech or

another, it was firaly believed,_ and inflection was the

means by which different relations among words were properly
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ex pressed.

Some HKenalssance gramparians took the facts  of Fnglish
well 1n stride: Ben Jonson's 1640 grammar, tor example,
defined a verb as active if there existed a ‘'passive
participle' form of it which could occur with be. The old

philosophical arqgument that the doing of a traunsitive action
necessarily implied its being 'suffered' by its object had
moLe far-reaching effects in 18th century England than it
had had among the“Latinists, for once it wvas fully_realized
that passiveness in either case involved accidence, 1

the inflection of a basic verb form, dand not a different
kind of verb, a resolu£ion of the old active/passive/neuter
vs. transitive/intransitive paradox was possible. The whole
matter was authoritatively settled in the first edition of

Encyclopaedia Britannica, 1771, p. 738:

Verbs . .. . might with more propriety be divided into
two classes, . . . transjtive and not transgitive; the
first class including all those verbs which are usually
called .ctive, with the passive belonging to them; for
it 1s evident, that these passives are not verbs
themselves, but a variation only of a verb. (cf. Michael,
197C., p. 377)

One of the earliest explicit uses of the term 'voice' in
its modern relational sense appeared 1in Ward's Essay on
Grampar, 1765. Just as there are verbs in the active voice
which imply no action -- e.g., 'resemble' -- there are verbs
in the passive voice, he pointed out, that imply no
‘suffering:' e.g., 'to be lost.' Still, there 1is a
reciprocal and complementary relationship betvween the

particir «*s in an event, such that 'John holding James* and

A ]
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'‘James held by John' can describe the same picture; the
viewer is at liberty to consider either John or James as
"the capital object in the appearance" (Michael, 1970, »p.
378) . This view toreshadows the bresent-day quandary about
the interplay of syntax, semantics, nd pragmatics
associated with vojice.
Relatively few English graﬁmarians of the 18th century

vere able to escape the tyranny of the word, but occasional

implications. It had,lodg been‘dccepted doctrine that a
bPassive verb, since it expresses the receiving of an action,
Presupposes an object and an agent. Occasiomnal exampies
vere given of fyll Passive sentences, with the object noun
preceding the passive verb construction, and the subject or
agent noun folloving; in a prepositional phrase. There was
then, as there is how, considerable confusion among the
logical, grammatical, and material associations of the teras
'subject? ang ‘object.' The teras - Jent' and 'patient' inp
reference to persons‘rather than sentence Parts appeared as
early as 1617, but never gained much currency in grammars
until recently. ‘'Patient' vopt out of fashion altogether by
1775, apd remained thus until Chafe and others resurrected
the term circa 1970.

éventually, the notion ‘'grammar of English? was
established: the idea that the ladguage‘bad 4 structure of
its own, describable in its cwn terms rather than Supposedly

universal Graeco-Latin categories, becanme a widely if not
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universally accepted teaching. There was, to be sure,
considerable disagreement ~- based largely on authors:
idiosyncratic and often elf-contradictory views -- as to

wvhich cateqgories and distinctions were relevant, and which
were not. From the mid-18th century onward, grammars becanme
increasingly Prescriptive, in fesponse to a widely-felt need
for regularizat;qg; protessions to advocate the usage of the
'‘best' authors and Speakers, however, frequently turned out

to be cataloques of the authors' own pet 'solecisms and the

remediation thereof. It remainped ‘for the *scholarly*
grammars -- as distinct from t'school? grammars, just
described -- of the 19th and 20th Centuries to clarify and

refine descriptions of English structure on the firm basis

of massive documented research into actual usage.

The Scholarly Grammars

The ’traditional grammarians the twentieth century
wvere by _no means unanimous in their conceptions of voice,
dny more than their predecessors hagd béen. Some, indeed
(e.g., Kruisinga & Erades, 1953) , made no formal distinction
among part}cipleé used as Predicative adjuncts and
predicatiﬁe participles of state and occurrence, including
Passives, in the ysual sense: all are similarly related to
the subject of the prediéation, the;\claimed, and this
semantic relation 1is mediated by a verb of 'little Or no

independent meaning' such as be, or, in soame cases, no overt

-

verb at all (ibid., pp. 39-41, 231-46). Nor are there, in
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their view, any clearcut semantic criteria by which subtypes
\

of the predicative Wparticiple construction nmight be

unequivocally differentiated:

The distinction between the participle of state and
condition and that of occurrence is not 1in all cases
clear, as in a gworn enemy; the addition of a group with
by often suggests an occurrence, but not necessariiy, as
- . I'm afraid ‘our friends aren't too pleased by
eeting . . . (ibid., p. 2u5) '

in
the

It is fairly clear, in the Kruisinga-Erades view, that,
insofar as passives are >conc0ded to exist at all, as an
amorphous subciass ofvpar£icipial predication, that the
'agentles: variety is the basic occurrent, with 'full;
passives involving the accretion thereto of a by-phrase.
Sﬂhce no mention of a possible active counterpart can be
fLund at all, even in‘reference to other analyses of
English, one must conclude that voice wvas a nonexistent
category in their scheme. This was a radical departure from

-
tfadition, but a rather natural extension by Erades of
Kruisinga's lopgtinme approach, which for decades had
exhibited formal and structuralistic leanings.

Kruisinga (1931, pp. 305-40) had reserved the teram
'passive"for participles of activity or occurrence (e.g.,
'‘the book 1is sold for five shillings'; ‘'thanks were
offered'), and emphasized their fornaa indistinguishability
from participles in attributive use (e.g., 'the book 1is
sold?'y. But because passives were not, in his view,
restricted to traﬁsitive éerbs, and QO not always have a
viable corresponding active, Kruisinga varnedA against

imagining passives to be derived as a matter of principle
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from actives, And yet, Kruisinga's heterodoxy had fairly
Prosaic roots: where Systematic active-passive relations
did exist, he described thenm, and held that "it is not
really the verb alone that is wused in the participle
construction, but tﬁ; verb with its direct object, which
form an insepara.le semantic group." The passive "is more
freely employed than the attributive participle," Kruisinga
Went on, "and makes it possible . . . for a verb of activity
Or sensation to be uéed without the mention of an agent"
(1931, p. 313), i 7

Kruisinga's early emphasis on the relational aspect of
grammatical voice is reminiscent of Henry Sweet's succinct
characterization, one generation earlier:

By voice  we mean different grammatical ways of
expressing the relation between a transitive verb and
its subject and object . -, - The passive voice is,
therefore, a grammatical device for (2) bringing the
object of a tranmsitive verb into prominence by making it
"the subject of the sentence, and (b) getting rid of the
necessity of naming the subject of a transitive verb.
(1891, pp. 112-3) :
The implicit claim of active—-passive synonymy is «clear, in
Sweet's view, as is the priority of agentless uses of the
passive, and these were notions that were fajirly ueil
)
crystallized and widely accepted by the turn of the century.
The restriction to tramsitive verbs, however -- i.e., verbs
that implied a *doer' and a 'sufferer' -- was a holdover
from the 18th century, a semantic notion which would later
be supplanted by formal and structurgl considerations. |

Curme (1931, 1935, 1947), like Kruisinga, distingquished

'actionai"passives from ‘*statal', but he was Jjustified in
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calling both types passives because he, like Sweet, admitted

only transitive verbs to the category. He bemoaned the’
passing of weorthan fron Epglish usage, and hoped that ‘get!

voﬁld come to replace it as the actional auxiliary (1951, p.

446) . Curme treated actives and passives quite

independently, however; and gave no hint as to vhether he

considered them to be related 1n any .way, either formally or

semantically.

The nost thorough exponent of active-passive
inter-relatedness among the scholarly grammariane was Otto
Jespersen (1924, 1933, 1909-49) . Actives and their passive
counterparts "mean essentially the same thing," in his view,
"and yet they are not in every re ect exactly.synonymous .
. < 1t 1is thereforelnot superfluous for a language to have
both turns® (1924, P- 167; 1933, p- 120). The ceutral
factor, to'Jeepersen, was that the speaker has two different
ways ofvexpressing "one and the same ideav, according as the.
'‘point of view' is 'shifted! "from one to the other of the
Primaries contained in the sentence . . . As a rule the
person or thing that is the centre of interest at the moment
is made the subjeet of the sentence, and therefore the verb
muet in some caées be put in the active, in others in the
pessive" (ibid.) .

Jespersen made an explicit case for the structural
regulafities between actives and passives (1924, p. 164), in
a quasi—algebfaic formulation that® anticipated Zellig

Harris' passive transformation (1952, p. 21) by a whole
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generation. This, along with freguent allusions to what
function a given constituent would have served, it the idea
had been expressed in the other ‘turn’, created a strong
impression of cohesiveness and unity of’dppLoach.which does
not, however, entirely bear scrutiny. Jespersen's treatmentg
was basically an ecﬁo of Sweet's (cited above), in that the
domain of voice alternation, as defined can encompass only
those verbs and their co-occurrents which can bé expressed
equally freely 1in either ‘turn’. This, as Sweet made
explicit, excludes all but transitive verbs. Some of the
examples given by Jespersen -- e.g., 'The ciﬁy iszpuell
suppiied with water'; ‘'Justice shall be done ever ybody!*
(1933, pé. 120-1) -- while entifely adpmissible under a more
,

liberahﬂériterion such as Kruisinga's, were clearly beyond
the limits set by Jesper§Fn's own definitions. Though he
had warned adainst confusing notional and formal criteria
(1924, p. 16;1, Jespersen, like everyone else at the time}
was sgpiviﬁé to overcome the legacy of the past, and was
still governed more by the former than by the latter.

The scholarly gramamarians inherited a tradition which
had taken two hundred years to breck free of its Latin
shackles, and another «century to regularize the written
language of Englishmen, if not their speech, to any great
extent. During that epoch, the voice phenomenon gradually
ceased to be thought of as a verb ty;: classificatioh, and
came to be «characterized as a choice of two manners of

speaking, with the verb as the focal, but not the only
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relevant element. This, at least, th:derly 20th century
scholars held in commoo, though they di;torvd constderably
in the details of their individual approaches. The one goal
they did not all successtully achieve -- eftecting a true
separation of notional and formal criteri. -- was left - to

thelr successors; though flawed, the legacy they passed on

was far richer than that which they had received.

Structuralist Descriptions

Early American Formalism

The first half of the +twentieth century 1n Notth
American linquistics was a time when serious efforts were
made to 1integrate into an autonomous sciertific discipline
the best methods and findings of such heretofore diverse
pursuits as nineteenth century historical-comparative and
philosophical—descriptive linguistics, as well ag the
"practical descriptivisnm of missionaries -and
anthropologists" (Hockett, 1968, p. 9). Hith behavioristic
psychology and positivistic phiiosophy adding their currents
to an already turbulent confluence, linguistics 1little by
little left off speculative philosophizing and turned its
attention more and more to fact-gathering. The goal was "to
understand language as form rather thapn as function or as
historical process" (Sapir,‘192u, p- 150y . There>vas 55”

alternative, when it came to describing unwritten aboriginal

tongues, and it was a fresh, unbiased approach to familiar



languages, as well.

Franz Boas began the new tradition: 1in seekiny out the
relations among *phonetic groups" and corresponding
et hnological phenomena, his fanalyt:--al grammar® lett little
room for either Indo-Furopedn bias or philosophical
unobservables (1911, pp. 10ff., 5H2ff.). The 'ideas' . of
person, tense, number, mood, voulcCe, and the like "are quite
unevenly developed in various languages,” LOas warned; many
of the categories considered essential 1in some languages may
be quite irrelevant in others, and cannot be said to exist
unless signalled by differences in phonetic or grammatical
form (pp. 33-5).

Boas' student, Edward Sapir, drew attention to "the
distinction between essential or unavoidable relational
concepts [such as ‘doer,’ action, 'done-to'] and the
dispensable type. The former are universaliy expressed, the
latter are but sparsely developed 1in some lanquages,
elaborated with a bewildering exuberance in others" (1921,
p. 94). But since "all languages evince a curious instinct

for the development of one or more particular grammatical

processes at the expense of others," Sapir vwent on,

"linguistic form may- and should be studied as types of

iiiﬁfigigg{/éﬁgft from the associated functions" (p. 60).

S The Boas-Sapir eamphasis on form as the sine gqua non of
linguistic amnalyzis set the tone for generations of

linguistic ingquiry, but it was Leonard Bloomfield who

advocated the near-total de-emphasis of meaning, and who



outlined the necessary wethodology tor (ostensibly)
meaning-independent language description (1926, 1933) .
Explanations couched in terams of ‘*ideas' or ‘concepts,' or,
tor that matter, any attempt to 'oxpldin'\lanquaqo structure
at all, we: - to Bloomfield unconscionably mentalistic, and
he rejected them out of hand:
The nature of the episememe of full sentences has given
rise to much philosophic dispute; to define this (or any
other) meaning exactly, lies beyond the Adomain of
linguistics. It is a serious mistake to try to use this
meaning (or any meanings), rather than formal features,
as a startipg-point for linguistic discussion. (1933, p.
172)
This was in sharp contrast to Bloonfield's own previous
views, which only a few years eariier had clearly championed
a Wundtian mentalise (Bloomfield, 1914).
Grammatical voice, tc¢ Bloomfield, was a sentential
5
matter, and he applied the labels ‘'actor-action' and
'joal-action' equally to one-~woré and multi-word sentence
constructions, deperding on the language in question, and
provided of course that each sentence type was distinquished
as a grammatical class in that language by correlated
form-meaning dif ferences. Latin, ifor example, has as

'sentence~words,' amat 'he (she, it) 1loves,' amatur 'he

(she, it) is loved;' cantat 'he (she, 1it) sings,' cantatur

'it is beinél‘sung' (1933, p. 1713). The ‘'actor-dction' and
‘goal-action' vwere among the ‘favorite' sentence types of
many languages, Bloomfield thought, and the ?rbitrary class
labels implied no particular structural order, for Tagalog

sentences such as pi'nu:ztul nja ang ‘'kazhuj ‘(literally
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‘was-cut by-him the wood') and &;iggilg hany 'baz;ta? any
‘kaznin 'was-eaten by-the child the rice' were also classed
as *goal-action! predications. Despite the formal

"sein-vwerden difference, however -~ traditionally the mark of

passives in German -- Blooamfield classed such constructions

as hier wird getanzt _iit. ‘'here gets danced®) and mip ist

kalt 'to-me is cold' together, along with the Russian nuzhno

'it 1s necessary,' as 'impersonal' sentences, because this
type "diffefs [from actor-action] by not containing any
aétor“ (1933, p. 174). He rejected the use of meaning "a;>a
starting-point for 1linguistic discussion" (see above), but
was apparently not averse to its entering the analysis at a
later point;

* the subject of voice 1in nglish, however, Bloomfield
was regrettably imprecise: On the one hand, his

'actor-action' sentence type clearly included intransitive

constructions such as 'John ran away,' and was thus more

inclusive than most traditionalists*' tactive' class. But, .

although English passives can be construed both formally and

semantically as a 'goaiii?tion' clause +type,- Bloomfield
claimed that English, un%ike Russian, "has oniy one type of
N

bipartite sentence," and that the terms "narrative

predication®' and 'equational predicétion,' though frequently

1]
N

applied to English sentences, are guite superflucus (1933,

»

P- 173). It would appe&r “that Bloomfield rejected the

notion of a ~oice dichotomy in English, but he did not

exactly say so, in his major theoretical uo;hw aquade; this

\

\
&
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4

ambivalence 15 reflected 1u hi-, 1nt el lectual posteryrty, o

well.

Post -Bloomt Lan_Taxonomics
The  kind ot  linguistic i 1gation Insprred by
Bloomfield's Languagqe tnd Coustulateat has been

characterized by:

- -+ - d dgeneral behaviouristic ittitude and by a4 rather
restrictive conception of scientific method, inherited
from neopositivisnm and based on the notion of
verifiability. Recourse to introspection or ¢ the
notion of mind was rejected. The soie proper object ot
study was thought to be a Corpus ot utterances: it was
held that linguistics had ‘the purpose of providing
procedures for cutting up the utterances, and for
grouping together the Cesulting segments . . . it was
hoped that one set of procedures would provide ftor the
vhole grammatical Structure; from the utterance to the
morpheme. (Lepschy, 1970, pp. 110, 115)

Hany of the post-Blocafieldians have beep roundly criticized
(e-g-; in Chomsky, 1956, 1957, 1961b, 1962) for their LoTrow
item—and—arrangement approach to lanquage description, agnd
for their divorcement of grammar from semantics. But it was
cne of the more eélect;g among them, C. F. Hockett, who put
things  back 18t0 perspective: many of Bloomfield's
disciples had indced overinterpreted the master, and strayed
far into the asemantic desert; their chief critic, Chomsky,
however, in renouncing his *I&A' origins, was as guilty at
first as they of formalistic.@te;ility, and all three --
Bloomfield, Bloomfieldians, a#d ;:Ansformatioualists ~-- have
been wrong in “Leating language as a rigid, deterministic
system (Hockett, 1958; Lepschy, 1970, pp. 118-9).

Some post-Bloomfieldians were rmore tformalistic than
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others.  All agreed that correlated form-meaning ditferences

were tihe primary basis tor classitication, but they differed
1n thelr proclivity for mentalistic faux pas, and in the
aextent to  which discussions  of meaning  were permitted to

- . . . _!
taint theli analyses. As tar as  g- atical  volce  ig

concerned, the extreme formalistic view was that theie 1S no

difterence at all, at le .t at the level of souence type.
Though one <cannot be certain, this seeamas to have bheen the
view taken by Bloomfield himself. Bloch & Traqger (1942),

however, were quite explicit about the matter, and they took

Bloomfield quite literally:

the E.gylish actor-action construc*ion . . . is the

FAVORITE SENTENCE TYPE of English . . . some object
performs some action (or undergoes some action, or i: in
or yJetn 1nto some state, and so on) - <« - In meaning

the nearest English equivalents of Latin passives are
actor-action expressions of certain special types (Gohn
got chased away, was loved, was being beaten up, and so
on) . . . this English passive is a matter of syntax --
not, like the Latin passive, a morphological category
- - - the phrase is built or the like 1is only one of
several types of phrases consisting of a verb plus a
past participle (has built, got built). Formally,
English 1is (loved), just as much as is (lazy), must be
classea with builds (a house) or ha= (built a house).
(pp. 74-5)

it was a difficult pace that Bloch & Trager set, for not
all Bloomfieldians would g¢go as far as to admit of only one
basic declarative sentence type in English. Nida, for

example, in the latest pdblished wersion of his 1943

dissertation, devoted a ‘'small chapter to 'independent
goal-action clause types' (1966, pp. 140-7). This unusual
analysis; an <c-herwvise objective taxonomy of .orm-class

co-occurrence patterns, made explicit reference to "the
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underlying  transitive construction® and to the " 2nd)
attributive” of its verb-phrase head (i-e., 1ts direct
object), which "becomes the subject head of the goal-action

clause" (p. 141). The subjects of goal-daction clause types,

Nica further pointed out, are struc ally indistinguishable
from those of intransitive clause types; ‘"semantically,"
however, "they are parallel with (2nd] attributives to

transitive verbs, for the goal-action clause may be derived
from the transitive clause by grammatical transposition of
component parts" (p- 140) .

Nida's quasi-transformationalism was a post-Chomskyan,

or at least post-Harrisian, accretion to his basically

taxonomic approach, tfor the original version of his
dissertation contained no mention of any "undeilying
transitive construction;" the  "so-called 'passive?

inversion" was nevertheless very much 1in evidence, and
object preposing was referred to at leasg twice (1943, pp.
169-71) . This waé not unusual, however, for the 'variant oFf
active' view of passives was rife long before structuralisa.
Besides, as. Lepschy has noted (1970, p. 114), linquistic.
theory, even in the secona c=2cade after Bloomfield's
Langquage, - was still vacillating between the
_re-Bloomfieldian 'item and prccess' approach and pure 'itenm
anc¢ °° -angement'’ forma;ism, and Nida himself was not alwgys
able to keep his writings completely free of mentalisnm.

llida's goal-action explea -ions, furthermore, fell short of

being completely transformationalistic in that no amention
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was made of ageﬁtive by«phrases' occurring as post-verbal
adjuncts; although the pre- and post-verbal alternation of
the 'undeflying' direct and 1indirect objects was adequately
dealt with, the agent-subjects of underlying transitive
constructiohs were ignored. \\g“

Two influential structuralist grammars of Enélish
pu%lished in the 1950;5 offer a further contrast between the
strictly formal approach to voice and a somewhat less

hidebound view. The earlier work, Pries' The Structure of

English (1952), was thoréughly Bloomfieldian, classifying
formally distinct utterances in terms of the ' tforal* or
‘action' responses they evoked, and analyzing a corpus of
utterances as sequences of ‘*form-classes.' No mention of
either active or passive voice was made as <uch, but
occurrences of "“the forms of be or get as func:.on words
with the so-called ‘'past participles'" vere noted as a
special subclass of Class 2 word conétructions, signalling
that the ‘'structurally bound Class 1 word' (i.e., the
subject of the sentence) was either the undergoer or the

beneficiary of the action performed (pp. 180ff.). Other

subject meanings in statements -- 'performer,' Yidentified,®
tdescribed' -- were signalled by other verb constructions,
but did not constitute distinct wutterance types. Voice

phenomena in other types of utterances, as in many grammars

before and since, were not discussed.

A. A. Hill's Introduction to Lingquistic Structures

(1958) provides a good example of a traditionalistic
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structural gramear of English. Hill classified the
'‘Passive' participle formally as but a subtype of two-verb
constructions ending with the ‘form 5' (i-e., past
participle) of some verb, the distinction being between
‘have' and 'be' or ‘get' as the first element of the phrase
(pp- 152-4, 191, 216). Like Nida, Jespersen, Kruisinga, and
Sweet Dbefore him, however, Hill saw active and passive
sentences as highly inter-rel:ted: bes/get + Past Participle
phrases were "syntactically required" in Noun ... by Noun
contexts, in his view, and:

all such sentences can be interchanged with sentences in

which the by is omitted, and the position of the nouns

i1s reversed, vhereupon a simple verb form is required .

- - the subject of [i.e., that noun vhich ‘'selects' ]

the first verb is not the .actor, the actor being

indicated by a phrase in by. (pp. 211, 216)
Hill's analysis of "syntactically required" multiple-~verb
constructions included all those which subsumed the basic’

passive phrase, up to the maximal modal-have-been-beinqg-

verbted sequence (1958, pp. 219ff.); this was in contrast
with Nida's treatment, which limited verb phrases 1in
goal-action clauses to three elemen£s, €.g., 'is helped,"*
'has been helped,' tis being helped' (1966, p. 140).
The English Syntax Workshop held 1in Austin,” Texas, in
r—

the suamer of 1960 produced’ two very different

structuralistic accounts of verb morphology and syntax: W.

2

* F*. Twaddell's The Engliish Verb Auxiliaries (1963), and

Martin Joos' The English Verb (1964) . The forme , 1like

Hill, viewed the head of a verb phrase as‘having as many as

four ‘'modifications,' in addition to a possible pmodal
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auxiliary, including tense (past or non-past), ‘'current
relevance!? (have + participle), *limited duration® (be +
ing), and passive (I'» + participle). Twaddell did however
point out, as had few if any before him, that constructions
with three or four co-occurrent wmodifications were
~infrequent, and that the inherent meaning of certain lexical
verbs is incompatible with the semantic signals of *'limited
duration' or of passive (1963, pp.l 2-3). AS to the meaning
of the passive modification, Twaddell accepted the
traditional notion that it signals the subject's undergoing
an actioﬁ or effect, rathe; than "producing or constituting
an action or state." The absence of such modification,
e : .

(;owever, wvas not to be construed as a signal of non-passive
meaning, nor necessarily as a signal of active méaning, for
"English grammar has no active voice, and” 'Active' meaning
is at npmost a compatible incidenfal by-product of the
semantics of direct-object grammar" (p- 12).

As might be expected in a book—lengthAtreatise on verbs
in English, Martin Joos' description of voice -was éomewhqt
fuller thén most 1in the séructuralist tfadition. Like
Friés, Joos adduced evidence from a c;rpus to substantiate
his descriptive statements and, although ‘he had no qualms
about using traditional terminology, he was also inclineé to
be conceptually innovative. Joos' analysis concurred with
Twaddell's, in that the absence of passive marking was not
seen as a signal of active @meaning, nor necessarily of

non-passive ' meaning, but there the similarity ends.
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Formally, a passive for Joos is any 'BE -N' construction

vhatever, and its meaning is privative or
‘anti-referential,' rather than additive. Sirnce verbs which

are unmarked as to voice may signal either active meaning,

in Joos' system, or ‘primary passive meaning' -- as in 'it
steers hard' -- "the meaning of BE -N is that it deprives
the verb-base of active meaning," leaving the passive

interpretation "as a residue"™ (1964, pp. 96-8). Put“another
way, the subject in any subject-verb partnership designates
some entity intimately involved 1in the event; passive
marking .on the verb simply eliminateé the possibility that
it be the actor (p. 95).

In addition to 'primary' passives, which have as subject
the ‘'victim' (1.e., _diréct object) in the event, Joos
defined secondary passives,.ﬁhich have the indirect object
or beneficiary entity as subject, and also tertiary
passives; These latter -- e.g., 'I was made a fool of';
'such a dress can't be'sat down in®* -- are probabiy better
known as pseudo—passiQes; like Joos' unmarked primafy
passives above, -- othervise known as pseudo-intransitives
(Lyons, 1968, p. 376) -- tertiary passives do not figqure in
most -grammatical descriétions except implicitly, where a
widely ‘inclusive formal criterion.such as Joos! 'BE -N!
obtains. | - |

The work of Zellig Ha;ris is_often said, erroneously, to
typify post-Bloo-fieldian. structuralism. The rigor with

vhich Harris developed consistent and explicitly forma?
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descriptive techniques based solely on the shapé of
lﬁnguistic units and{their distribution certainly epitomizes
the trend, but, as the foregoing survey has shown, not all
structuralists took such an extreme view of Bloomfield's
legacy. Harris? morpheme—to~utteranceqapproach -=- developed
through the 1940's ang summarized in Harris, (1951) -- is
thus hardly . typical of an entire generation of linguists.
A; Hockett has put it:

Harrisian descriptive linguistics, with its almost sole
emphasis on data-manipulation, is terribly narrow. It
ignores amuch of the tradition in our field. It affords
no clue as to the possible functional relation between
empirical investigation on the one hand,’generalizing
and theorizing on the other. (1968, p. 36)

In Harris' approach, English . verb phrases as morpheme
sequences were to gome degree mutually interchangeable, as
far as constructional Beaning was coucefned; or at least
they were equivalent to one another if only as alternative
instances of sonme higher-order grammatical entity,l and
‘ultisately substitutable for an all~encompassing 'V' in some
Structural equivalence . formula. As to constructional
meanings, nothing mattered but that they be "common to all
the occurrences of a partiéular construction, no matter what
the individual morphemes involved® (1951, p. 347); +this
definition left no room for mentalistic discussion of what
vsuch meanings wmight be. The subject of grammatical voiée
could never arise, in such a sterile descriptive framework,
and it did not appear in Harris' work until the problem of

discourse analysis was tackled (Harris, 1952). It was then

that Harris realized that his basic 'logic of distributional
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relations' and its associated descriptive algebra could not
be generalized indefinitely to accouné for' longer and longer
linguistic constructions, and grammatical transformations as
the key to clausal co-occurrence equivalences were the

result (Lepschy, 1970, p. 120).

Early Transformationalisnm

The most noticeable feature of generative-
transformational treatments of grgmmatical voice has been
the severe restriction of the category to those
inter-related voice alternates which are amenable to that
mode of descrfption, namely, transitive actives, 'agentful'
passives, and ‘truncated’ pasSives with «clearly implied
agency. Transformdtionalism's superiority in formal rigor,
descrip vé‘ power, and explicitness, in other words, was
purchased at some 1loss in scope. Where other theorist§f
ignoring of certéin voice aspects was motivated by a
theoretical stand on correlated form-meaning differences, or
by mere disinterest, that of transformationalism was the
result of a conscious choice\of descriétive metalénguage:
that which could be described ¥as in many cases amplified,
but in the case of voice it was restricted, to that which
was transformationally generable.

Zellig Harris® purpose in developing the prototype
transformational grammar was not so much to generate the

senterces of a lanquage -~ that was a concomritant better

developed by Chomsky -- but Tather to provide a compact
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summary of the overall structural organization of languages
in general, as aanifested in their unbounde! sets of

well-formed sentences:

Our picture of a 1language, then, includes a finite
number of actual kernel sentences, all .cast in a small
number of sentence structures built out of a few
morpheme classes by means of a few constructional rules;

~a set of combining and introducing elements: and a set
of elementary transformations, such that one oOr pore
transformations may be applied to any kernel fentence or
any sequence of kernel sentences, and such' that any

" properly transformed sentences may be added sequentially
by means of the combiners. (Harris, 1957, p- 339)

The 'generativity' of Harrisian qrammar, like that of
most other 1language descriptions, resided primarily in the

reader, and in his ingenuity in applying the general

descriptive stateaments. Harris' morpheme sequence-class
equivalences -- both the constructional and the
transformational -- were more explicit, and thus potentially

more productive than any earlier grammatical description,
bﬁt they still required considerable human intervention
before any *concatenations of hierarchically iacluded
constructions' (ibid., p. 338) were forthcoming as instances
of meaﬂingful hessage 'patterns; The reason, as HarrTis

himself noted, vas that:

This compact description of sentence structure in terrs
ot sequences of classes is obtained . . . at a costs
Sstatements such as KPN = N or TNV -is a sentence
stru-ture' do not mean that all merbers of NPN have been
fouri in the same environments as all members of N or
that all sequences of members of T N, and V in that
order have been found as sentences.

On the other hand, to describe a lanquage in terms of
the co-occurrences of +*he individual morphemes _s
virtually impossible: almost each morpheme has a unique
set of co-occurrents. (ibid., pp. 284-5)

Chomsky's first version of - a transformational grammar
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(1957, 1961a) Was a considerable improvemeat over Harrist®,
in that a set of Chomskyan formulas gave rise to as many of
the sentences of language L as did Harris', but generated no
non-sentences. This Chomsky accomplished by constraining
o the ”generative Process in two important uays,b i.e., by
building generativity into the grammatical desciription, thus
making it independent of the ingenuity of the user, and,
through the use of context-sensitive phrase-structure rules,
for example, by making/the descriptive fofmulas sensitive to
anomalous lexical collocations, and thus precluding their
generation. These constraints‘uould not have heen possible
except that Chomsky rejected Harris' loosely algebraic
method of symbol-string generation, and adopted instead a
unidirectional formal deductive automaton which cansisted of
only one initial axiom, and of formation and transformation
rules, the ordered application of which led by a number of
determinate 'routes' to a terminated derivation. Only the
end result of a derivation ¥as, by stipulation, a
vell-formed symbol-structure representing a sentence of the
lanquage. This descripfive organization contrasted sharply
with that of Harris* systen, ’wherein every stage of the

derivational procedure represented a sentence or class of

sentences (i.e., a linear <combination .of kernel-like
structures), but where derivations themselves were
unconstrained.

These formal differences between Chomskyan and Farrisian

Sentence-generating systers governed, and to a c_.ertain

e

S
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@xtent were governed by, the way in which active and passive
constructions were Adealt with. In Harris' system, the
passive transformation vas but one of a  number of
inter-construction funqtiénal equivalences with respect to
co-occurrence privileges; its particular content was that
tor every Ni-v-V-N2(-X) sequence in English -- or any of its
functional équivalents, according to the stated rules --
t cre is an N2?-y-be-Ven-by-N!(-X) or Ez-x—b_e-iggfm*krﬁ‘
with the same privileges of occurrence ‘np diséourse and the
same 'invariant<informatién Ccontent*' (1957, p. 290), for a
given n-tuple of morphemes. Thus, for example, 'Sam saw the
wreck by the seashore' is interchangeable with 'The wreck
was seen by Sam by the seashore' and 'The wreck vas seen by
the seashore by Sam® (ibid., pp. 325-6). !

The reverse, however, is not always the case, for while
4 sentence such as 'The wreck was seen by the seashore!
might have innumerable active counterparts or paraphrases,
it has no uniquely specifiable active transform, and the
unique associability, by means of formal mapping relations,
of members T systematically related‘const?uction tyres . s
the basic lingquistic relationship transformations vere
designed to express. It is, in fact, the only relationship
a transfarmatfon can express, and where such a relationship
does not exis ~here can be no transformation. Thus, while
an inverse T(p, ! of the passive transformation may be
algebraically defined (ibid., p. 334), it may not in general

be 2lied without engendering semantic anoraly at least
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some  of the time, as with 'constructiondlly homonymous?
agentive and locative by-phrases tibid., pp. 288, 325). and
despite Harris® unqualified claim to the conti .y (ibid., p.
33h,; "many-one" trafsformations, Or 4any 1n which the
n-tuples of morphemes that satisfy one construction are a
Proper subset of those which satisfy the other (ibid., p.
330) have no definable inverse, and must be considered
unidirectional. 4

The directionality which is inherent in generative-
transformational gramgars -- despite Choasky's later (1971)
protestations to the contrary -- circumvented many of the
shortcomings of Harris® morpheme-to-utterance algebra, and
¥as no doubt largely motivated by them. The purpos: of
Chomsky's constrained descriptive automaton -- inic¢ .1ly, at
least ~- wag largely the sane as that of Harris', i.e., to
brovide, by means of a fev’sinple hierarchical constituency
rules, for the @most basic ang maximally indepéndent
Sentential structures of the language (the *kernel'), and to
describe, in rules cf a more relat_onal fhan coastructional
Character, how every sentence of the language was ultimately
related to, and.in some cases composed of, one or more of
the basic stfuctural types. But Chomsky's goals went beyond
the mere - ' nement and extension of Harris*' analytical and
descript: methods: vhere Harris npover treated his
transformational formulae 4S anything but a heuristié for
discovering'“equivalence classes of longer constructions

useful in discourse analysis, Chomsky rebelled agaianst
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Harris? "theoretical nihilism™ and made generative-
transformational descriptions the basis of "“an elaborate and
pohereqt theory of language wbich differs strikingly from
any proposed by lingquists ar Philologists, or bby
psychologists or philosophers, during the last hundred years
ér more" (Hockett, 1968, pp. 35-6).

Chomsky's later theory did not, of course, spring
full-blown into existence, but rather grew, over the years.
The nature of Chomsky's ‘'psychologization: first became
evident in his polemical 1959 review of B. F. Skinner's

Yerbal Behavior (esp. Pp- 43, 5S6ff.), and it seemed to grow

rapicdly from that point on (cf. Steinberg, 1975). These-
later aspects of generative-transformational theory are
discussed more fully below.

The early yeérs of the Chonskyan hegemony were

s N

Characterized by a ;Iaéspread disestablishmentariaﬁism, an
earnest need to 4o away with the aotion of "grammar being
esseéntially a list of the elements ‘and classes, sequedces,
etc. of these) discovered by proceu .es Hf &nalysis(" and to
establish "the grammar itself"™ as nthe primary end of
lisguistic analysis, and [with perfect circularity!] the
constructions, phrases, etc., of the language  under analysis
(as] those provided by the structural deécriptions ; ..
that are the by-products of the geperation of sentences by
the grammar" (Chomsky, 1962, P- 132). 1In such a theoretical

framework, the generative-transformational rules which were

at once the goal of linguistic research and the means of
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achieving that goal were endowed with a Status that wae nore

han  merely descriptive: a5 Ypart ot an  attempt to
coftstruct a tormalized general theory ot Finguistic
structure" they formed ¢the basis of an  elaborate  and

extended arqument that "such Ldlrfy abstract linquistic
levels ay  phrase structure and transformetional structujge
ire required for the description of natural languaagesn
(Cromsky, 1957, pp. 4, 11, 106: emph. added} .
The passive tran tormation uas' cruc. .. o Chomsky!'s
) thesls. He cited the lack of such a rule as a glaring
gup 1n pretransformational linguistics (1957, pP- 6, 1962, p.
124) , and frequently used the ‘'behavior' of sentences under
passive transforvation - assuming 1t proven there was one
-~ as evidence f@r the rformulation of other transformations

(1957, pp. 76, 81-3, 101), and as evidence for the

disambiguating power of t;o—levelc syntactic descriptions in

Jeneral (ibid., pp. 87-90). . But more importantly, Choms.y
took the passive transformatgfon as the "paradigmatic
instance" for transformational rules in general: 1f it

e

could be prcven for actives ani\iiigives in particular, then
1t cou’d be proven in general "there are very clea: and
easily generalizable considerations of simplicity that

determine which set of sentences "belong to the kernel and

vhat sorts of transformations are ‘required to account for

the non-kernel sentences" (ibid., p. 717). "Por every
sentc & NP! -- V ~-- NP2 we <can have a corresponding

sentence NP2 -- is + Ven -- Dby + NP!," went the argument,
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and  sance it is  descriptively inelegant for both to be

accounted for as patt of the kernel of the language  -- it

being an apparently foregone conclusion that descriptive
elegance and logyical necessity are one and the same -- one
has only to decide whether it is more Prrsimonious to derive
A from B or ! om A, tor the behavior ot noun-complement
verbs under passivization proves "quite conclusively that
the passive must be based on an iaversion of subject anq

]

object" (ibid., pp. 43, 79).

The soundness of Chomsky's persuasive chain of arqgument
1s only apparent, tfor its tortuous involutions tend to
conceal the speciousness o1 the so-called 'proof,' and let
slip by unnoticed the fact that a sizable class bzwé;ntactic
constructions is being treated as a formal subclass of a
more fully specified but relatively rare sentence type, all
in t*e name of insight, elegance, and descriptive economy.
Chomsky's approcach to the voice phenomenon was 1if anything

Narrover thano Harris!': only fagentful' sentences of the

fora NEZ - Aux - bettense - Verb+en - by - NP! (that is to

", assuming the a priori existence of that‘formal relation

the necessity of which was being argqued for, nothing but

stipulatively correct transforas { of some NP1 - Aux+tense -
Yerb - NP2?) were fully accorded the label 'passive.' The

far aore frequently occurring agentless constructions --
over 70 per cent of all passives, according ‘to Jespersen
(i¥24, p. 168; 1933, p. 121), and well over 80 per cent, in

Svartvik's survey (1966, pp. 141££f.), -- were analyzed,
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somewhat perfunctorily, as trivially derivable truncates of

the agentful, .by both Harris (1957, pp. 330, 333) and
: , .

Chomsky (1957, p. 81 tn. 7). Chomsky's problem, like

Harris', was th&ﬁﬁptransforndtion rules, it they are to

tunction 45 1nterlocking parts of a purely formal
descriptive systen, nnot invent structure or lexical
contentives such as unmentioned agent:: . nominals; at nost

they can only permute or delete that which is overt in a
formal syambol structure. Unli&s‘ Harris, however, Chomsky
telt constrainred to make a virtue of necessity: since
accounting for both construction types in a systematically
related formal pair as part o e kernel is ruled out 4
priori, on grounds of descriptive elegance -- meanihg— or
discourse equivalence now having nothing to do with the case
(Chomsky, 1957, Chs. 2, 9) -- and since deriving actives as
transforms of passive kernels "leads +to a much more complex
grammar" than the reverse, "we are forced to take actives,
not passives, as the kernel sentences" (ibid., p. 79).
Chomsky's appeals to simplicity «criteria, even with
Bloomfield himself as the authoritative precedent (ibid., p.
81 fn. 6), are no proof of the necessity for generat.ve-
transformational language descriptions, and certainly no

substitute for valid formal evidence; there is hardly a

supporting arqument offered which is not enmeshed in
circularity, and w*- 1oes not depend on one's ' prior
acceptconce of t' . um  ror its credibility. For

example:



(a)

(b)

(c)

u7

that the passive aspectual elements be and ~ed occur
only with tidansitive verb heads’ (ibid., p. 42) is not
hew, nor is it beyond dispute; its validity depends on
where oune draws the iine between *'true' passives and
'pseudopassives,' and that, as the present work has
attempted to show, is not‘ always a simple matter (see
p. 25, above).

the requirement that beten precedé only transitive
verbs, yet never be followed Iby a Vt + NP (as 1in
*Lunch is eaten John) seems necessary, yet
contradictory, since requiring or at least permitting
4 nominal on the right is({he usual formal definition
of transitivity in underlying structure (assuming,
again, the a ptiori existence of such a level of
description) ; to argue further that '‘consider a fool,!
in order .to account for 1its occurrence in sentences
sudk as 'John is considered a fool by everyone,' is in
reallty something other than V¥t + NP construction
(Chomsky, 1957, pp. 78-9) has some basis in the

behavior of verhb complements, but this tco is at least

partly necessitated by the prior assumption of a

- meaning-independent notion of transitivity in a

transformation-feeding phrase-structure level of
description.

the clair tuat "if V is transitive and is followed by
the prepositional phrase by + NP, we nmust select

be+tenn in a tre- sformationless phrase-structure

_— ==
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grammar (ibid., p. 42) is simply not true, as
sentences like 'John is .eating by the window! will
readily attest; nor does the somewhat different clain
(ibid., p. 43) that beten "must occur before Vt + by +
NP (where V is transitive),!' for agentless passives
are legion. It is to be not;d in this connection that
Chomsky, 1like Harris, did not consider agentive by +
NP phrases to be anything‘ octher than prepositional
bPhrases, and vas at pains to account explicitly for
this formal equivalence, even tbbugh it required amn aA

hoc rule (ibid., pp. 73-4) .

The passive transformation, in short, owes its
enshrinement in linguistic thought to a tendent%pus
compilation of «circular arguments, most of which are

reducible *~ a single fallacy, namely: 1if, purely for the

sake of ment, one assumes a two-level generative-
transformativual system of language description, there
follow of necessity from this system -- and frcm no other --

certain linguistically relevant formal consequences not
observed in any corpus, and the fulfillment of these logical
'predictions?! in ‘thé perceived 'structure of potential
utterances proves the validity of the initial assumption.
This is rather like arguing that since anything the Bellman*
says three times is true, and since 'Paris is the capital ot

France' is true, then the Bellman must have said it three

* in The Hunting o
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times. -Both these arguments are invalid, and not because of
any fatuous content, but purely because of the argument form
employed: the truth of the antecedent in an implication may
not unequivocally be inferred from the confirmed verity of
any of its consequents, no matter how inescapaple the
entailmen*, for the truth of a consequent is not related
solely to the truth of the antecedent. As Caws (1965, p.
111) has put it, death inevitably follows a great many
ahtecedent events, not only the ingestion of arsenic.

The validity"of the ‘'two-level description' thesis is
further contingent upon the supposed wuniqueness and
inevitability of the consequences of generative-
transférmational description; these, 1like the Beliman';
‘three-fold incantation® hypothesis (Sutherland, 1970, pp.
218-20), are fraught with further ‘' fallacy. Taxonomic
item~and-arrangement grammars are demonstrably inadequate in
their 'generative:? capacity only to the extent that they are
transformation-feeding phrase-s”ructure grammars, and the
truth of that can;ét be established by mere reiteration (see
Reid, forthcoming (a]). The ‘worst that could be said of
them, furtheraore, vas that they are "ad hoc énd
unrevealing;" the only taxonomic_claims thus invalidated, if
any, are those imputed to pretransformational linguistics by
Chomsky himself (1957, cChs. 4, 5; 1961b, p. 220; 1964, PP-
11ff.). The co-oécurrence restrictions on be...-ed, as in
(@) - (c), above, simply are what they are; o say that such

are an automatic consequence of the passive transformation
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(Chomsky, 1957, p. 43) has no meaning except 1in a two-level
descriptive system, and cannot constitute evidence that such
a systen is the uniquely correct representation of
linquistic structure. Generative-transformational grammars,
therefore, are more a matter of descriptive convenience than
logical necessity, and the most that can be said for them --
as if it were not enough - is that they are "the only one
known which 1s not extraordinarily complex and which

provides anything like a reasonable structural description”

v stal, 1964, p. 151).

Aspects and Later Formuiations

The spectacular growth of ~generative—transformational
theory between 1957 and 1965 1s so diversified and
well-known as to preclude detailed review here. However, 1if
one were to formulate a rubric which subsumed ﬁost of the
theoretical {evisioné and‘advances of that period, it would
be this: attempts were made to deal formally with meaning,
both grammatical and lexical. Generative-transformational
grammar remained a more or less explicit set of rules which,

rather than make any appeal to the reader's faculgé de

langadge, strove "to incogporate the mechanisms of this

faculty"™ (Chomsky, 1966b, p. 12 [emph. added]). The

purpbse,.houever, wvas no longer merely to generdte "all of

the grammatical sequences of L and none of the ungrammatical

ones" (Cﬁbmsky, 1957, p. 13; l.61a) , but to ¥xelate signals
.

to semantic interpretations.' And since "the competence of
1

~
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the speaker-hearer cén, ideally, be expressed as a system of
rules that relate signals to semantic interpretations of
thése signals," "a grammar, in the traditional view [Y], is
an account of competence" (Chomsky, 1966b,:pp. 10, 12).
The'notion that the object of linguistic theory was "to
explain the ability of a speaker to produce and understand
new sentences, and to reject as ungrammafical other new
sentences, on the basis of his limited linguistic
experience" was not particularly ne in mnid=1960s
transformationalism, si::e the thought had been expressed --
more as a fond hope,tﬁan as a statement of reality -- in one
of Chomsky's earliest monographs on the subject (1956, P
113); What was new, in Aspects-type grammars, was that
denerative-transformational ; automata now "included
symbol—manipulating rules for attacihing purely' semantic
markers to - underlying syntactic configqurations, for

transforming these -abstract representations of lexical and

grammatical information into their associated linear signal

sequences, and for mechanically deriving fron each
syntactosemantic *deep' structure a set of 'readings' -- one
for = each possible interpretation -= representing

diagrammatically how the linear signal is supposed to be
understood by aduit speakers. Until the concept of
analyzing linguiétic properties into their relevant feétures
had been extended from phonology to syntax and semantics,
and formal operations devised for acrconmodating such feature

symbols in descriptive calculi, it was not possible for
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Chomsky's long-range goal even to be attempted, 1in a
sentence;enumerating ianquage description; some revision of
the interdependent roles of formation and transformation
rules was . :so0 reguired, in order to account unequivocally
for polysemy, paraphrastic equivalence, and other forms of
'equivocation.' Agggg;g—ﬁype grammar (Chomsky, 1965) was
thus the fruit of much collaboration, with Lees (1960), Katz
‘S'Fodor (1963) , and Katz & Postal (1964) making important
contributions.

One serious defect of the 1957 wodel of grammar which
was not remedied 1in the Aspects version, and which has not
been put right yet, however, is the fundamental fallacy upon
vhich the entire theory is founded, 1i.e., the notion that a
heuristic ipitial assumption is proven of necessity valid by
the verification of its logical consequences. If anything,
the 1965 theory and subsequent developments have compounded
the original error: the distributionai analysis of language
structure being such an inherently circular process (Harris,
1954, pp.. 147-8) -~ and transforﬁationalism being notﬁing
if not distributionalistic:(Reicbling, 1961, p. 7: McCawley,
1968, p-. 557) - every attenpt at ,enerétive—
transformational language description in the‘past twenty
years has been a fount of self-fulfilling 'predictions,' and
the resulting illusion of ever-widening empirical support
has become attached by association and. by fiat to the
granmgr—as—a—theory—of-conpetence myth. This i; a dangerous

trend indeed, for it represents a perversion of the
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emnpirical approach to knowledge-getting, of how knowledge of
a publicly verifiable sort may be responsibly arrived at:
experimentalists, as Johnson-Laird has pointed out, find
Chomsky's epistemological méthods and assumptions "baffling
to the point of apoplexy" (1975, p. 263). What linguistics
needs today is a competence theory which takes cognizance of
. fhe sometimes theoretically inelegant pragmatics of language
‘use, and the present work is part of an at£empt to fill that
need.

As far as the passive transformation was concerned, it
¥as \still one of the keystones of generative-
transformational theory, in Chomsky's Aspects, but opinions
concerning its forw and function had vacillated
considerably, over the years. Originally, on :the basis of

active sentences containing 'quantified' nominals versus

their passive counterparts -- e.g., the meaning of 'At least
two languages are known by everyone in this room' vis a vis

that of ‘Everyone in this room knows at least two languages'
-- Chomsky felt compelled to observe that:

Not even the weakest semantic relation (factual equiv-
alence) holds in general between active and passive.
(1957, p. 101)

This view was conscnant with the overall purpose of
grammatical vtransformations in ‘early Chomskyan grammars,
*which, except for the obligatory symbol-fixing rules, was to
specify the systematic structural relatioans vhicg hold
between basic kernel sentence types and their illocutionally

divergent derivatives. £Katz & Postal, however, in order to
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account for illocutionary meaning in a coherent manner,
required all aspects of meaning to be symbolicaily
represented in the deep structure of a sentence, with
non-identical deep structures representing non-identical
collections of meaming. It was thus convenient for them to
regard Chomsky's two «cardinal examples (cited above) as
equally ambigquous, and therefore *not distinct from, each
other in semantic content-

We can find no difference in meaning between actives
and their corresponding passives. (1964, p. 73)

Chomsky's Aspects treatment of . the passive
transfofmation vas ambivalent, in that he professed to
accept the Katz € Postal pPosition on the one hand, but
maintained, on the other, that voice is still a unique
phenomenon:

The passive marker, as distinct from the question,
negation, and imperative markers, has no independent
semantic interpretation. Furthermore, . . . there are
good reasons to distinguish such transformations as
passive from purely stylistic inversion operations.
(1965, p. 223 n. 3)
Passives, in other words, are very different in forn from
their corresponding actives, and hence a transformation-
triggering symbol in deep structure is a logical necessity;
but since voice opposites mean more or less the same thing,
that symbol is, by fiat, ~ to be considered semantically
eapty. However, Chomsky goes on to say, actives and
Passives are not quite the full paraphrases of one another

Katz & Postal claiﬁ they are (1964, p. 72), for the synonymy

between them is. different in kind from purely stylistic
’ ¢
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variation such as that between ‘'shifted' and ‘unshitted:®
sentential adverbs, dafive phrases, verbal particles, and
‘the like. Experimental investigations (Prideaux £ Baker,
1974 ; Reid, forthcoming [b]) have failed to corroborate this
claim, but its intuitive persuasiveness . 1s such as tends to

be held against empirical evidence to the .ontrary. It is

on the‘ basis of just such deep-rooted conviction that

Chomskyan competence theory w“%ﬂprmulated and
developed.

« L "
. In order to minimize- thén T ,}théss' ~ of the
active- _.assive relation, as earlier . “ ated, &nd yet not

submerge it completely ir indifference, Katz & Postal and

Chomsky resorted to a singularly devious tactic: the
passive transformation was defined excluéi{glx gn’ 2ep
S~

structures - cbntaining an optionally—generated‘ /pass}Ve\
“dummy" which, as far as pure ‘symbolic formalism was
councerned, was né different - in function fronm "tﬁe
illocutionary markers for interrogation, imperative, and
negation; unlike the latter, ' however, the Eormer was, on
groungs of the rparaphrasticity of actives and their
corresponding passives, dubbed "semantically insignificant®
(Katz & Postal, 1964, p. 73). Since the base rules which
generated question and negation mar::rs  were as
teleologically formulated as that which created by +
PASSIVE' mapner adverbials, the decision to attach semantic
significance to the ones and not to the other seems sdnevhat

arbitrary; it represents, furthermore, the first of many
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attempts to inject the human ;ggglgg’gg langaqe by tiat into

the vorkings of descriptive automata, and of as many

diminutions in credibility for Chomskyan competence theory.

'
s

If one overlooks the formal shortcoming; of Aspects-type
description theory -- and one must, if there is to be any
discussion at all -- the most cogent fea&ures of Chomsky's
voice analysis come to the fore. It was, in intent, if not
ih formal iwmplementation, nore comprehensive than any
previous analysis: by shifting the focus of verbs"
co—bccurrence patterns from direct object nominals to manner
adverbials, cértaih'nornally intraﬁsitive verbs could be
accommodated along with the wusual transitive verbs, ° and

~udopassives' such as 'The new course was agreea on'
cow_d be generated'by the same transforma£ional rules as
accounted for ‘true' passives. Ir a sense, the principle
was thus established that the subject of a passive }oc;tion
need not be a 'victim' in the event, although Chomsky was
somewhat unspecific as to what the syntactosemantic analysis
of sequences ‘Such as 'agree on,' 'look up to,' ‘*work at,?
and their NP complements might be (1965, pp. 103-5; 128ff.;
Katz & Postal, 1964, pp. 72-3; 148-9). Establishment in
principlé ¥as as far as the npatter went, however, for the
appellatLon 'passive' remained in effect restricted to those
constructions whose subjects vere at least victim-like, in
relation to some predicated event: "we need not assume,"
wrote .Lees (1964, p. 30 n. 6), "that every sentence

containing Aux + be + V¥tr + En is a direct passive
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derivative; 1in certain cases be may be the copula, even
before a participle.®

Ultimately, “*he 'victimhood' of subjeéects and the

‘eventhood' o participial predicates depended descriptively
on whether agency could be inferred in a given be -- v+ed
predication, fo; it was only through this ccrollary that the
former notions could be adequately formalized. Thus, the
qmbi;uity of ‘'His excuse was contrived' vis a vis ghe
unequivocalness of *His excuse was very contrived,' on the
oﬁé hand, and 'His excuse was contrived in a hurry,! on the
other, was ;captured' by the fact that grammatical rules can
be devised to geﬁerat; the same surface string with or
without the deletion of a *dummy' agent nominal in deep
structure. . Basicallf, 'ﬁothing had changed, .Qince 1557:
despite the obfuscatory theorizing about deep structqfe,
surface structare, and obligatory, non-meaning-changing
transformations, the voice phenomenon continued to bé

1

regarded, at bottom, .as a- twoﬂuaf alternation between

"mutually excluﬁive but equai. <classes of agentive,
quasi~transitive sentences, with agentless passivesaas‘.a
secondary subclass. The ohligatéfy deletion>of semantically{
em?t} agent nominals may have beenzmore"priﬁcibLed"in some
isense than éarlier accounts of omitted agency, but the

continued existence of such a rulé'underlined the fact that

the sine gqua non of Chomskyan descriptions of voice

remained, paradoxically, that 'gréﬁmﬁ%icalucategoryls ROSt

-

transieny feature.
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One of the reasons tor ge ‘nerating agentive by-phrases as

deep-structure manner adverbilals 1n Aspectu-type
descriptions had been to assign these constituent . g
determinate place within overall sentence structure; this
wWa S something which a unitied, multi-operation

transtormation, generating lexical i{ ‘ms such as 'by' and

'b- ..-ed*' ex nihilo, could do only 1n n ad hoc manner

(Chomsky, 1957, pp. 73-4; 1965, p- 104) . The determinacy of

derived “constituent structure was dismissed as totally
»

irrelevant, however, as we. agentive manner-adverbial
by-phrases, in G. Lakoff's (1970) wholesale revision of
Chomsky's Aspects -eory. Originally written as a

dissertation in 1965, when its target work was scarcely off
~the press, Irrequlaprify in _syntax took issue with, amaryg
‘ﬁether‘thinqs, the focal role Played.by MANNER coOnstituents
in.ﬁgggggg-type passivization, as the locue uithip VPs of
base—generated by ? PASSINVE ma;kerse The pwpain flaw, as
Lakoff saw it; was that co-occurrence or non-cg—qccurrence

with a wmanner adverbial did not unequivocaiiy characterize

~

verbs as passibizabke or nenfpas~'vizable. He contended, on

the one band,\ that sfative#verbs may not t'ke manner

adverblals freely, yet may”pa531v1ze e.g: |

(a) Everyone knew (*cleverly) that Bill was tall.

(b) That 8111 va$ tall was known by everyone. ’

BT

'Cértaln lnt!ﬁﬂSlthe verbs, on *he other kand, take
‘pfepOSltlondl' phrase complements and manner adverbials,

strongly résemblxng suth con-“ructions as 'work a: (='do?")

»
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the job diligently' and *decide on ('choose') the tLoat
suddenlv;* some such structures, Lakott claimod, do not
' pseudopassivize!® acceptably; ©.qg:

(c) * The room was dashed into (impdtientif) by John.
(d) * England was remained in (secretly) by Harrvy. .

and yet all are ‘ormally admissible to passivization, in its

Aspects tormulation. The structural description

NP == Aux == V -...- NP -.. .- by -+ bassive
(Chomsky, 1965, pP- 104), in other words, did u. quarantee
all and only grammatically acceptable passiQe surface

strings (but see Chomsky, 1965, pp. 217-8, a. 27).

The solution, acco.ding to Lakoff, ‘was simple: dispehse

with the MANNER constituent altogether. Since manne- nd
other) adverbs can be derived from adjectival comp o in
embedded simple:r sentences (pp. 165-73), the co- LJUrry e
restrictions between subjects and ﬁanner adverb. be
accounted for "wit' - any oaew selectional apparatus, [for]
these restricgic -111 foilov from the ' selectional
restrictior.. between subjects and adjectives. Thus, the

fact that we do not get The suit fit nme carefully will

follow from the fact that we do not get The suit vas careful

in fitting me" {(p. 158) . What this esoteric
transformational relation (the formalization of which was
not evgdfjﬁihfégﬁgi) had to do with the fact that ‘I was
fitted'(pa{efaiiy} by .the tailor® is ;n acceptable sentence,
vhereasL*'I‘ﬁés,'fitged by the suit' is not, Lakoff left to

/

.he reader as an exércise, for his purpose, after the
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initial diversionary tactic, was not to amend the passive

transtormation at all, but to build a4 case against MANNER,

Loc, TINME, and ot her adverbial phrase types 4 S
S

deep-rtructure constituenfs. Further evidence was drawn

from the fact that Chomsky's resolution of the dmpiguiﬁy 1h

expressions such as  *John decided . on the boat!? depended

ultimately on whether 'on the boat® tunctioned as a verb

cunplgment'ﬁ}thin the VP constituent o1 as a4 locative phrase
to tw;:,}tht of it, not c¢n the presence or absence o£ a
dummyiudentive phrase; pasgi?lzation, Lakoff claimed, <can
thas be detined more >i18ply on underlying structures like
NP -— AUX ~- V —-...- NP -...
"(where the leftmost ... does not «contain an NP and where
the righfnost‘NP is directly dominated by VP), and theré 1s
no formal necd for a MANNER constituent at o (pp. 162-4).
It 1is not considered sufficient, in grammatical
argumentation, merely to show that one's preferred analysis
accounts for the same 'set df fact: someone else's; one
must be able to demonstrate that the prOpbsed analysis
4
either accounts for more 'facts®' or for the same facts more
Zonomicallv. As Chomsxy once noted (1965, p. 218,'n. 28),
"the generalization that  relates  Manner Adverbials to
passivization . . . is invalidated ; . « only if a more
highly valued grammar can be constructed that does not
contain it.® Lakoff's attempt to ;resent a ‘'more highly
valued' analysis in this casei(as in others -- see Botha,

1970, 1973) gave rise to sonme highly dubious reasoning:
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what he seemed to be arquing was that sipce Co-occurrence

‘with manner adverbials is nqot perfectly correlated with

passivizability, but can itselt be transformationally
predicted from related adjectival comple -nts, the
transformational derivation of adverb es s to be
preferred; the grammar of English, fur+ -~ - + Can thereby
be simplified, the passive tran. ation wmay be

allowed, at no 1oss'in generative power, to dispegse with
base-gene_ated agentive" manner adverbials, angd to revert,
basically, to its,pre-égggg§§ formulation. What Lakoff
seemed to be ignoring, however, was that this proposal 4did
not provide, as did Chomsky's analysis, for a determinate

way of inserting agentive by-phrases and auxiliary be...-ed

phrases into P-mar: . Nor did. it attempt, as did the
Aspects “rsion, to effect 4 separation and ordering of
verb-complelenting and VP?complementing pPrepositional

Phrases, so that Lakoffr*s ré-enphasis of 'object' NPs (1970,
Pp. 164-5) did noti solve the 'pseudopassive nhon-sentenget
problem at all. The An5formation;l derivation of man;er
adverbials from 'underlylng sentences was certainly not ney
to Chomsky, who had suggested it himself, in Aspect. /pp.
218-9); no reduction of descriptiv- power may have leep
entailes by Lakoff's €lisipnation of -one or two base rules,
but t - e w¥as, from Choasky's point of view, a definite loss
of 's.planatory’ pover. Ahd Since Lakoff's analysis
earicned English grammar only to the extent of pointing out

a few sets of relateqd constructions 1ip need of
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transformational formalihation, the overall result may well
have been a net loss.

The *balance of bower® among components of g Jrammatical
description became the major bone of contention ip the
lexicalist~transfornationdlist controversy which ¥as just
taking Shape at the time Lakoff Wrote his critique of
Aspects. as Chomsky later Pointed out:

A grammar is g tightly organized System; . - £ertain
descriptive Problemas can be handled by enriching the
lexicon ang silplifying the Categorial component of the
base, or conversely; or by Simplifying the base at the
cost of greater Complexity of transformations, or
~conversely . |, | ye have no a Priori insight ‘into lhe
'trading relation? between the various parts. (1970, p.
185)
What is importapt,tfro- the point of view of the present
work Onh  voice, is that there was never any doubt, in the
transformationalist €amp, that the active-passive relation
vas of necessity transformational in nature; as theoretical
goals and methods of description diverged nmore and more fron
the Chomskyan tradition, the bPassive and other basic
transformations vere reformulated to suit the increasingly
abstract analyses that were being devised, but jt did not
occur to dbyone except quite Fecently that passivis might
better be derived non~transformationally. Thesé later
developaments are discusseqd further below and ip .Chapter
Five.

While the Aspects veréion of the passive transformation

assiguned definite constituent Structure . within ‘VPs  to

agentive Qj—phrases, the bpe...-eqd auxiliary wasc still

SOmewhat ‘bitrarily being inserted by transformation into
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underlying pP-markers. No particular reason was given, but

it may have been simply that the old keCnel- vs. derived

structure distinction of the 1957 theory vas being
preserved, until there wvas cogent redason tor doing
othervise. Lees apparently Ssaw the transformational

insertion of mBeaningful items as something of an anomaly,
and he de;ised a simple remedy: generdate both be...-ed and
agentive by-phrase interdependently, in_deep structure, then
simply permute the appropriate nOninal%h;-tnanstrm~
ationally, without creating any new structure (}96“, Pp. 30,
39). Context-sensitive constituent Structure,* however, was
giving way at the tipme to context-free rewrite rules and
context-sensitive lexical insértion, in. mainstrgam
linguistics (Chomsky, 1965, cCh. 2), and so Lees' otherwise
sensible proposal was generally ignored.

In an early revisionist paper’ of‘ the 'Chomskyan
post-Aspects period, Hasegawa (1968) also concerned himself
with the problem of assigning the ‘'correct:? constituent
structﬁre to the bpe...-ed auxiliary apd the agentive
by-phrase, 1ip Passives, and he too suggested generating
these constituyents directly in deep structure, rather than

deriving them transformationally. He noticed, however, that

the permutation performed by the thus reduced passivization

rule bore soge similarity to one wvhich derived verb
complements froﬁ‘underlying elbeddedy'sentenCes. AS a ameans
of effecting descriptive ecdhony, therefore, he proposed the

reanalysis of passives "as a special Case of the verb

A
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complement éonstcuction" (p- 230): Jjust as ‘'John started
singing? aﬁd *John saw Bill leave'! are derivable from deep
structures containing, respectively, ‘

John--PAST--start--ing #-John--PAST--sing-#

John--PAST--see--Bill--null #-Bill--PAST--leave-4#
Haseqawa claimed, passives such ay *John uas‘ seen by Bill'!
cbuld be derived (fiom simiiar Verb--Complementizer -
¢t-Sentence-# structures, i.e.:

John--PAST--be--en #~Bill——PAST—-see——thn——by——D—#

Besides neatly distinguighing 'statal' passives (as
instances of a perfective be #-PRED-# structure rather than

be--en #-S-#), from 'true' passives, this analysis prompted

Hasegawa to dispense with the special subject-object
inversion rule -- all that was left of the classical passive
transformation -- and to 1let the work be done by

"independently motivated® elementary operations of 7'quite
general .= scope.! These were: agentive dummy repgf%ement
(also used 'in deriving 'action' noninaliz?éions),
complementizer sovement (to the tense node of the embedded
sentence), and Q#ui%NP deletign. Tﬁe descriptive econonmy
procured by this\reanalysis ‘was, however, quite illusory:
the simplicity it achieved was not as great as Hasegawa
seemed to think, and it wvas purchased at the costdef
increased complexity elsewhere in the system. The need~fdr
some kind of passive transformation was not done away with

‘at all, for the Qg-Qgg #-S-% type of verb complement alwaysv

required at 1least one more operation —- agent amovement --



65
"than the other types (assuming that the enbedded #-s-2
contained a dummy agentive by-phrase, something .not
guarant eed by context-free revrite dles) . The
Complementizer-movement rule, furthermore, was lnordinately
comp_ex, due the = profusion of verb comélement
construction types and their various Co-occurrence
restrictions (be/getlligg; try to Verb; quit xiggg; sees/hear
NP ¥V; ask NP to #-S-#; to name but a fev),‘and the way it
vas formulated contradicted Haseqawa's own plea for
single—operation transformation rules (pp. 238-42).

As a means of generating rqpresentations of passive
constructions, Lees'v (1964) grammar was simpler and, in a
sense, a  better mirror of native speaker: intuitions thaA
Hasegawa's economy~6riented analysis.  Both these proposéls
Seem iamportant, howevér, and not so much for the descriptive
parsimony they achieved, which was negligible, in any case,
but for the implicit thesis that individual aspects of the
vell-known active-passive correlation are descriptively
dissociable one from another. But that too is an illusidn:
one is tempted to infer a teleology between the way in which
the formal representations of age cy, 'victimﬁood,' and
'‘eventhood' were descriptively disconnected, and the fact
that these nctions can be more or 1less independently
analyzed and communicated in speech, but that ias an idea

]
whose time had not Yet come. ‘'Nirroring the behavior of the

Speaker' had not been in vogue since the late 1950's, and,

although much was amade of the conceit that grammars embody
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the analytic intuitions of native speakers, they inva-iably
began as descriptive.iéynopses of the distributional
properties ofelinguistic constructions, not of speakers*
cognitive organization. 'Any intuit?ve'assent that was given
to a Jgrammar was thus to the apparent 1.Jicality of the
distributional analysis, and had little if anything to do
with everyday languaéé:user Competencs. Besides, the formal
dissociation in g:an;ar of ‘t'victim!' jsubjects, be...-ed
aspect, and agentive by-phrases was only apparent, for the
label 'passive' continued by deliberate design to be applied
only to those linguistic constructions. in which all three
co-occurred; desqriptive parsimony, as alvays, demanded the
Co-generation of the be...-ed and by + AG constituents, and
the transformational inversion, in one guise or another, of
Subject and object sominals.

It was only a first ‘step, and taken for purelf
descriptive reasons, but the dissociation hypothesis may
Still have been the most realistic approach to the problem
of grammatical voice. Hhat Hasegawa seemeg to be attempting
to do, in his formalistic way, was ~to view the -.Lice
phenome. 'n not as something unitary and unique in language,
but as one .possible convergence of separate linguistic
processes of Ootherwvise independent meaning. Chomsky (1971,
p. 212, fn: [b]) did not agree that the surface subjects of
passives ought to be the samel as their deep subjects, but
the emphasis on deep-structural co-occurrence possibilities

at the expense of transformational relations wWas consonant
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with the post-Aspects trend towards ‘f*lexicalism! in
Chomskyan theory, a _trend which became a theoretical

Standpunkt in Chomsky's 1970 €ssay on nominal phrases. The
main point of that disquisition was that there i: 1in
English, imn addition t~» the familiar ‘transformationally~
generated 'gerundive' nominal construction, a sizable class
of *derived' nominals whose internal structure mirrors that
of sentences, in that they can be similarly generated in
deep structure and can undergo some  of the Same
transformations, " including passivization. Nominals 1like
'*John*s refusal of the offer,' in other uordé, exhibit
meaningful properties which superficially similar
constructions such as 'John's refusing the offer' do not;
both must therefore be descriptively derived in such manner
as  will  account for these differences in their
interpretatiqn (see also Chomsky, 1972, pp. 90-92). —
Derived nomﬁéalé have both nominal and quasi-verbal

properties, in that they may not only pluralize, and be
preceded by adjecfives and determiners, but, li&e passive
participles, may be followed by an agentive by-phrase. oOne
caﬂ say, for example?

(@) John's adamant refusal of the offer

(b) John's refusals of the offer

(C) that refusal of the offer

(d) the refusal of the offer by John

but not (e) * John's adamant refusing the offer

(£) * John's refusings the offer
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(g) * that refusing the offer
or (h) * the refusing the offer by John.
Since de;ived and gerundive nominals -~ as vell as
full-fledged POSS~-ing nominalizations (such as ‘John's
[adamant] refusing of the offer') -- all arise from NP
constituents with sertential structure, the differences in
Co-occurrence privilege among 'refusal' and the t;o slightly
different uses of ‘'refusing' are seen as nmatters of *‘deep?
VS. 'acquired' lexical properties. Thus, ‘refusal® arises
non-transformationally from a nominal deep—étructure feature
cémplex like [+N, refuse], - and has 'ipherént'
péssivizability requiring reformulation of the passive ru;e;
'refusing,' hovwever, is "inherently a verb, with nominal
properties bx accretion only, and hence arises
[

transformationally (in one of two ways) from a configuration
like [+V, refyse].

That' rhrase (d) above exemplifies passivization 1is
somewhat surprﬁsing; at firsf, since tradition has always
restrictéd discussions of voice to verbal ‘constructions, and
for what were considered to be = sound /re&sons. In
genefati%e—tradsformational theory, therefore became the
custom to deriﬁe such phrases as (d) as nominalizations of
passivized sentential deep structures (i.e., in this case,
that which underlies '"The offer .¥as refused by John'); what
Chomsky was now suggesting, apparently, was a ;eversal of
the procedure, 1i.e., that such phrases are rgally the

passivization of a nominal uhoiizgunderlying structure 1is

s
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basically predicative. Such a view was not possible untijl
late-19601s explprations " into the more Cecondite
potentialities of generative—transformatiodal description
(e.g., Bach, 1967, 1968) Suggested that lexical categories
such as noun,i verb, and adjective could be treated as only
Superficially different, ang that focusing on their 'deepep'
Syntactic properties as logical predicates or '‘contentive.,-
peraitted analyses of ga siapler ang yeé tfar nmore powertal
sort. Choask' s lexicalist treatment of these abstract
citegories (1970, p. 199;A1972, PP- 91-2) was diametriéally
Opposed to that of the base-rule ®inimizing 'transforma-

.‘onalist? School; both, however, were bPresumably concer:
with devising the optimal langu%ge-desgription System, an.
the results may indeedvbe, as Chfmsky (1971) has suggested,

Rere "notational variants" of one andther.

In considering Passivization ip nominal phrases, Ch;ﬁsky
did note (1970, p. 203) that the process has historically
applied opfy‘to verbs. But when the Katz~Postal~Chomsky
analysis ‘summarized in Aspects made the voice trgnstrmation
hinge on the dumhy agentive by-phrase, rather than the type
" of verb, the ¥ay was left open for virtually any lexical

\

itea to occur in the verp slop, as long as it/r&s one which
could legitinately Co-occur with an agentive Qx—phffse. The
advantage gainéd from this analysis at first was ap.
extension of the: passive trénsformation to include
'pseudopassives! Such as 'John was laughed at by everyone, '

as well as the Usual transitive verb constructions., But
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once\ nouns and verbs were seen to differ only in their
- superficial features; not in their basic syntactic behavior,
and once it could be assumed that "the complements of nouns
are the same in principle as those of verbs, [one could]}
expect to find in deep structures complgx nouh phrases of

the form Det - N - NP - by &3, [such as, for example] the

enemy's - [destroy, +N] - the city - by AL" (Chomsky, 1970,

pp. 203-u). "Agent-postposing, . . . a generalization of
one of the components of the [reduced Aspects-type] passive
transformation . . . will then apply, as in the passive,

giving the destructioh Of the city by the enemy." Assumir

that the usual(/;;ssive agent deletion rule may appl:
NP-preposing, which "is similar to, and may fall und
generalization of, the “er component" of the passive

transformat.on, may also apply in this Case,  yielding the

city's destruction (by the enemy) (ibid.).

The point to notice, in this fascinating analysis, is
that passivization in nominal phrases 1is accomplished
through agent-postposing alone, which leaves the pivotal
noﬁﬁ in the focused 'subject!? pogition; NP-preposing serves
optionally to front-shift the 'object' noun to that position
of attention. And there ueedlnot be an 'object' noun at
all, in noun-phrase passivization,,as, for example, ‘'the
refusal by/of John (to leave).! The crugial role played by
implicit agency in the description of actives and passives
comes once\again to the fore, as does the basic independence

of the two Cconponents of subject-object inversion. Chonsky
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had little to say about the -traditional passive
transforla£ion n his 1§7O pdper, except that it is K;;n
amalgam of two steps" (p. 203): until the generalizability
of the “NP-preposing part. of the rule ié made wmOre clear,
there is perhaps nothing further that can be said, from the
standpoint of formal description. It is Clear, however,
that Chomsky's analysis was superior to Has®gava's: by
exténding the _ domain of agent-object iversion to‘
predicec*ive noun ‘phrases as well as séntencﬂs.f the = two
component operations were preserved virtually intact, though
independent, and no counterintuitive reanalysis of passive
deep structure was required.

The ’furthe; fo:m§1 develonment of  the passive
transform?tion i%i?&f »in\cggmskyan theory has been slight,
but the overall %éfﬁé;tical %tructure in which it operates
has undergone such. a 'reorightation since the late 1960°s
that there is only @ supeLLiCial resemblance betveen the
‘standard' theory presented in Aspects and the present
'extended standard theoryf (EST);’outlined in chomsky (1970,
S1971, 1972, 1973). ‘Haviqg defused most of Lakoff's (1970)
'exception® -rguments in advance in Aspects (1965,’ pp:
217-9, hq. 27, 28), Chomsky turned his attentioOp (1973, p.
© 236) to one of Lakoff's more significant cri{iC%sms of the
tandard'ipdssive rule, i.e., the fact that ifs akbigquous
p-structure analysis of intransitive-verb-cym-preposi-

-iopal-phrase constructions failed to distipduish those

wiich legitimately pseudopassivize from those which do not.
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Chomsky*s remedy was no solution, however, tor 1t
anskered few real questions Sdtisfaétorily and raised many
more. In order for  the passive rule to generate
pseudopassives correc ta,,  Choasky noted, the structural
condition?
X, Ne, VY, NP, 3
("overlookiny dauxiliaries, the agent phrase, and the
OmPOS Li- nature .of the rule discussed in Chomsky (1970a) , v
and somethiﬁg of a depa: ure from the V-...-NP notation of
the Aspects vorsion [ p. 104 ™) hadv to be restricted to taose
‘facfor%zations' 6f deep 'structure in  which the ‘*factop®
corresponding to 'VY' was a "semantic unite (Choﬁsky, 1973,
P. 2136.),:- That is, live-in, aprque-abouyt give-in-to, and the
like lﬂ;{ b2 considered unitary *factors,' as in: Z
(a) England was lived i by many people.
(b} The plan was arqued cbout all day.
(c) The brat insists on being given in to.
ie in, 6n the other hand, aust not, id view of:
(d) *Englan. was died in by many people.
*ggééig in, *dash into, and the 1like are aiso presumably
excluded (Lakoff, 1370, PE. 164-5; seo pr. S8ff., above) .
Touard this end, Chomsky recomaended a general condition on
ta;l transformations such that- ~
"Bach factor impused by a traansformation either is a
morphological or semantic wunit ‘0or corresponds to a
variable .n the structural condition of the trans-
formation. (1973, p. 236)
"This cop  tion, ™ Cansky went ony "... permits Passive

N

to be formulated with the structural condition [X, NP, VY,

L ——
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NP, 21, congﬁfaining the application of the ruje broperly in

quite a range:af cases" (ibid.) . In view of the current
Vogue for "solutions to Problems" rather than "devices that
vork" in generative—transformational theory (Anderson g
Kiparsky, 1973, P. V), one almost hes.tates to ask how. If

live-in has a Semantic ‘reading' "in the sense of Katgz

—_— -

1966 ] and others," thuys qualitying both 45 a "semantic

~

unii ©  and "single nonterminal" at Some  stage of a
derivation, the terms *VY, NP' wil) Supposedly 'factort the
underlying sequence *live in England:? into (live-in)
‘England], where iive-in is v ang Y is null, but f. tor the
Seéyuence 'die in England®' into something 1like {die] [ in)
[@Q};and], vhere y ‘applies to the preposition in. fhe
formal derivation process in this éase depends heavily on
'l%%e in' having such an .amalgamated redding in the
appropriate context -- one which the 'live in' of 'Hé really
lived, in Engiand' shouL§ hot, ‘as Chomsky noted (lbld ) --
but even more on the output of partlal semant it amalganatxon
being available to an early cyclic syntactib<transformatlon
in a non- algorlthnlc, non- dlrectlonalr_ andA timeless
automaton. Unless, of course, the ‘%;nstruption af
descriptive automata jis no loﬁger the point, in linguistics.
It would certainiy SeeR so, for .the ne< for Sentient hd;au
intervention in the operation of what was supposed to be an
explicit system that gade ho appeal to any user's faeu_;g

langage has increased to such an extent since 1957 that al}

of generative- transfor-atlonal theory is Cconsidered in sogme
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quarters to have heen seriously wec xened: B

- . for the interpretivistn, specidf rules of inter-
preta of relatively uny.cstricted torm and  with
unlimi ‘0ssibilities for interaction with other parts
of the amar; for the generativists, special kinds of
abstract underlying Structure, ad hoc transformations,
and constraints on derivations of practically wunlimited
power .. . . In other words,” I believe we are in a
theoretical inpﬂfse - - . (Bach, 1974, p. 225)

. o
Or is it perhaps that &anguage - nqt describable as a

M,
rigid system. after all? réé;%ﬂtrent flood of rules that do
not generate antl formal constraints that do not constrain
purports to be a loosening of the Procrustean bed, but in

reality amounts to 'RG  nmore than a retuin to

pre-structuralist philosophizing, with the lingering myth of

‘proven' generative-transformational predictivenass td&;end
. Ar:?k
Qe

it modern authority. Fot the fquamental‘ fallacy "of

2%

transformationalism remains a fallacy, irrespective of the.
.’

-~

persuasiveness of each theoretical reformulation in turn, or-.

. S . . ) i
he “"consigtency of _the conclusions that it  leads ‘to"

:_(§CCawley. 1¢ . P- 187): the Chomskyans now pretend to
e | D o i
describe cospetence directly, in their . epdéculative
) ’ 3 .

L generatives

elaborations “of&:';nnate idq?s:, and the

semanticists simply ignore competence as a "dead issuen

AT

(ibid., p. 185)}* and getnon with the task of building more
poverful logicosemantic rule systems. But both, to a great
extent, are still 'playing mathematical games' (Steinberg,
1975), because both, like it or not, are still basic;lly iﬁ
the business of enumerating’ éylbolic representations of
potentially well-formed messages, with wvhat they consider to

be maximum descriptive efficiency. Whatever their

7

’,

nrs
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‘intra-paradigmatic® dleeren\eb may be (Botha, 1973),
interpretivists and geherativists alike subscribe to the
same epistemological methods, and resort to the same
specious arqument forms; any relation between their grammar's
and the linguistic cognitions of memory-equipped language’
users is thus . purely a matter of philoscphicél conjecture,
as impervious to rational proof as to disproof.

As difficult as it is, to derive from Chomsky's theory
of lanquage structure any embiricalf} tgstable hypbtheses
about la3§uage yse, it is still. probably the Jmost'iikely
source. Choasky's attempts to cdme to jri s wlth hﬁman
’llngulstlc conpetence at least qxve an 1nklm(wto what
* speakers' cognitions of sentence structure are thought to be

like, including . his . recent speculationsgs. about general

constraints on trégdfornafions. and the relevancéaﬁthes! 
constraints might Lave to what nggr has called 'perceptuq;wj
strategies?® (Ch'omsk,y_., 1973, pp.., 270, 275). Generative
semantics, hovever, with its almost total.preoccupatlon with

'«

the abskract internal logic of language as it

cerutes in

search in

<

_gggg,'does not appear ‘to have much gelevance to T
linguistic b@ﬁh@ik thégégxis a. pervasdve sterility to
generative-semantic discussions, as if language were nothing

4

hui a4 system of non-directional mappings of one abstract
forwal object ontc another, and little atténtion is given to
ﬁeaning except in its most atomistic representdtions.

™ Al hough genarative se@anticists' formulations of the

passive transformation have changed, in order to accommodate
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their "increasingly abStract® and "embarrassingly deepw
conceptions of underlying sv tactosemantic structure (Bach,

1968) , their fundamental a 1tude towards vojice itselt has

"remained much the same. p :h (1967) vas amony the first to

sﬁgqest that the fpassive -rticiple was part
'Predicate' constituen rather than incogporva
main verb phrase; in 18 early antilexicdlisﬁ paper, he
clained thn+‘ have aud b., both as semanticaliy enpty
'linkinb elements? and as main verbs, could be
transforiatioually predicted iﬁ, from subject-object
ident{ty and tense combinations in matrix vs. embedded
sentences, and hence need.not be generated in ad hoc fashioq
by Base fules. His ' passive transformation then pogtposed
the embedded subject (i.e., agent) NP, as’ one &igh% expect,
9nd then equi-deleted the the éﬁperfluous embedded object.
ﬁhy th§§§;£u?ture {nderlying even simple passive and active

sentencés had to be complexes of embedded sentences in the

~first plac-, ‘owever, had wmore toe do with a supposedly

universal set .i base rules and. with the ease of generating
reddced rela 've clauses than with grammatical voice as

such, and paid - allegiance wvhatever to native speaker
. ’ ’
ioturtion. - o g

mgendoen (1969) used what amounted to two infinitely
. S 9

vecursive base rules to éenerate highly complex de®p
structures reflecting  the 'g—pléced contehtive, predicate
Plus n argusents' view of the basic propositional content of

«

all sentences (McCawley, 1971). 9¢§sivization'then involved
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Subjectivization of the most deeply-eabedded NP bearing
objective case marking (emulating Fillmore [1305]): and
equi-deletion of 1ts then superflucus duplicates. According
to Robson (1972, p- 15)., this anountéd to a
‘predicate-first' version ot ghe Hasegawa (1968) treataent,
but it actually foreshad 4 Robson's and others? proposals
to dispense with the passive transformation dltogéther and
let independently-requireu T-rules do the derivational work.
-h. Lakoft (1971), %kmn espoused McCawley's predicate-
and—argu-ents concept of deep structure, 5ﬁt\not to the samé
extent as 'Langendoen, whose attempt to derive every surface
ncun from an underlying predicate noaminal (cf. Bach, 1968)
led to‘a prqlifgration of nultiply-enbeddedﬂﬁggg - B - is -
X clauses;ﬁk@ﬁé highly questionable- gain; in descriptive
power (Reid, 1§ﬂua). - fd ”

Like ‘Hasegdwd (1968;, R. iakoff (1971)'préferred to
formalize the agent-verb-object relations in'passives as an
embedded sentence complement to a main verb be, and she
shared G. Lakoff's . (1970) distaste for agentive mannef
adverbials; ‘syg. neglected to specity, fhouever, hog a
suitable‘ gg;si;e transfornatiop might be formulated, or

failing that, how the requiréd constituent’moveaentk:and

. » A
function-word placement- ought otherwise to take p{igpr”lt
Y . a R
‘was absolutely clear, hovever, that she considered -

subject-object *switching' and complement-sentence raising
to be essential parts Of the passivization process, and it

is in these required manipulations of nderlying subtrees
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’bkher "local deraivational constraints%

18

that the crux of the matter lies: whether accomplished by
means ot a unitary, a bipartite, or a tripartite passive
transformation, or by other structure-building and deletion
rules, it continued to be taken for granted, by lexicalists
and generative semanticists alike, Fpat objects becgme
subjects and subjecfs becomé agents i;wpassives; and they
continued to write their grammars accordingly. R. Lakoff
thus failed to respond adequately to her own challenge, "Why
passivize a sentence at all?" (1971, p. 149)

G. Lakoff was as imprecise as B. lLakofft concerning the
derivation of passives, and pgrhaps even more 50, but he

. o> R - .
apparently held the same basic assumptrons: it is fairly

clear, from his extended discussion of its interactions with

'46. Lakoff, 1971, pp.

W,

233fff), that it is the same 014" s gct-objecﬁh;&zsrsion
that he had 1in ﬁind. There is ‘ not.a word, howe?gﬁi',;s to
how the-ruLg serves to relate“ souhd and meaninc nor of any
variants or subtybes of the basic {fhll trans: 1ve active}
--> (full agentive passive} relation. That there muét be
such a 'de;ivational constraint,' _however, was never in
ddubt: however 1indistinct its forialization, Lakoff took
its existence completely for granted, and ‘it figured rather

crucially in Lakovian arguments agaimnst chomgky's concept of

deep structure.

W
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Case Grammar

One further view of volce, an. of language in general,
that deservesg consideration. here jis 1se  grammar!
approach ftirst fully enunciated in S (1968) and
elaborated' in Stockwell, Schachter, : ‘artee (1973) .

. :
Intended as an alternative . to the standard Aspects theory of

- Chomsky, case grammar was predica*ed on""the diStinction

’

between surface syBtactic relations such as subject and

object (usually defined in a transformational grammar by

3

means of déninance rélatiohs, cf. Chomsky "965: 71), and
certain semanticqlly relevant 'deep' relations, between NPs~”
and  verb ' cher, 1971, p- Y 237). Because of

objectivizétidn¢ amd other ‘case-
placene;iik S, case g%ammar can- account, with one
base-generated get df Case .reiations‘and ~a verb, for ail
sentences ‘hich a given"set .of iexical anits are
similarly inter-related, for example: |

(@) The door [0BJ] was orened with a ke} [ INSTR]. <

(b) The‘dpor (0OBJ] opened with a key LlNSTR].

(c) a keyyl [ INSTR] opened the door [0BJ].

(d) a kef [ INSTR] was used to open the door [033].
Since such sentences .are not systematic nd ~aphrases oﬁ one
dnotﬁer in ’the.usual sense, Choaskyan theory derives then
from formally distinct deep ¢ structures, thpsibbscuring soﬁe

<

4
rather significant comman cemantjc content (Fillmore, 1368,

pp. 25ff.: Fletcher, 1971, p. 240). Tt is an open questibn,

however, whether apy two non-identical sentences bhave the

/
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Vely same  soemantic interpretation, and 50 the extended
e - o
4

Version of caée'qrammar (ECG) of stockwell et g;. (1973) 1is,

like Chomsky's 'extendeqd stqndardﬁthvory' (EST), constructed

"as if it were true that ‘the sub WMo semantic differepce .

&

- did not depend on deep Structure, whether that is inm fact

()

<

“krue or not" (Stockwell et al., 1973, P. 35). e

The case-grammar view ¢¢ Subject ang object as derived,
rather than asg deep structyral relations puts the voice
phenomenon in quite a different light. There is no question
in case grammar of one Set  of functional relatjons -- e.g.,
agent as éﬁbiect,"victim' as object. -- being the basic,
unmarked, most predictable state of affairs, and'all others
being somehow at variance with or derivable froé; it. Any
nominal, it isg assumed, can pe tye. sentence suﬁject,

regardless of its semantic role in 'angﬁiﬁﬁ to the verb and
&0

other noainals; it is just that when cértain case holders
4 ('actants?) are subjectiv;zed, ~ Certain compensatory
syntactic and morphological adjustments are required, ip
order for the sentence ip .question to be consideregd

drammatical. As Stockwell et al. (1973) have put it:
Since " the  prepositional marking of the “Constant
relationships varies, depending on what iten is Subject
Or object, or whether there is nominalization ot yot,
the rules nmust provide a means of holding the
Lelationships cons 1t while varying the prepositions
(or deleting them) iy reg#lar and general ways. (p. 37)

The Stockwell et al. extension of Fillmoret's original
Case grammar also incorporates Chomsky's (1970) lexicalist
hypothesis, in that the cyclic transformation ryles have NPs

as their donéin, ‘as well As #-S5-#r1rg5, PaSsivization within
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(derived) nominals is thus accounted for, though the authors
point out that "there is no obvious motivation to claim that
nominals with by-phrases have undergone passivization unless
the object has been moved to the tront (genitivized)," as in
‘the city's destruction by the enemy' (Stockwell et al.,
1973, p. 42). Nevertheless, . the ECG accoynt@ﬁclosely
paralleis that of Chomsky (1970), and improves on it
somewhat. Nominals like 'the destruction of the city by the
enemy' are, 1in a way, partly passivized in Chomsky's EST,
since they involve the agent—ﬁostposing part of the passive
t.ansformation, whose composite nature 1is never further
elaborated (see Chomsky, 1970, p- 203; 1973, .p. 236, n. 11).
In " the ECG, however, such nominals involve 'no case
‘placemenf, but only legzgélization with by (unless the head

noun requires or permits agency to be otherwise marked, as
2

%2 A

in 'the refusal of John to leave'y of the *inherent!
pfeposition\ of the -épp;opriate actant phrase. Passive
subject placemé;t (Chomskyts *). prepoéiné') may then apply
optionally, \to generate the 'fully' opassivized  unominal

mentioned above, and in fact may apply quite independently,

in the ECG, to*nominal deep structures containing.a single

objectivi?ed actant, yielding, £ 'éxample, *Nixon's
election," ‘'the Queen's'cousi i*“ané{p;resulably, the city's
destruction' (Stockwell gg\gif; 1973, pp. 58-9).

Hhére @ verb 5 vhe head of 'agA(éentential) deeb

structure, and it bcars -~ . 2ptional feature {+PASS ], both

: \
by-placement and pass - - vject placement must apply, in
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the ECG, optionally followed by passive agent delet}ﬁh, as
in classical gegfrative—transformati 1al  theory. b;;fﬁ the
ECG employs "thqyndunmy symbol' variant ot lex1cal insertion
(Chomsky, 1965)" (Stockwell et al., 1973, p. 12), sentencesr
such as:

(2) The city was destroyed by the enenmy,
and (b) The city was destroyed.
presumably arise‘yfrom base structures that differ only in
the lexicaiiiation of the agentive actant. 'Agentless?
Passivized nomiunals are also derived from different deep
structures than are fagentive' ones, but because
by~placement and passive  subject placement ‘apply'
independently in ECG, no agent - deletion 1is requlred
a"cjtentless ngminals such as ‘fthe city's djttructlo&rlse
from base structures:. in which t ageﬁﬂ%v@ actant is
altogether Tacking (ibid., p. 59). ™
There is a certain anoialy in the overall ECG vi:. of

voice, in  that the ‘passivization of sentential deep

structures formally Presupposes some sort of agency, and is

firmly committed to the traditional subjectrquectlf;

inversion; passivization in uomlnals, however, requires

neither, or certaluly seeas not to, although Stockwell et

~r

al. point o a lack of "indepefdent. justification for
claini;g that there has been pa551v1zatlon" unless both
by- ;lacement and pa551ve subject placeuent have occurred (p.
42). Whet her any phgnomenon 1S an instance of passive

depends, of course, on the prevailing definition of what a
y N
{
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passive is; thﬁ_Aab@b{ of Stockwell et al. is uellitounded
given the lougevitylof the subject-object inversion Loncopt
but "as they obliquel} suggest, there isﬂ\a need for
independent justification, either way. That .is wvhat the
present study hopes to obtain. : '

What uere\referred to as 'éseudopassives' by Chomsky'and
others (see ;f €) are accounted for in a rather natural way
in ECG: if the actant destined to be surface object bears a
léz@cally marked -- and hence non-deletable ~- preposition
as case marker (and in general it is the narked prep051tlons
which occur in non- Separable verb + preposition phrases £hat

X

function as unlt-verbs), that preposition is-treated as’ part

of the verb rather than as the leag&fg element qﬁf?a

- : i ‘:-h j";-"
postverbal prep- phrase. The grammar thus generates- A

)
5 K
b

(i) The chairman [ referred to] the proposal.

(bi T he propoéal (wvas referred to] by the chairman.
buffﬁbt (c) *tﬁe proposalts referral to by the chairman | :@5
since éhe,apprOpriate rule isl defined onlj on domains where -
av ;s head, and not an N (Stockwell et al., 1973, pp.9“3
52ff.).’ Because there is no 51ng1e ﬁdmarked preposxblon for
locative actants, the JSelection and deletablllty)con&isaons
“"a:e rather complex 1ig__.,gpp. 39-41). Thus, itliﬁ not
éiéaé whether ECG will characterize the examples given by
Choasky and Lakoff (see abdvg) asnwell~formed orfnot;

(d};? England vas lived in by many.

(e) ? England was died in by many.

" (£) ? England was remained in by John.



8y
(g) ? The rooﬁ as dashed into by John.
In view of jts man other attributes, this io hardly g
serious gap in the range (of phenomena accounted for by the
ECG. D.spite it no -formallty and lack of real
generativity, Chomsky's ‘*semantic unit' proposal (1973, p.
236) gseems to be the be§t solution to date for these
margiial cases.
Aﬁ interesting further aspect of ECG 1is that actants
whodl case-relation to the verb is instrumental, dative, or
'nqé;ral' may undergo passive by-placement, if there %s no -

"

: _ o )
actant marked 'agent' in the case-frame. Thus: e

“(a) Germany's defeat by the Allies [AGT] .

(b) the City's destructlon by fire [INSTR)

in nomlnqls, and: . ' .
(C) The guests were received by Mary [AGT].
(é) The éackage ¥as received by Many [DAT].

\\;(e) My fir er was burned by the match [INSTR].
(f) He was surprlsed by the news [ NEUT].

in other words, Ecg distingydshes between deep and surface

¢ .

agency, since other actapfs may function as the latter, in

the absence of the forier (Stockwell et al., 1973, pp. 4i1-2,

58). In the ChomskyaanST, fhe above .examples could . be

2
v
1

derived only fron deep structures in which the ANPs n
, .

queétion occupied the leftmost '‘deep subject! (i;e.,bagent)

posi*ion, aninatéd only by s.

) , 'L//

B P



the advent of génerati

ok

CHAPTER THREE

ENPIRICAL INVESTIGATIONS OF ¥OICE

\

\

Compared to the’ grammatica% history of voice, which

sSpans ‘'some twenty centuries, its history asgf the subject of

empirical research is merchﬁi&ly short -- twenty years, at

most. Hhile'fpsydﬁdlinguistics as a distinct field of
* o : ' -
inquiry nmay fairyiﬂbe Said to have first come .into existence
. s “‘v;'. [

~,

in 1951 (see 0s§®od & Sebeok, 1954), little attention was

AN

paid to the syntax of language as a cogpitive emtity until

transformational grammar in 1957.

kay started making psychological
claims concerning the iutuit}gg reality of geH%rative rules
. ¢ e I

(e.g., 1959, pp. 56-7), and G. A. Miller.rgtarted testing
these claims experimentally'(uiller, 1962) . The testing of

hypotheseés concerning human liﬁguistic

psjcholff

;g}, however, be discussed at this point, in

e

the present vork; as a bridge between grammarians'

speculative‘ philosophizing abéut 'vvoice and empirical
research iato its behavioral correlates, there;follows a
review of the. first and perhaps oply attempt Ito‘correlate
gramnatical descriptions of active and passive gonstructions

and - their patterns of occurrence in actual language use.

B .

-85 -



Us o
L

1pt
than 1nti oo
det

o

construct o

ol
—

Al

tChomaky wags
analysio
contiradicte
whilch

qene

tzoly, and

toassivenoeng?

A* one
corresponde
toLe
forma . rel
aowever, he

vpostcopular

hence more closely

the

Lncover ed

rdaSslve

datl1ones

Val*vVihk®:

1E Y own mo et e

"

A Vool wa i O

<'.if~‘()()lll", t

h voarce an

e Uy ot

pective men: (i1b1

distrabur ional

Lonubtype: I e x1n

gJe enouah to make

time  when the o

developrag into ¢

SORe Drev

d the blach ve. wni

rative-transforecat

1

sulgested 1nstead

mOLre nedriy cons

extreme, t vl

nce hetween active

rans

t asformation

N

19

e ween Ly

fournd passive ©

[ORS

.3

attricutives

related to

T iy

it ron

’

Lpu i i

Vot

SO v T

ot Wy ey

by o lingua:

Imat 1onydg

‘_1-: p.ot), It

analy:e ot

tence, dand a1t

dthoritatay

Structu

tic
versi

Alence:n o1 DCC

te dicnotomy o

on: 1  descripypt:o
muitave

1 led

onans vwirtn ordin

coend " o

¥

and

. .l. - - he

intransitive pe

Yt

tiady on Voo

; Eoen ar o soame
Drolien
Soulan
e h gy

+ DN +

A“: ¢ trl“

1: based

oy

. Conmnpletes

9]

»y

res  theoty

on, Svartvik!es

nce  which

uI- e

SenTOence typec

o

Lo inevitalbly

e scale of

a4y Intuition.

degree of

ra
>

o*

ey

.
e

-
El

v



structure: than to any unde; Ly ing, act ive entence, 1ii the
deual sense (Bl 16e) .

Although Svart v okt treat e Winooonomonally aboat o voiee,
It cencerned 1taelt predominang ly witi *he. pa Ve Part o o
fhe Teasen, at deast . owas that fh"‘Id' Warooagt o the o o "no

v /

exhsustaive treatment o, the Parisive aq present sday Yngia: by, o
not evern Tny Y"agreement among gxdmezldnu an to whae
consititute:. an snglish Passive™ (149n6, poo 4) ample cvytence
that thi:c was 5o has been Precsented qan Chapter 00 ot tihe
PrLesent thesio, In  order Yo rewedy these sataations,
Svartvik's analysis had to inclute Practically every type of
construction ever lapelod A5 'hassive ' hy g Srasddavlian, "pot
only central constructions, but 1150 1t oce on +the Feripherpye
(p. u). ¥hat was common to all detinitions ot 4 passive
construction was -the tresence ot 2 torm of  be  ("or
auxiliaries coamutable with be™)  ana a4 past PATtICit le;
"h1g,  theretore, ¥a::  chosen as the "simple workingy
def Liztion, ™ the formal ¢ritericon by  which clausen would be
initi1ally selected for anilysis (pp. 3-u, 35-9¢, 92-93).

A5 rar as Svartvik was Conﬁoruci, passiveness inhered --

[

2 la Halliday (1964) -- "only in <he verbal group, anot at

(Gal
~
.

clause rank" {svartvik, 1960, D . s all Xinds of

predicative expressions were thus taken *o  bpe

passive
cotstructions, including.wha* were known °* m10re liberal
of the tradi+ional grammarians as  'sctional! passives,
5

'statal' passives, 'rassives of occurrence,! 'adjec*tival'! or

tattritutive?® rAssives, ané so on, .t



(a) The hoane was buirlt by expeit ..
(1) the wouse waa buirlt ot wool.

() 1o balls oare pood.
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lynored all but the tip of the 1ceberg, as tar an potential
pasclves are concerned: besides the usual *Veeld' verb toras
(.., 'taken, ! ‘finishedry), there are ‘phrasal?® and
‘prepositional' verbs (*looked up,' *looked upon, ' 'q\\f AWy
with') and 'X-Vied! compounds (*widespread,® Cweoll- judged, !
'man-made,? ‘untre: od,* 'sSelt-appointed, Yali-
admired*), and all ot Lse o Ccdn 1un¢tion, withan limits, oo
lexical verbs in verbal groups with be. Fven aoun-based -od
constructions ('diseased, 'Jaundiced, * ‘red-haired, *
‘downhearted, ! 'hunchbdckgl,' tone-eyed , t ‘unskilled,
'selt-wvilled') share this verbal property to some extent.
Because they do not have all the privileges ot occurrence of
‘true' lexical verbs, these forms are admittedly les:
central, butntheir telation to the voice system as 4 whole
cannot be 1gnored, for some which analyze as X+ (V+ed) rafhe;
*han (X+V) +ed can have agentive adjuncts, as does
'1ll-served' in the first sentence of the present paragraph.
some steps have been taken, since Svartvik's udy was
completed, to extend the transformational analysis of voice
*0o 'phrasal' and ‘'prepositional' verbs, but no further, and
even those proposals which have been made are somewha*
lacking in adequacy (Chomsky, 1965, 1973; Lakott, 1970; see
discussion in Chapter 2, above). -

~vartvik's 323,000-wor. corpus comprised 2% continuous
text =, -presenting 13 genres of language use; two of the
jebres were unscripted spoken English, accounting for about

49,000 words. The anaiyses, as Svartvik himself noted, vere



90
"'"linguistically sophisticated? but ‘computationally
travial,' in that the entire corpus had to be grammatically
pre--nalyzed *hy eyeball ;! the e 1qht principal
Character 1<t 1cs ol each <‘ldg:«> (*ype of clause, type of
fnite verhbal qgroup, order ot c¢laurse elements, «tc.) were
encoded on tape and 1nput to a4 computer, whici then sitted,
corre¢lated, and tabulated these intuitive data (pp. 19-42).
Numerous resultes were arrived at, "ot wi.ch 4 few  Leen
sianifsicant, some suggestive, and tainy trivial . -« . It may
be worth 'omphasizing, howeve,., that the ditference bhetween
trivial and non-trivial results 1is far from obvious"  (p.
69) . What 1s trivial to one reader, fu:rthermore, may well
command. the attention cf another.

The most important outcome of Svart: k*'s work, from the
point of view of the present thesis, is that his basic
grammatical assumptions -- or rather, the lack of them --
made 1t <conceptually possib’ to disengage the various
syntactic concomitants cf voice from one another and to view
therm, 1nitially at least, as independent events. Any
lependencies which did emerge were then the result of
verifiable co-occurrence, nc¢t a priori assumption, and
amenable *to some statistical significance tes*ting. Thus,
for example, Svartvik's finding ot a grea*er relative

frequency of be -- Vted constructions 1n scientific writinj

than in fiction was not exactly surprising, bu* his al 1ty
to associate with his observed frequency distribution (32,68

percent split vs. 06/94 percent, roughly) a pr. ability of
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chance occurtence less than 0.1 percent lent his interenpces.
considerably more weight and credibility than they would
otherwise have had (p- o).

Svartvik's main preliminarcy findings, as a1 as centern e
subjects, verb phrases, and postverbal adjunct:. weype
concerned, were as follows: .

~
“(d4) passlive subjects were predominantly rnanim.te, and not
only in the scientific texts, where pas.ives were aore
prevalent to begin with (p < 10-4%)[{s21c' agenttul
passive clauses tended to have longer subjects than
agentless omes (pp. 50ff.).

(b) although be -- V+ed verbal Jroups were much less
frequent, ovérall, than active ones; the subtyies of
each were similarly distributed in that the simple
ones 1in word count were more frequent than the nore
complex; <+he most complex verb phr.se types (i.e.,
@ay/might have been V+ing; may/might be being V+ed;
has/had been being Vted; may/might have been being
Y+eq) did nct occur at all, :n the texts under
analysis (pp. 43-49).

(c) passive clauses tended to have either a nominal or

-
=+

adjectival coamplement, gn-adjunct (prepositional
phrase, in @most cases), postverbally, and relatively
infrequently had both; there gceope’ to be a
coapensatory effect Le.-ween agentfu. . 20<  agentlecss

pas.ives, in that the 1latter, lacking agentive

by-phrases, tended to have non-agentive adjuncts to a
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qreater degree (U9 peuv cont v bl pel cent) than the
tormer, which by detinition had at least  an agentive
adjianct phrase; pacsive agent: tended to be 1ndanimate
and nominal, rather than pronominal, and "amuch longer™
in word «count than the fubjwctu ot pa:caave  clauses
(pp- S1-65) .

svartvik also 0. *iced that  agenttul passive:s, like actave

clauses, were synt:ctioally *free' 1n 50 per cent of caser,

1.¢., neither syntactically bound u:r sequentially f;ldtvd

to another clause (p. 67). Agentless pas:ives, on the jother

-~ -

hand, were syntactically free less than three-tenths of the
time, and there wvere some 1nteresti.g instances of
sequentially related ‘'Vted' constructions oOCCUIring as
conjuncts ot adjectival complements after ain amphibolous be,
for example (pp. 81, 9¢€):
(d) He's only six; apd not allow d to play with rough
children.
(é) The other side was broken, hillocky, and vatched.
These distributional findings were largely corroborated
in Svartvik's second ‘'experiment,' a hilerarchical cluster
analysis of 128 passive  clauses which had teen
"proportionafeiy, and randcaly, selected from six grcocups
into which the material had been provisionally ordered on
subjective grounds" (p. 73). Each clause was exhaustively
described in terms of 108 digferent criteria relating *o
various subjective and objective properties of the clause as

a whole, its subject, 1its verbal group, and complements and

—

o

» -
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dunets, oany  (ppe 73 110). The purpeose ot the analy:sin:
was to let the (:()r'1~'llxt rtons amonqg the 108 decscriptor:. be the
determinant s ot 1nter-clause similarity, and hence ot the
kind and ovumber of 'natural’ classes ot objects 1epresented

1in the data;  the rigorous technigues of numer ical tfaxonomy

‘

woul d{ thus  serve a5 a4 check  onoantuitive  oclassifications
qccﬁrdlnq to syntactic and semantic crites oo, More t han
ha 1f the clduses (59 per cent) vere  cui.ed  from  the
passive-rich 'learned scilence *exts, but f7 per  cent were

taken trom 1apromptu television discussions; the rest came

/
|

fron ﬁ@vels.

The 128 data vectors, each represent:ng a randomly
selected passive clause, +were found to be of six  major
types, some of which corresponded closely to 1ntuitive
passive clause classifications (pp- 115-48). The groups of
vectors, turthermore, were found to have "a small nuaber of
individual chnaracteristics (key features), wvhich detfined
all, or almost all, the members bf the grougs" (p. 132).
The clauses which comprised each group, as determined by the
numerical taxcnomy procedures, may be described as follows,
in teras of those 'key features:'!

Group I (n = 19) : agentful, with inanimate Dy-agent
some*lmes interpretable as 4 non-agentive adjunc*;
transformable to active voice directly or through
animate agentive by-extension, depending on
interpretation; most typical  member: 'the phenolic

esters ... are easlily removed by hydrolysie ...°
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- /
/ . /
Group I1 (n s 1) agentful,  with Aunimate hy-agent ;
/’ﬁ .

ditectly  transtormable  to Active: ‘the tairot

ibvestigations ... wWOere mda by Goldschmidt ...
Sroup 111 (n “53) - agent less  hut agent jve, with animate

agency 1mplied; hon-agentive  postver bal adjunct

present; directly transfoimable to active,  after
by-extension:  *The haby was anstalled an the old
nursery.*

Group IV (n = 17): 4gentless but agentive, with® animate
agency i1mplied; syntactically bound clause:s, with
no  postverbal adjunct; directly transtormable +o
active, atter Ly-extension: 1t 1t were
introduced, ...t

Group V (n = o) : agentless, but porertially quasi-agentive

through extension, not necessarily animate, and nct

nhecessarily with by; dually transformable to

/ -
P <

'extensive! Or 'intensYve! dactive clauses; other
'passive' auxiliaries used, as vell ag be;

tarticiples permit qualification and conjunction

I

with adjectives: 'He became cxcited.!
brouvs ‘I (n = 21): ageutless; non-agentivizable; no
corresponding 5ctive clause; participles permi?
que Litication and conjunc*ion with adjec*ives:
'The ‘Escu]ar membranes of the brain are highly
developed in” lampreys ...!
Most of the passive clauses -- Groups I.- IV -- though

not necessarily ‘'agentful,' were at least 'agentive,' with
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clearly rampired  agency; of theaeo, Group: 111 and e the

'agentlesst agentives, accounted tor more than halt ot the
corpus under analysis.  Subjectively as well ac objectively,
in  terms ot the within- and between-group samilavity

Ccoetticients (pp. 115-6), the taxonomic gqroups were tountd to
"conform most closely to a cline di:ﬂributxon, 1atba,
cluster - vhich‘ are serlally lnldfod in « continuum.”™ Tae
nost  salient characteristic ot thio  continuun, tooa
descriptive Jiuguist like Svartwvaik, was that 1t constituted
a gradient of potential Aactive  transtormation, with
uneguivocal 1: 7 correspondence bhetween passive  transitive
clauses and their active counterparts at the ‘'agentful
animate' end of the scale, and nothing but "syntagmatic
affinity with active equative clauses" at the othevr (p.
138) . In between the two extremes lay various degrees of
equivocality, vranging from the partial ambiguity of the
'Janus agents' in Group I througnh the 1ndeterminacy of
concocted quasi-agy~nts 1in Group V. ihe difterences amon;
passive clause fypes thus seemed in many ways to be a matterl
of degree, rather than a matter of kind. \\\
The six-way classification‘'system eventually devised by
Svartvik was based largely, but not siavishly, or' the
taxonomic facts which were found to obtain among *the clauses
in the rather limited passive corpus. Criteria were podeled
on the key descriptive features in accordance with their

apparent predictiveness and their practical applicability,

N
1

but also with an eye to preserving the coaplex multivariate

\
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cline relationship that  appeated to. hold  among  pascoive
constructions.  Thus, classes  alpha and beta, at  the *top!
end of the scale, comprised passives with overt  animate
by-aqgent« an i overt unasbliquous inan:mate by-agents,
tespect ively, corresponding to Gioup 11 and the \1(30(“11\1.0(‘.11
"the central and most trﬂqnt‘nf‘ prssive  clause Class! (1.
134), comprised taxoncialc Groups I11 and IV, and 1ncluded
agentles:s clauses uith. potent i1al ‘direct! by-adgent
extension, usually anlﬁdte, *nd subsequent systematic active
R4
transtormation "within the same tensen (Lbid.).

Syntactically bound clause relations and the absence of

postverbal adjuncts -- the main teatures distinquiching
Group IV from all others -- wer¢ thought to mark a
~N

functionally important subclass of clasc  gamma, but not a
separate class. *Janus agents,' however, i1.¢., by-phrases
intefpretablf e.ther as inanimate> agents or as 1nstrumental
adverbials, marked <clauses as memners of clags beta under
the first/}nterpretation, but as meabers ot class janmpa
/

under the/othei; rather *than introduce ambiguity in*o either
~lass, vartvik ofrted for an intermediate betda/gamma class
{p- 133)\- These ambivalent - nstructions were later found
to constitute cver one-fifth of all inanimate by-agents (p.
142) .

In addition to 1ts main C.dracteristic as a
'transformability to active' continuum, Svartvik's passive

scale also incorporated a verbal-adjectival gradient.
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Clausies with unequivocally verbal he  -- Veed  ohrases were
unequivocally transtormable, an! those  with Stricely

adjectival ocourrences  of Veed haed no corresponding het o
.
at  all. intermediate  het we . these were the  amblvalent

passaves, transtormable into extonsive or 1rtencive ac! LV,

L1 g

devendinag on verbal 1 adjectival tnterpretation of the Veed

partich ple, and on animate o1 indnimate quasi1-aqgent

extension: 'she  was  astonished,®  tor cxample,  can be
variously related to 'someone/something astonished her!' or
‘someone/something made hér (teel) astonished.' The need
for discourse context, 1in order to resolve tne many i1a:licit
ambivalences 1in language, receives tutthor emphaslis  froan
this tinding. GSvartvik's class delta included all such
clauses, with ‘tattitudinal' passives (e.g. 'John telt
compelled to go'' as a distinguishable subclass alongside
the mostly *emotive' passives of taxonomic Group V.
«
The non-agentive passives of Group VI were assigned to

class epsilon, as were statal tascives, which adsit of

agentive extension and activization, but only 1ndirectly,

¥lth a change of tense (e.q., 'the Jr tinished*)y. The
sixth class, zeta, comprised all : V+ed compounds:
thouagh "morphologicali- 1isolated, they are not necessirily

syntacticaliy isolated with regard to voice, 1n 30 far a-=

“hey may occasionally have agentg" (e.g., '*Cavill  was

[leg

unimpressed by this sally,' p. 137) . These uses of * e --
ted' vere the most adjectival, hence the least 'passive!' of

them all, anl thus stood at the ‘'lower!? extremity of
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k,

9
hvaxtvnk'u{pdﬂuivv scale, and somewhat mdquuﬂlly Celate ot
at.

Application ot the Jdorived craiteria to ) JHotexts ot
the 303,000-word  corpusn yielded the pelative trequency
tiiures  already mentioned  above,  and numhe g ot ot hey
fact:, besides.  Despite Svartvik®s  liberal Jdetin.t ton ot g
pASS1IVe construction, the be -- Yred clause type repaine:t 1n
the hinnrify: “ven 1n pascsive-rich Scientific  exposition

material, the . proportion ot passives to HCt 1 Ve nevel
exceeded  1:3 (Pp-  16U4-5) . “ithin the ainority voice,

dgentlve passives predomin/it.rd, comprisiag  "almost threo

quarters of il Colle(tf(*c pascive  clausest (p- Tuy

i N /

elghteen percent ot the PA6lvVes were nobd-agentive, with

[

agentive extension "unlikely %r Lmpossible® (p. T48), an
the rest wvere 'quasi-agentive' (see  class delta, above).
Agentful agentives, however, were relatively intrequent.,
amounting to "only some 20 bgrcvnt ot agentlive clauses an
less than 15 percenf ot all passive occurcenceg® (p. 164y .
Jighty-ei1ght percent ot the agent ful rascives, xn’tu:n, vere
ot the classical 'passive transitive! (i.e.,
NP-—Aux—9g~!:gg——Qi—Nr) clause type (p. 143).

There can be little douht that da4endcy, rxprogsed or

. ’ <

inpliéa, 15 closely correlated with the use  of passive
syntax; 1t 1is by no means the only ‘oncomi*ant  of
past—part}giple predication, hcwever, and the fact “that it
1s left urexpressed in 85 percent Nt cases  leads one +o

question tre crucial role dacsigned *to i+ iln  *he rtast by



JUa@mar tan:.._ 1f there oo ingle sommary ool ton to be
drawn trom tvartvik':s tandiong, 1t o *hyr binguratare theory
shonltd abandon 1t “ra1d, unt eala ot e, atid tr bty
drchotomy [ ot sentences ) onto o Tpanoave ' o and holpansave'?
(p. 1672): VOoloe 1 o amultivarrate phenomenon, o COnver gen:o e
-- or 1ather, a4 tinely graded serpres of CORVe D genee: -0t

aany 1hter-correlated syntactrec and  cemantic tactoro, an oo
which the dependency telatroncshuips  are at beot obhscur e
Thus, the purposes ot langarge deccpip! noare  perhaps not
best  served by a system which 1o wholly Jdependent on g
bivarlate logia: the pacssive tranctoimation, which by 1t:s

very nature dichotomizes the set ot all pos:able derivation:

-- and hence the set ot all describable  ert. fceq -— Seom:,
to bear little 1f any relevance to even t- dtribut: aal
tacts of language use, let alone .ny of 1t Ccognitive

One ot the many volce-related ta-tors which  has
gqenerally been overlooked 15 what Svartvik called "the
requirements of baidnce between clause elementc"™ - (. 156) .

He attached some 1mpor: ‘e to the fact that passive agents

B . . > - .
1n his corpus material were on the average *wice as long in

words a4c were subject phrases: unlike subjects, agent
nominals ‘are frequently co-ordinate, bu~ Wwere rarely

"expounded by personal groncuns . . . Hence, we amay concluie
that one of the aotivating factors in selecting t:» passive

in tavour oI “he actilive 1s the preference tor piacing heavy

9]
jo]
oW

norinal ‘groups at *he of s<r-ences" (p. 157) . In



1o
chat o, to 7 the comple x pat e e ot ap el y o
COTL espondence (o1 the |gck theteoty bhetwe oy ULty pes e
ACt1Ive and panggve ;vntvnvv clasicaes, an ot heo Wolda, thewo
o turther evidence to vitiate th,. et e chot emy pmi ]y ed by
fhe pacrave transtormation 1L the tact that ne wember ooy
suppocsed opposition may m\\ufyll:fxvqlly wkowor o, dhC mueh
e Tikely to cur than YH& other, tor example:

(a W (Washed, bought) o nice fittle blue oy,
(') A nice little bLlye CAalowan ceen (waraed, tought) DY me

(¢} Thi: provisional detinitiron  was g leo Lavoured Ly
Dewey, whe pointed out etc. ote.
Versus 1t active counterpart (Svartvik, 19sn, o 10
A similar imbalance of occurrence feeas to  hold in use
between formal verb-phrase counterparts, with stylistic

restriction: f:lling Bi1nly on the zore complex -- 1.e., the

3

ASS1Ve -~ mew.er:

(¢} The Conservatives have not Lee:- winning seats lately.

seems quite acceptable, whereas:
(b) Seats have not been heing - “he Conservatives
lately.
would progakly strike moc* peonle . clumsy or :pé&dntic
(LbiZ., p< 165). Given any particuiar collection o: ideas
to  be conveyed. and the iength anl complexity ot
constituents required to do o so, in Gther words, there iz

er. the active and the

n

prorably little freedom cf cholce Fetw
L Y
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Lt Ve vor e One s geneitally pretereed to the ther, and
may tindeed be chargatory, not only to vy | viast o
teibalance  but also  to preserve  the  poimald theme -1 Lene
Sdeguence within o o sentences an dlooourse (Lhvartvik, T9oe, ..
Tob; Loe o Hande 1Ty

The multitarrous restriiction: oo the  occuryence ot
certaln o activen and passivesn [ed vvartvik to wonder whoethed
clauses an t he lower® portion of the passive soanle weroe pot
tetter  accounted tor by a  'serial' relation toan by o
transtormational rule. "sSentenceas cn bes produced

paradigmatically,” Svartvik thought (p. 199), citing 2ulrk
(1965, p. 213):z . . . the production ot sentences proceeds

by a complex 1interplay involving 'transtormation' and what

Miller calls 'a csentence-frame manutacturing device.n

"Generally speaking,f Svartvik continued (p- 167), the
"transtormational voice relaticn operates most stronglyv at
the top end of the scale¢, and serial relation most crongly

at the bottom end, with varying deyrees of both relations in

netween thee two extremes. "

Svarzvik's 'rassive scalet concept unt crtunately
conf d the notions of communicative sentence production

and a...riptive sentence generation, and embodied a rather

(RN

simplistic scientism in i1mplying +hat the behavioral
nrocesses of the mind can be inférred froa dis*ributional
.analyses ot messages. Such epistemolocical error, however,
was not uncommon at the time, and 1t continues to undermine

the credibility of transformational competence theory. But
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the amportant thing 15 that Swvag tvik': camplity:ng proponal
may not be o cqmplitying enouagh, tor tvo  quite  ditterent
patterns ot mental activity are  Luggested o medan:s: by
which  past-participial predication: are uttered. Since

therte 1o n s

(1) *Fveryone unloves me.

‘e

tor example, it 15 sudgesited that
(t) I aw unloved by everyone.
15 no less an instance ot adjectival be-predication than 1o
(¢) T am unhappy by all accounts.
And yet, because there exists q sentence:
(d) Everyone rejects me.
it is claimed that the production of its transtormationally
describable counterpart:

{e) I am rejected by everyone.

must somehow involve a mental analog of the passive
transformation. This seenms superfluous. It has been amply
demonstrated that a coherer generative-transformational

language description must incorporate among its theme—rheme
symbol-ordering operations a rule which "is used toopyéce 4
rhematic subject into the sentence final position, or to
place a themaZic object into the sentence initial position,
< -oth" (Hinds, 1975, p- 90); but to suppose that speakers
are bound by the same economy criteria as a.stract automata
1s the most serious mistake of all (Wat*, 1974). The very

fact fhat one can quite accep 1y say:

(f) I am unloved and rejected by everyore.
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(:;vutvik,. 1906, p. 162) s hould be tuggestion  enough that
the  passive transtormation i noth 1ng  but o descriptive
artrtact, with littie or no day-to-day utility iiy speech.
f;v(ixifvik's compendious study, while sSuggestive of the
kind ot research that is  needed in Linguistics generall Yo
and of the Jirections  that further investigations of the
voice  phenomenon ought  to take, simply does not go  tai
venouqh, considering the progyress Psycholimqguistics has made
in the intervening yedars.  But this 1s not  to denigrate on

~Voice in the English Verb one bit: 1t vas a product of its

time, as good a blend of corpus-centered structuralisa,
emp .~ ~1sm, and early transformationalism as one is likely
to encounter; it tilled the need for an *"exhaustive
treatment ot the vrassive in presenz-day English" (p. 3), and
wvill probably coantinue to do so for some time.

)

Psycholinguistic Exreriments

George A, Miller's oft-cited presidential address. of
1962 represents a watershed in the study of language as a
behavioral phenomenon, signallinc the end of the strict
behaviorist era and the beginning of the cognitive era.
Under the influence of Chomsky, Miller had abandoned the
Skinnerian conditioned-response approach to verbal behavior,
of which he had been one of the 'leading exponents (Miller,
1951, 1954; see also Esper, 1968,'pp. 226-7), and had beconme

"a very old-fashioned kind of psychologist"” to whon mind was
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now “more  than a tour-letter Anglo-Saxon word" (1962, p.
T61) . Recognizing lanquage as %gq extremely complicated
human  «kill" tor Arranging vocal symbols in  "n. ] il ot
usetul, ™ hierarchically <tructured yet linevr oo nations,
Miller took ar his goal, - d as that of psycholinguistics in
jJeneral, the task ot examining that skill in detaxrl, "in the

hope ot learning something more about what 1t consists of

vV
and how it  fuanctions® (p- 48) . The key to this
characteristically human "combinatcrial power® (1bid.) lay

‘n the structural descriptions of medaningtful utterances, as

‘ceived by gramma(ians: "just as the student of space
verception must have a good understanding of projective
geometry, so a student of psycholinguistics must have a good
understanding of grammar," especially generative-
transformational grammar (p. 756) .

Like Chdmsky, Miller appeared to take "the grammar that
each individual has scmehow and in some forms internalized"®
to be "a component in the behavior of the speaker and
listener which can only be inferred . . . trom the resulting
physical acts" (Chomsky, 1959, pPp. 56-7; see also Miller &
Chomsky, 1963, pp. u46uff.). They differed considefably,
however, in their notions of inference, and in what they
conceived tc be ‘resulting phygical acts: ! Chomskyan
grammars were, 1in actual practice, parsimonious accounts of
the distributional properties of various successively
inclusive levels of linguistic form, inferred fronm potential

utterances by native-speaker analysts; since the
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grammaticality, ambiquity, and other qJudgment: ot properly

tnformed speakers seemed unlikely to ditter trom  those of
qramma‘Pdns, a4 gilven ¢grammar's generative '‘predictivencss?
was  decmed sufficient  proot of its correctness, and  any
turther demonstration that van adult can instantaneously

determine whether (and if so, how) a particular item is
generated by [his internalized) mechanism" (Chomsky, 1959,
p. 57) was regarded as somewhat supertluous. Miller, on the
other hand, took linguistd' intuitive generalizations about
language structure to be no more than hunches, useful for
) Id
the behavioral, K implications they might have, but whose
psychological reality remained open to question until
adequately demonstrated in language-use behavior:
It 1s by no means obvious a priori that the most
economical and ‘efficient formal description of the
linguistic data will necessarily describe the psycho-
logical-process involved when we actually wutter or
understand a grammatical sentence. (1962, p. 756)
Knowledge of how people "induce (and presumakly intend] a
syntactic structure underlying the linear string of sounds

N
.

in a sentence" (1bid.) was not to be gained, in other words,
through the @mere introspective study ot linguistic
combinatorics, but through experimental tests of the
psychological implications of a grammar theory.

Thus was born the ‘'derivational theory of-comprexity'
(DTC) (see Fodor & Garrett, 1967). If one could assume that
the understanding of an utterance requires one to "assigm a

constituent structure to it," and that a generative-

transformational scheme for ‘*manufacturing grammatical
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frames' provides the oSt plausible means of doing  so,
Milior hypothesized, then nthe more comnplicated a
grammat ical transformation 15, the Tonger 1t will take

peoplé to perform itw (1962, pp. I51-7; see also Miller &

Chomsky, 1963, P- U481). Any initial doubts Miller Bay have
had in the nmatter evaporated in the face of Success: two-
or more-step transformations ot sentences (e.qg.,
bassivization) did take longer than siample one-step

operations, such q. negation (ibid., bp-  757-9; Miller ¢
McKean, 1964). When similar results were obtained for the

cognitive processing, through recall, of sentences which

according to jyenerative-transformational theory had to
unde "~ zero or aore transformations ig order to be
descriptivejv derived, the beljef arose that speakers
"recode' ve-bal .- ""nli in  other language-use situations
than the exp _- ‘fa.sforming on cue of sentences, but that
they still iDo_y 50! @ mental analogue of grammatical

transformation i 719 so  (Miller, 1962, pp. 759-61;

Mehler, 1963).

The early findin . “'2r angd his colleagues
encouraged othners to exi © “he  DTC t0 other nmodes of
language Processing and +to : liy more complex
sentence types. The outconme ~E : ‘T guccesses
gave way to a few equivocal res: en _gelly -¢ a
nuiber of outright contradiction- ozl -
stands thorodghly discredited. The < the

@]
o

have been amply documented else. =
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1966, Watt, 1970; Fillenbaum, 1971; Greene, Y950, and will
not be recapitulated here. HMiller's frule-reality*' notion
of the psychological implication:s ot grammar theory may have
led to disappointment, but the investigation ot that complex
combinatorial skill called *linguistic competence' is still
the main qoal of psycholinguistics, and there ape  many
~xperimental results still in  need ot adequate explanation.
Relatively few experiments addressed themselves exclusively
to the problem of voice, but a great many sought to
investigate the 1nteractions of voice with other syntactic
and semantic variables. As many ot these as appear to be
relevant are reviewed below, but only in those aspects which
made some contribution to the pool of empirical knowledqge
about voice. Many studies will thus receive highly
selective treatment, with much of their investigative scope
ignoxyed as peripheral to the present ingquiry.

The experimental research pertinent to this thesis may
be divided into three more or less distinct categories,
depending on the principal research question which was (at
least implicitly) being asked. The first and by far the
largest group comprises the ‘'complexity' studies: these
assumed, 1inter alia, that a..ive and passive sentences are
different from each other and from other forms of locution,
and they sought to establish a 'differentness! hiefarchy
among the structurally related members of an ever-widening
sentence family. Most of the earlier experiments were

motivated by the DTC, but when that notion ceased to provide
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credible explanations  of results, Chomskyan  deep structure

took up the chillenge, and vork coutinuca to be done 1n the
hope ot asciribing different1al voice "(and other) pertormance
to the appropriate level of yrammat ical description.  Some

recent  studies have  suggested, however, thaﬂ the tormal
deep-structure/surface-structure dichotomy 1s largely
irrelevant to language use.

'Context' experiments also assumed  2n active-passive
difference, but vere more concerned with the circumstances
giving rise to the use of one or the other voice, or, to
borrow a phrase from Wason (1965) , with the contexts of
plausible sub ject-object inversion. Developmental studies,
wvhich sought to establish and explain differential
acquisition schedules for active and passive locutions,
straddle both the '‘complexity®' and 'context! categories.
'Compositional® stqdies, a relatively | recent trend of
inéuiry including the present work, tend to view the
subcomponents of sentential syntax - as amore or less
iddependent:phenomenaﬁ no assumptions are made as to how
they are‘intet—relateg, cognitively. and experiments are
conducted in order to make infefences concerning the
internal structure of messages, as they are understoo by

-

maturce speakers.

Sentehce—typg_Complexity . .

Reproduction tasks. The mechanical task of transforming

given sentences -- while it seemed to provide the nmost
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direct test of grammar-based predictions -~ was  besot with

dift iculty from the start, and little used. Miller & McKean
(1964) noticed aberrations in theitr data attributable to
subjects®  unexpected interpretations ot negative  meaning,

and Smith (1965) found evidence of a similar semantic bias;
these interactions between contextual truth value and
negation were more systematically explored by Wason - (1465)
and others. The main problems, however, were
interpretational, and were of Miller & McKean's own making.
A recent study by Baker & Prideaux (1975) corroborated to
some extent the transformational additivity found by Miller
& McKean, és wvell as the greater difficulty with passives
observed by them and so many others; but uncevered no
unequivocal relation betgeen response latencies and any
known predictive model: subjects? transforming errors,
however, conformed to a straightférward 'surface-to-surface?
model of ‘performance, and, upon re-examining Miller &
CcKean's original data, Baker & Prideaux noted therein a
similar trend.

Meaning-independent tests often showed passive syntax to
be more difficult to deal with than active, exactly as
linguists had '{gpun' and expected .all along. Singh,
Prokaw, & Black (1967), for example, found subjects' mere
reading of active and passive sentenc > be differentially
perturted by delayed sidetone and by masked feedbac.., both
to the detrlment‘ of the latter sentence type. Another

meaning-independent study achieved instant notoriety with a
. 5
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cimilar result, by virtue ot the method 1t enployed: Savin

5 bPerchonock's (1965)  expetiment involving *he ampediate
recall ot ;exnt4*n(?vs; and random word lists. The 1ati1onale
for what Wales & Marshall (t96b) called the *Archiacdean!
t(gﬂuliqhv was that the more complex a rvememberel sentence

vere, the more short-term memory capacity 1+ would require,

and the less memory there woulll be lett tftor unrelated
material. Results were exactly in accordance with DTC
predictions (active easier than pdssive easier than
negqative, etc.); but the simplistic view of short-ternm

memory 'space' that was taken struck many researchers as
naive, Besides, there was tar too much reliance on the
ordinal properties of the data: all the significance tests

were non-parametric, when an analysis of variance could have

been présénted.

Glucksberg 8“’Daﬁks (1969) vere able to replicate the
Savin & Perchonock results, but much less reliably; wvord
recalls, furtheramcre, were inversely correlated with
vord-recall latency, which was a direct function of the
immediately preceding sentence length. Epstein (1969) also
atfributed dif ferential word-list recalls to irrelevant
properties 'of the associated senterces, for when his
subjects had to recall the words firSt, rather than the
gJiven sentence, tﬁere were no longer any signifiéant
differences in word recall as a function of sentence tvpe.
Wright (1968, 1969kLk) étudied the maximum difference observed

by Savin & Perchonock, that between kernel sentences. and



neqgat 1ve passives: vord-recall ditterence; drsappeared when
homogeneous sentence  lists were used, but te-appear od when
verb phrases 1n that »context were  varied through the
addition ot auxiliaries (contrary to a tioding of Mi1ller &
McKean, 1964) ; kernels with preverbal adverl phrases wepeo
thought to mat h negative passives 1in reduced word recall
becanse ot structural similarity, but thi tactor could not
be disengayged Lroﬁ’mero ditterences 1n word count. Matthews
(1968) was unable to replicate +the Savin & Po:ch&nock
results at all, but he fo:nd that the longer versions ot a
sentence type, containing prenominally 1nserted adjectives,
consistently decreased woid recalls within sentence types.
A similar adjective-related decrement in sentence recall has
been reported by Andre (1973).

The mechanical reproduction of 1linguilstic striugs seems
to be affected by their mechanical properties at least as
much as by their perceived structure; when these covary, as
in many sentence types, reliable inferences aye difficult to
make. singh, Brokaw, & Black (1967) sported reading-time
increments for passive sentences vhich were out oft

proportion to the syllable-count differences, but they

offered no hard data in suppoct of this claim. "Janiswmic
variables no doubt play ¢ part, as well. If 1linguistic
structures do differentially facilitate 'chunking®' 1n

short-term memory, that fact would never become agparernt 1in
a set of wuniform responses; by reguiring complete sentence

recalls, and then ignoring these responses, the
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"Archimedeant  studies  may  have been obocuting the  very
phenomenon they sought to cavture.

traham (196 8) tiled to crracuamvent hotth the

sentence-length  and *total tecall pioblems. by having

educationally subnormal children 1epeat crght —word sentence:s
ot varied  structure. Again, passives  appeared to be nore
dirtticult than many non-passive forms,  but or)l - tor +hose
/

vho had scored wmost poorly on a  she t term menory  test;
subjects wvho could repeat togt oL tive words frod  gi1ven

random lists toun? all the ~centence  types equally easy.

Active-passive difterences were thus  better corvelate’ (p -
U-4d) to short-term memory capacity than to any discernitle
Iinguistic factor. Jon F. Miller (1973), by the same token,
controlled extensively for word count, lsun:i!comploxity,
and senten. -t type, 1D sSentern es (or repetition by normal
pre-schoolvrs,’ and yet the most potent factor affecting
correct recall 1n his study (as in Martin & Fkoterts, 1967)
was sentence length: the longyer the sentence, the e
poorly 1t was recallec. The only grammatical eof
observed was 1n*teractive: 'hian Yngve depth! passives and
Wli-questions (see below) were arder to recall, and wha*
made them 'deeper' than their equally 1long ‘'shallow!
counterrarts was ‘the grenominal and preverbal s*acking of
10di fiers more\EOIlon infliferate aduit language. It seexs,
therefore, that sentence repetition 15 aore than just a
"perceptual-motor skilli" (Fraser, Bellugi, & Brown, 1963) :

~

speakers aust perceive and =zake some use of  ctructaral
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properties  when remesberieg  sontences:,, POl even severpely
subnormal children  echo theo boert b, “hon randomn wori
stilings,  but what 1t 1! they do  rtemarn:s  chrouded 10

experimental artifact.

'lﬁb:‘_l,‘—‘i‘!f,‘_.ﬂﬁﬁﬂ! hypothesas. Delayed recall, tree
recall, and recognition studies have not tared  much bet feog
than ample  sentence reproductic:n, 10 elucidating 1ee
cognit iron. They were, furthéxmorr, open to contamination b
a numbser Ot extraneo variahbles, including meaning, which
was tor a long time generally ignored. The Yngve depth
hypothesis (ingve, 1960, 1964) claimed that speakers incur
commitments -- at most seven at a  time -- g they s=speak, to
finish in gyrammatically acceptable tashion every constituent

/
and cjfuse\they choose to initiate during the Course of an
N

utterance. \As a theo:ry of language s+tructure, the Yngve
model was generative, but not transforwational, treating
sentence production strictly as a surtace-s- -
Phenomenon; it was thus completely at odds with ¢ = 3
transtormational theory, which wds not a production -
L4t was -- and continues to be -- widely misinterpreted as
one (sece, e.g., Focd~or et al., 1974). Man: workers assumed
to be one, 1if cply for heuristic purposes, and perforeced
experiments désigneﬁ to show whether sentence recosdings were
isomorphic with surface structure or only 1indirectly related
t> 1t by mental anilogues of. Jremmatical transformations.

Vvoice =syntax, ~ven its key status in transformationai

theory (see Chapter 2, above) and its obvious structurail



ditte ences, was thevitably 1nvolved.

Martin 5 Robeg ot (1966) developed the 'ge fngve doptps

metric for andexing  the surtace-ctructural complexat ot
centences, and found this variable to 1nteract slaniticantly
With senteonce tva, vven though ent ence length in words was
held constant: tean depth  was o signiticant factor in a

tree  learning task, adversely tttecting  the recall of
atflrmative Passives, both the adent tul and 'valaced—;gont'
varieties, and atfirmative actives, but not the recall of
negative passives, which were  inexplicavly no harder to

remember when T eep'  than wher 'shallow. Active

attirmatives at both depths were somewhat harder to recall

tharn . tftul rassives, but did not ditfer sStatistically
fror o 1. ed~agent passives, for which they were frequently
R1St - As Wwas polanted out above, Yngve depth, word

count, and sen:tence type dare not altaojether unconnected; the
attempt to vary on: independently of the others can lead to

awkward sentences. which inject unprovided-ror semantic

effects -~ the data. In view of this, and the strong
Depth ' w*erection, and the not-quite significant
ac+i- ¢ifft -nce, Martin &' Roberts' claia to have

""ed the transforma.. -nal bhypothesis and established the
ceé-structure -olel pust be taken with a grain of sait.

Besides, tney were uiable to replicate d-pth-related recall

1i fferences in active affirmatives the -. it Year (Martin &
Roberts, 1967).

In  order to preclude rehearsal and minimize senmantic
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1ntrusion, Martin, Robert:, & Colling (1961) ased delayed

tecall with counting-activity-filled intervals to test tor

ditfterential torgetting among seven-word sentences. Again,
there  was g signiticant Mean Depth X sentence  Type

lnteraction, with doeb and  shallow activeg non-different as
in Martin & Roberts (1967), and Jdeep passives with two
VP-adverbs predictably harder to retain than shallow

Passives with none. As mentioned above, this pattern was
also obtained by J. F. Miller, whose worse-recalled Ydeep?

constructions were stvlistically cluhsy (1973, pp. 12-14).

Perfetti (1969a) also found deep passives hoarder to recall
than shallow ones, as the depth hypothesis would predict,

but obtained no reliable active-passive difference; all

other mean-depth différences, furthermore, were either

nonsignificant or im the ¥rong direction, leading Perfetti
to question the validity of both the tvansformational and
Yngve models. Further experiments (Perfetti, 1969b)

involving mean depth and the proportion of 1lexical, as
opposed to functional, words: in a sentence ('lexical
density') found sent: recall related only to the latter,

with mean depth exerting no influence at all.

The relation betueen-sentence—type-induced differences
and support or denial or gdenerative wmodels was always
tenuous, at best, for sentences which differed in mean depth
of necessity differed in surface structure, and if the
crucial element was a modifier -- as Rohrman (1968) pointed

v

Out -- there was considerable difference in deep structure,
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as well. Epstein (1967) found long anomalous: =entences with
active 'chunks? to be easier to learn  than the same with
padssive chunks, but he attributed the ettect wholly to

superficial organization; this result was somewhat akin to

the re:ding facilitation Coleman (1964, 1965) had achieved
by factivizing' passive constructions 1in prose passages.
Bacharach ¢ Kellas (1971) also found active-passive

ditterences, but had to ascribe them to the effects of
%urface structure, since Chomskyan deep struc’ re
pkedictiOns did not @materialize; the differences ey
observed would not have been predicted by wmean depth or
lexical density either, these experimenters pointed out,
because the sentences were equally complex-on both metrics.
Salzinger & Eckerman {1967) ana Andre (1973), on the other
hand, found no recall or error di'ferences related to voice
syntax at all, nor did Wearing (1970), who warned of the
dangers of disregarding semantic variables in
psycholinguistic work; the latter, however, cited a
signlficantrmean—depth effect as evidence for the primacy of
surface structure in the "abstraction of core wmeaning" (p.
28) .

Acutely aware of speakers! sensitivity to "informational
or contextual constraints on the individual sentence
elements", Roberts (1968, p. 1072) put his finger on one of
the major sources of confusion in mean-depth experiments.
His Sentence Type X Mean Depth interaction directly

contre ! _ed Martia, Roberts, & Coliins (1968) -- and also

A
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Martin & Roberts (1967), Pertett1 (1969a), and J. F. tiller
(1973) -- but the two 1968 studles were strikingly similar
in that their subjects had a strony tendency to ftorget the
two adverbs which differentiated each 'deepf ‘sentence frou
its shallow counterpart. The major thrus. ot Yngve's depth
hypothesis vas that languages provide syntactic
'postponement?! strategies for lightening the memory load ot
incurred 'commitments;' the way to increase sentence depth
for experiments was thus through various ‘'preponement’
devices such as prenominal and preverbal modification.
Englaish advérbs, with their fluidity of occurrence, ha-
defied adequafe grammatical description for generations; no
wonder subjects found them 1labile 1n sentence recail,
mrarticularly those which intruded into vers phrases.
It has already been mentioned that ﬁhe attempt to vary
mean depth, sentence type, and word count orthogonally in .

experiments can produce awkward or unusual sentences. The

situation 1is, ia fact, worse than .aat, for the machinaticas
by which sentence types are ‘'deepened' -- whether word
counts are changed or not -- result in sentences whose

structure 1is not exactlA comparable to others allegedly of
the same type, let alone to the equally varied range of
structures that conmprise an opposing type. It may be that
such experiments were dealing with as many kinds of
sentences, all partly <similar to each other, as there were
- major cells in their design, and since structure also

conveys meaning (a point that is all too often overlooked)
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the general lack of agreement among .such studies 1s  not
surprising. "Clearly 1t 1s extremely difficult to mako
unconfounded Comparisons between different types ot
sentence" under such circumstances, as Wright (1969b, p. 68)
observed; 1in an attempt to control mean depth without
bringing 1n extraneous semantic factors;, she had devised
sentences which varied only in vdice and the position of a
relative clause, but the result of the experiment was an -
active-passive difference supporting Savin & Perchonock
(1965), and no mean-depth effect at all, when Herriot (1968) °
had obtained a most favorable result with similar stimuli.
As far 4s sentence recall and the cognition of  voice were

concerned, psycholinguistics seemed no wiser than ten years

before.

One further negative aspect of the mean-depth
experiments was that they were ~verly preoccupied‘ with
declarative sentences. Given th apparent futility of

isolating inextricébly correlated factors in this realm, it
seems unlikely that this deficiency will be remedied soon,
at least until a better surface-structure_complexity metric
has been, devised; as Fillenbaum (1971) has suggested (pp-
277-8), the mean depth metric devised by uartin . & Roberts
may not be the most appropriate quantification of the Yngve
model. Contemporaneously with the\\gean-depth experiments,
howevér,  a parallel body of research involving sentence
'‘families' accumulated, in which the cognitive interactions

among a more restricted range of syntactic wvariation,
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1ucluding voice, vere explored, using -a variety of
techniques. By étudying similarities gﬁd differences jan
language-use behavior with respect to different sentence
types, these studies sought for clues about similarity
relations among the mental representations of  such
sentences, and ultimately, for information as to the nature
of those representations themselves, and how they are
.internalized.

§gg§§ggg:§19g_£gg;lig§._ Miller's (1962) and Hehlert's

(1963) aata lgd them to believe that alternation in one
syntactic dimension ouas psychologically no greater than
alternation in another, and the apparent additivity of their
results suggested a City-block-space nmodel for perceived
grammatical relations among sentence types. Subsequent work
¥as soon to amend these conclusions, however. Lané &
Schneider (1963), for example, were concerned vifh "the
discriminaQility of syntactic structures, thot is, the
d- iree to ‘uhich they do not overlap in - controlling-
differential responding" {(p. 457): where Miller and Mehler
had observed a tendency for erroneous recalls to be
'kernelized,' Lane & Schneider found actives and passives
€qually confusible with each other, but'not S0 negations or
p:
questions, which'suggests that voice opposites are in sone
way more like each 5ther than are affirmative-negative or
declarative—interrogative counterparts. This result was to

be replicated in a variety of ¥Yays throughout the next

decade, but interpretations of it were to vary considerably
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from on¢ study to the next, depending on ‘the theoretical
viewpolint of the researcher.

Clifton, Kurcz, & Jenkins (1965) used a motor response
generalization task to wmcasure the recognition errors amony
active and passivaw affirmatives and negatives, and found
evidenée against an egquilateral representation of the
differences: negation and 1ts 1nver se appeared
psychologically much greater in their experiment than the
voice alternation, and the two interacted somewhat, in that
passivizing a negation did not seem to alter it as much~as
passivizing an affirmation. Following up an observation b:
Mehler (1963) that negative and non-negative questions were
frequently confused, Clifton & Odom (1966) wnoted that
transformational theory had since 1957 umade an attempt to

account for sentential meaning, and that the Katz & Postal

(1964) analysis reflectec the apparent synonymy among-
- question forms. Four experiments -- one similarity-ranking
and three sentence-recognition -- confirmed the Katz &

Postal model, and suggested that the structural relations
among sentence types were better represented by a prism than
by a cube: negation interacted differentially with voicé
and the declarative—interrogative dimension ’(henceforth,
*mood') such that negation differentiated declaratives more
than passivization did, but hardly differentiated questions
at all. Re—analysié of iehler's published data yielded the

same pattern. Koplin & Davis (1966) obtained similar

results with a more difficult aural recognition task.



121
As time went on, it becanme increasingly evident to many
workers (e.g., Fillenbaun, 1370, 1973) ﬁhat the use. of
recall and recognition techniques way &wgll have been
producing data related to the recoded form of sentential
representations 1in the mind (or rather, the similarity
relations among them), but inextricably bound in with such
data would be the unknown effects of storing, retrieving,
and reproducing those representations. Language use, 1in
other words, 1is a meaning-related activity; experimenters
had by and large overinterpreted Chomsky‘s (1957)
admonitions about the independence of grammar, and could no
longer go on treating meaning as a nuisance variable 1in
studies of what Miller (1va7) called 'psyntactic
structures. The way to get at the underlying mental
representation, Fillenbaum suggested (1970; 1973, pp. 26-7),
was by bculling out the effects of understanding the
sentence, and the way to do that was to have subjects
manipulate sentences 1imn a meaningful way, as a céntrolled
factor in the experiment.
Some workers had understood this need all along. Gough
(1965), for example, used sentence-verification time as a

measure of speed of wunderstanding, and obtained results

consistent with the Miller-Mehler recoding hypothesis:
actives were  verified (and understood?) faster u;han
passives, affirmatives faster than negatives; voice
opposites' differed less than ﬁaffirmative—negative

(henceforth, ‘*modality!") opposites, and the absence of
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vinterdctién between thesurvaridbles supported the additivity
they were claimed to have. There wer« complicating tactors,
however, Gough insisted:‘ 1t understanding a sentencs
required decoding surface relations into 'kérnel' relations,
then he had no clear case, for his dependent méusuro
included *kernelization' fime, coufounded with pure
verifiédtion time. P

By delaying the presentation of p%ctorial evlidence,
Gough (1966) hoped’ tc encourage inmediate kernelization,
whereupon all verification times should have been equal.
But such was not to be the case; the very\same voice'and

modality relations were obtained as before, arguing for the

- . . . , -
,differential encoding of different syuntactic form features,

»

but against the 'detransformational' recoding of underlying
structuf'. Morris, Rankine, & Reber (1968) forcgd their
~

subjects \ to kernelize by requifing an agent-verb-object
motbrlpgéponse to active and passive sentences, and obtained
at least 1n part the effect that had eluded Gough. But '
thelr results were equivocal enough, they maintained, not to
constitute unqualified support ror the kernelization
-hypothesis: only in the (unfilled) deiayed—response
condition did equalization of response times occur, and even
then énly between actives and passives, not between
affirmatives and negatives. Their 1im.ediate response nmeans
were ordered the same as Gough's (1965, 1966) and, for that
matter, Slobin's (1966), which suggests that people can

perform subject-object inversions on cue if they have to,



11
but not necessarily Jthat they recode the wmeanings of
sentences that way in conversation (see also Wright, 1969a).

Siobin (1966) also used the plcture-verification
technique, partly to study the ontogenesis of voice and
modality syntax in 1its semantic and pragmatic aspects, but
mostly to subject the DTC to further semaﬁtic testiné. Like
Miller & McKean (1964) and Gough (1965, 1966), he found a
K <P <N K PN (r.e., Kernel < Passive < Negdtive < Passive
Negative) order of apparent processing compiex;ty over ;ll
age groups, where the DTC would have predicted N < P on the
basis of (surface) syntactic differences and assumed linear
additivity. The implicit Voice < Modality ordering,
however, was quite consonant with the findings of Clifton &
Odém,(1966), wvho stressed the multidimens onal rather than
linear nature of sentential complexity. Slobin's ' most
important finding, as far as voice>was coucerned, however,
was the interactive effect of semantic agent-object role
interchangeability: sentences with nonreversible lexical
content (e.g., 'the girl waters the flowers') werelverified
more quickly, overall, than reversible ones, and this factor
made passives as easy to verify as their - active
counterparts, especially for the younger children in the
study.

Herriot'®s (i1969) findings showed, however, that -
agent-object reversibility is not a problem for the speaker
unless he 1s temporally or spatially displaced from the

event being described. His subjects' performance suffered



mainly when their expectations wore being violated: 1n
telling the agent and  object, In that order, of a
just-described event, reversibility was no problem, but
voice}uas, for objects precede agent:, 1n  the passive; but
vhen semantically non-reversible Pairs weére reversed, that
was the greater violation of expectations, and voice effects
all but diéappeared. Pragmatic expectations are thus by far
the nmore potent “actor.; the role of rtever:iibility in  a
theory of syntactic cognition was still not clear, but the
findings did focus workers' attention on the semantic.role
'felatlons within sentenqés.

Order of acguisition. Slobin was well aware that the
unequal difficultfw .0f actives and passives was more
pronounced . in children; but even his youngest subjects,
six-year-olds, "had sufficient control of the passive to
take part in the experiment, although detdiled, qualitative
exanipation of preliminary interviews of SS suggests that
full control of the passive is achieved later in life than
full control of the active™ (1966, p- 221). The
kindergartners had demonstrated the ability to understand
passive sentences and to produce thenm upon elicitation, but
only the seven~ and eight-year-olds in Slobin's study were
observed to emit full passives'spontaneously (see Turner &
Rommetveit, 1967a, p. 650) . In support of Slobin's *full
control' hypothesis, Bevér (1970, pp. 3od~5y has pointed out

that age seven to eight 1is also associated with the

acquisition of the integer concept, and cites corroborative
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correlations between children's scores on grammatical  and
numerical transtormation tasks.

At the time the Slobin (1966) study was conducted,
tirst-lenguage acquisition research wd s just beginning  to

Y

gather moméhtum, and scmething was known of the emeragence 0t
volce syntax in child lanquage. In a lonqitudindl study of
his daughters? bilingual - development, Leopold (1953) had
reported "no passive voice until auch later" than two years
(p- 12). Ffdser, Bellugi, & Brown (196 3) found the
imitation, comprehension, and appropriate  production (on
request) of passive declaratives by three-year-olds to rank
ninth in ten tests of their gJrammatical competence; even
though their imitation of passives was far superior to their
understanding and use of them, correct repetitions occurred
in only half the cases. Harwood (1959) fgund no evidence of
'true' passives in the free speech of ftive-year-olds fron
working-class families, but Henyuk (1963) recorded them in
the language output of 23 out of 88 three- to four-year-olds
of the upper middle class, and in that of 41 out of 48
six-year-olds from the same background. Menyuk also found
the use of the have...-ed auéiiiary to differ significantly
from one age group tc the other, and observed it in the
speech of only eight and ten children 1in each group,
respectively. This finding has definite implications about
children having to sort out passivg, ‘and perfective

morphology 1in English, and it lends some support to the:

swspicion of Fraser et al. (1963, pp. 132-3) that
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three-year-olds tend to treat object-verb-aqgent BOYUences as
1t they were  the more  common agent-vern-ob ject  sentencoe
type, with vaqguely ftapilivar "appurtenances . "

Hayhurst (1967) attempted to eplicate and  extend the
Slobin (1966) results th reversible and  non-revergible
pansives, but was unable to ohtgin a reliable reversibility
otte(:‘t, in a4 model-sentence emulation tasX with Irish state
primary school ch;ldrcn. Agentless passiver wore a4 little
easier toﬁ her five-year-olds to produce = though they
performed «quite poorly, overall -- and als¢  tor \her
six-year-olds. Inter-type difterences were not significant
for her nine-year-olds, but these childfpn's control of
passive - Qas far trom what Slobir would have called 'full,’
tor these older <children enulated even simple agentless
passives correctly only 7275 percent of the time, It 1s not
inconceivable, a  1light of Hayhurst's and Harwood's (1959)
tindings, that the acquisition of ‘the ©vassive 'turn' --
opresumably a function of occurrence 1in *he language

learner's environment -- vary considerably from one
Y Y

S50Clo~econoric stratum to apother (see also Goldman-Fisle: &
Rd

Cohen, 1970).
N
Turner & Rommetveilt (1967a) were more successful in

replicating Slobin's reversibility interactions, and Fraser

et al.'s I < C <P effect (Imitation < Comprehension <

»

Production) as weli, ext&nding the imitation, coamprehension,

and production tests of the latter study to f ~ through

nine-year-olds. Results were as expec¥ei, and very
/

N,
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consistent: 1mitation Ya ean1en taaa  comprehension,
comprehensi teled than production;  active: weire  casier
than pass,ves, non-reversibhle ea thn rovbrsihlv; and
cach  age group  pertoraed  pette; an all  younger ones.
Uniyrke the Hayhurst otuady the e was g celiling  ettect ot
pertect or npnear-pertect scores tor th iltne—year-olds, tor
vhom there were no significant  ditferences among  tasks or
sentence types. But along with Fraser et ad. and Menyuk
{(19063), Turner & PRolmetvelt speculceted that children
initidlly treat all subiject-verb-adijunct sequences

actor-action-acted upor, and only gradually learn that

Certdin syntactosemanticaily ambiguous markers -- be, -ed,

and Dby -- signal a rvversal of roles, bu: not of gramnatical

func*ion {1967a, pp- 657-8; see alco Bates, 1964 pp-
)

140££.)

Jakobson (1966, p. 269) had .bserved a sinmilar tendency

on the par* of . ussian children to misinterpret

=

Object-verb-agent stylistic inversicus Such as Papu ljubit
Mama (= 'It ’is "pa that Mama loﬁes') As agent-verb-object
sequences, viz., 'Papa loves Mama,' failiug to notice the -u
inflection on the object noun. Herriot (1968) observed a
similar agent—-subject bias with respect to Bngl.ish «cleft
sentences, and Ggeenberg considered it a owrimary language
universal tha* agents almost always preccde objects in
t;ansitive declarative sentences {1966, D. 77) - Bever

(1977, 199 29gff.) referred to this phenomenon as

'‘perceptual strategy D' and found evidence of a curious
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tendency ton children to overapply 1t at about aqge touar,

leading o o teg orar *dipe In thelr apparent ablli1t to
i I Y I Pl Yy

understand  passives correctly. Maratacos (1974) found
turther evidence of this tread, while pre ting three- and
tour-year-olds tor a related experimental K.

Deep_vs. surtface relevance. Though by no means
unequivocal, the adult exXporimental  results provided strony
indications of the signiticantly greater psyciological

complexity of the passive voice, and the developmental
findings lent this notion further support. But this
relatively crude bit ot information revealed nothing as to
the internal organization of spe¢ .kers! mental
représenfations 0f active and passive (and other) sentences,
nor o¢f how these representations might be arrived at; a
number of researchers thus turned their attention to these
probléms, and the r«levant findings are reviewed belowy. No
one knew with any certainty what kind of psychological
procésses Nere involved, but the belief that seatential
meaning is somehow extracted fronm word strings in an active,
i'terpretive manner-bin real time continued to be a
widely-held :nd plausible assumption.- The crucial issue was
the relevance of deep structure, as it is formalized in
Chomskyan linguistics and” endorseq by rumerous
psycholinguists such as Fodor and his associates: -they have

arqued repeatecly that the tota] meaning of a sentence is

abstractly, albe: impe:fectly,“ represented by its

gJenerative-transformational deep structure tree, . and +that
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the ésycholoqical complexity ot a sentence is inversely
correlated to the degree to which overt surtface structure
provides «clues as to the relations amonyg the abstract
elements in  deep structure (Fodo. Garrett, 1966, 1967 ;
Fodor, Béver,r8 Garrett, 1974).

The literal interpretation of Chomskyan grammar as a
psychologically predictive model should have ceased with the

demise of the DTC, but with the Fodor-Garrett ‘tabstract

linkdgé' hypothesis as tresh encouragement, yrammar-
potivated research went on, leading to some highly
questionable interpretations of results. Blumenthal (1967);J

for examplé, tfound 'Gloves were made by handf-type passives
as easily recalled as full pésSsives with subjeC¢—ﬁoun
(*gloves?) frompting, but more poorly récalled with
postverbal adjunqt Frompting ('hand® for manner-adverbial
passiveé, 'tailors' for full passives). ie attributed this
effect to the 'fact' that agent nouns are "related to tt-
entice sentence as logical subject"™ in deep structure,
whereas manner-adverbial phrase heads have only thaat phrase

as their scope (p. 205); in otner wsords, those lexical itenms

are better remembeied -- and their’' associated sentence
constituents along : with them -- which are fhigher' in the
ab----ct phrase-marker which diagrahs the basic meaning
relations among " the constituents of the sentence, as
pserceived a priori by = ammarians (Fodor et al., 1974, pp.
258ff.).

BeSides putting the inferential cart before tae horse,
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this explanation seem:;  to  1gnore Ar pertectly  viable
alternative, l1.e., that agentive by-phrases and. manner
adverbials have different structural meanings on that level
which 1s most readily available to the spdaker-hearer -- the
surface. It to be sensitive. to such a syntactosémdntic
difference 1s what is meant by inferring deep structure from
surface structure, then the dispute 1s merely
terminological. But to imply that speakers behave as they
do because supposed underlying relations are represented in
a certain way in some non-behavior-oriented descriptive
theory 1s quite a different matter: i£ 1s not a question of
this versus that inference from a given body of data, but a
matter of researcher attitude +toward the process of
scientific inference itself, and that 1s not an “mpirical
question at all (Reid, forthcoming Lal: pp. 48zf., ..Love).

| Levelt & Bonarius (1968) also criticized the ‘'deep
structure position! explanatioh of fered by Blumenthal as
unnecessary to account for the unders;anding of sentences,
especially in richly-inflected languages such as Finnish.
Instead, Levelt proposed a literal application of the 'deep

structure clue! bhypothesis first advanced, ° but never

articulated 1in detail, by Fodor & Garrett (see above):

quite simply, speakers 1infer semantic role relations
directly fron surface structure, both syntactic and
rorphological. Levelt & Bonarius were unable, in eicher

Dutch or Finnish, to replicate Blumenthal's effect whereby

constituents having a 'higher' place in deep structure were
1t g g p
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better prompt: for vrecatll. However, passives were much
better recalled than actives in Flnnish, especially under
verb prompting, because object nouns and passive verbé are
distinctively inflected 1in that language, providing fairly
obvious signals of the intended role relations. Dutch
passives were ‘not much better recalled than actives under
either subject-noun or verb prompting, probably beCause, as
in English, nouns are not 1inflected for <case at all, and
verbs are ambiguously inflected for passive and perfective
aspect, relying on auxiliaries for «clarity of intent. Tf
"’méssages can thus be decoded from superficial features alone
in the context of discourse, one wonders why abstract levels
of representation ﬁeed'be postulated at all.

Bacharach & Kellas (1971) also had to contradict
Blumenthal, for they. found full and manner-adverbial
passives to be more like each other in recallability than
like ‘actives, which were recalled wmore quickly.than the
other two types 1in one ‘experiment, ‘and more adversely
affected by length of retention interval, in another. Since
Chomskyan theory analyzes the differently-recallable
sentence types as deep-structurally the samne, and vice
versa, Bacharach & Kellas concluded that surface constituent
order was thevgoverning factor in short-term retention, not
deep structure. That highly similar word strings should be
equally easy to remember is, however, just what one would
expect, 1in @ non-meaning-extracting memory task; why

esoteric deep-structural explanations have to be resorted to
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in such cases is something of a mystery. But the problen
was still to find an alternative explanation for
Blumenthal's result.

The Blumenthal effect underwent further’testing at the
hands of Danks § Sorce (1973), who had noticed that half of
Blumenthal's prompt words had been concrete nouns -- usually
high in imaginal properties and associability (Paivio, 1965)
- and half had been abstract nouns. Manner-adverbial
phrase nouns(used as fprompts should have affected sentence
recalls equally, if imagery value were irrelevant, but low
imagery nouns in that condition vorsened recalls
significantly, in the Danks & Sorce experiment. Agent-noun
Frompts were equally effective, regardless of imagery value,
leading Danks & Sorce to conclude that imagery and syntax
affect memorability about equally, but not additively.
~Translated into semanfic terms, this result could be takén
to mean that transitive agency makes as good a conceptual
peg on which to hang associated concepts for later recall as
noun concreteness and imageability.

In a nore meaning-oriented recall experimept, Sachs
(1967) did not elucidate how sentences are semantically
interpreted, but she offered some evidence that they are,
and that ' surface voice syntax exerts little iong—term
éffec{. After 80 or 160 syllables of intervening prose
material, her subjects recognized test sentences as
semantically altered versions of vithin-paragraph sentences

with a high degree of accuracy; correct recognifions of
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voice opposites, stylistic wvariants, and repetitions,
however, fell almost to chance, with voice alternants being
mosf frequently characterized as changed in form rather than
1n meaning. Sachs concluded that the surface structure of a
sentence 1s quite dispensable and labile in memory, once the
meaning structure it symbolizes has been apprehended; but
whether that meaning structure is best represented by the
transformationalist deep-structure concept . in this case
would seem to depend on linguists' current position with
respect to active—éassive synonymy.

Sgeking to -better characterize the memory ‘'trace!
associated with‘ a sentence, Bregman §& Strasberg (1968)
analyzed first and second guesses 1in a forced-choice
recognition task, and found evidence for the extensive use
of semantic <clues in the attempt to recoastruct syntactic
forms. Since first-guess voice errors were folloved at
better than - chance 1levels by correct resbonses, land
first-quess mood and nmodality errors were nof, it‘ vas
surmised that something to do with sentence voice 1s encoded
as part of the meaningful <content, though the fact that
voice syntax 1is forgotten at all would suggést that that
something does not reflect surface constituent order
directly. Like Sachs (1967), Bregman & Strasberg believed
that unless there 1is a good reason for remembering surface
form, these ‘"properties of the transmission code" are
discarded, once the basic message has been stored (p. 402).

~ Lippman (1972) agreed, since her subjects generaily
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remembered hegation, a vital bit of intformation in g4

syllogistic Feasoning task, but tended to formulate their

conclusions ip the active voice, despite experimental

conditions designed to create a Passive  bidas in  half the

cases. Lippman's finding that syllogisms -whose major
<

Premise was passive and/or negative took longer to solve angd
Yere 'consistently rated harder 1is in accorg with the
meaning-based findings of Miller, Mehler, Gough, and wmany
others, but her quaéi—detransformational view of sentence
interpretation is neither complement to nor substitute for
the processless deep-structure hypothesis, since neiﬁper has
received unequivocal empirical support, dp to this point.

Like Sachs ang the others mentioned above, Anderson

{(1974) ‘was dlso concerned with Speakers? internal
‘representations of sentences -- whether ‘'verbatip? or
‘Propositional' -- and with the relevance of Bemory to the
, . i
process of understanding 4 sentemnce. - A number of

experimental findings, Anderson pointed out (e;g., Sachs,
1967; Fillenhqgm; 1966), suggested that "with no, delay,
there is a verbatinm image of . the Sentence fronm which
information about both form and content is available. The
verbatim image, however, is replaced by a amore bpermanent,
more Semantic Yepresentation in long—term‘memory;" but not
completely, for there is evidence of residual remory ‘for
surface structure [as, e.qg., in Bregman 8 Strasberg (1968) ]
-(Anderson, 197y, Pp. 149-5Q0). The Miller-Mehler 'kernel

plus tag? Phenomenon seems to keép cropping up in



experiments, demanding an adequate explanation!

Anderson's ¢Xperiments in the immediate and delayed
verification ot sentences basically confirmed his
hypothesis, bﬁt suggested a nmodified fornm: it is not so

much a question of short- vs. long-term memory, nor of one

[y

kind of répresentation replacing another, he claimed, but
rather that tuwo représentdtions ‘re formed, a perceptual one
and a propositional one, and thgt the former has a very fast
decay rate,v relative to the, latter. The propositional
encoding, furthermore, . “seems to have an active-like»
character, as indicated by the slow verifications to passive
probes at delays" (1974, p. 161).

Igg_gggg;gg_gﬁ_glgggg. ‘Hhile »it scemed to corroborate
and explain /# whole line of 'kernelization! findings
beginning with Miller (1962), the Anderson study was flawed
by a numbér of erroneous assumptions having to do witg
subjects' memorization strategies and the voice-matching
problem, both of which are discussed further, below.
Anderson's most questionable assumption, however, and one
#hich he shared with \ almost everyone involved in
psychosYntactic experimentation, was that syntax 1s form,

content is meaning,  and that superficial forn (*surface

structure,* 'constituent order,' or ‘whatever) is quickly
forgotten, whereas (ist (deep structure, propositional

conten*, underlying meaning, etc.) tends tc be remembered.
Baker, Prideaux, & Derwving (1973) forcefully brought to

psycholirgulsts® attention an olé Structuralist concept that
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had fallen into disuse since the Chomskyan revolution -- the
notion of structural = meaning. That 1is, grammatical
constructions of a given constituency have a certain meaning
which is largely independent ot the édrticular lexical items
used 1n speaking them, and HhiéhAremains conét@nt despite
paradigmatic lexical Substitution. Not so with syntagmatic
alteration, however, which creates a ﬁifferent grémmatical
structure with a different structural meaning. Failure on
the part of so many theorists to appreciate the semantics of
syntactic structure has led to innumerableA difficulties of
interpretatioﬁ, and casts doubt oh " many én experimental

result. As Baker et al. pointed out to memory-task

researchers in general:

Only through context will the pattern take on the
semantic significance required to facilitate its recall.
Rather than suggesting . . . that subjects recall the
semantics but forget the syntax, {kernelization] data
demonstrate that important semantic information is lost.
Subjects recall [lexical content ] under prompting with
[lexical] elements, {1t only fragments of [structural
meaning ] acccmpany them. It is difficult, then, to see
how [ such] data can convey information about similarity
of syntactic patterns as patterns or even in terms of
‘the semantic implications o those patterns. (p. 216)

The Baker et al. study appeared to replicste a great
many ‘complexity? experimehts, in  that voice difference
took longer to detect than mood or modalitr differences.
S?;gort for fhe DTC, hcwever, is 2xcluded by the fact that
Iy subject was ever presented . h a voice alternation as
such; 1nformants had +to learn to identify one of eight
sentence typés imong exemplars thch were presepted‘

serially, in randcm order, with no lexical content set
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occurring more than once in ~ every. sixteen. Since actives
and passives are most different in ovort.form -- and Baker &
Prideaux (1975) have shown that surtace structure 1is what
qéunts, in these matters -- the voice difference shbuld have
been the most obvious, as a feature distinguishing sentence
types. But it was not; it was, in fact, the least obvious
difference, adverted to last, by most subjects, and
sometimes not at gll. This clearly indicates that judgments

were not being made on the basis of that which 1s apparently

most different about actives and passives —- their surface
structure -- nor éven cn the stis of what has for centuries
been claimed to be the sanme about then -- their
propositional content: subjects were exposed to a

beiildering array of lexical contents, and in fact never had
to compare any passive with. its cortésponding active
directly; 'comparisons: had to be made on the basis. of
sentential Eg§£g£g§, abstracted arom any particular content.

The only characteristic oszoice; mood, and modality
which correlated with the Baker et al. data, and could thus
serve to explain them, was the wunivocality of the
‘associations between what ~are ultimately arbitrary
linguistic forms and their ccnventional structural mean{ngs:
those distinguishing affirmation from denial and declaration
fror interrogation rate high on this sccle, but the signals
of passiveness -- be, -ed, and by  -- are syntacto~~
semantically ambiguous, as has been pointed out from “ime to

time in the present work, and rate low.
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Reid (1972, 197ub) replicated the "Baker ot al. results

10 the aural-oral mode, and theroin raised the additional
POossi1bility that, since thehmdjority of sdbjects vere able
to  distinguish activenessc 10 sentences. tronm Passilveness,
despite having been made oblivious to the subject-object
inversion said to Chdraéterize voice alternation above all
else, that perhaps the passive locution i:5 not regarded by
:akers as an-*inverted' panner of speaking at all; that

the passive transformation has no recli y, in other words,

except as an abbrevidtory sentence-describing device.
Speakers, unlike grammarians, never need  to Jjuxtapose
bPassives and their corresponding activec, Nor did the

Suﬁjects in the Baker e al. and Reid prerimeuts, who had
to make their judgments on the basis of passive Structure 1in
deneral. versus active structure inl general: they seemgd
ubaware, through most of the procedure, thththe Subjects of
half the sentences they were being exposed to stood in a

different role relation to their verbs and postverbal

adjuncts than did the Subjects of the other half; either

that, or th vere aware of i+ and did not regard i+ as s
difference in form, which indeed it aay not be. Tuese

semantic role relations are presumably part of what 1s

signalled by the use of be, -ed, and agentive by, in
sentences; hc -1is signalling tékes piace, and why it seenms
S0 equivocal, ar. the questions that hotivated the present
work.

€4r processing. To return to the topic of how
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speakers internalize the meaning ot a sentence there has
14

S

been, along with the plethora ot  deep-struct: o hypothvsis
exp riments of recent years (see  Fodor et al., 1974), a
small but encouraging countertrend  of work exploring with
some success the simple yet unpopular notion that sentential
meaning can be inferred in 'lett. to right' fashion irom the
perceived stﬂ$cture of the available speech signal, without
the 1invidious comparison: between speaker strategies and
generat;»e-desqriptivo processes that have wmarred so much
psycholinjuistic work in the past. The notion that
SentenCes are composed, utfered, and perceived left to right
- first to last, really -- 1is, of course, not new; the
Yngve depth hypothesis sought to nmrodel just t! . The
present general lack of interest 1in fngve's theory cane
about as a result of the widespread failure of experimenters
to achieve wunequivocal results, but whether that is to be
accounted for ry inappropriateness on the part of the Martin
& Roberts mean-depth metric, or by —esearchers! inability to
devise sensitive enough designs, or by basic flaws 1in the
model itself,‘remainswan open question (Fillenbaum, 1971).
The trend of research which is of interest here begaﬂ
with Clar* 71965): bthis wvas a unique study at the time, not
only be it argued on emﬁirical grounds "for a
sequential left-to-right generation of sentences" agaihst a
tide of transfcrmationalism (p. 365), but also because Clark
unequi;ocally distinguished between grammatical subjects and

semantic 'actors' ~-- an all too infrequent occurrence, in
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the voice literature. His experiment had more to  do with
the 1nter-constituent relation::  1n active  and  pasoive
sentences, which topic  is dealt with more tully beirow, but
there were clear indication:s that actives and passives have
their own characteristic patterns of cequential  semantac
constraint, such that the one torm of locution 1s not merely
the converse of the other. Hence, 1ts 1nclusion here.

The Clark (1965) finding was replicated and extended by
Clark & Begun (1968), who had students process scts  of
active and passive sentences generated ftrom a basic natural
set by means of subject, verb, and object permutatioﬂ.
There was again evidence of left-to-right processing, 1n
that grammatical subjects had thematic prominence in both
actives and passives, tending not to be replaced 1n order to
achieve (greater) sensibleness; rhematic lexical 1tems near
the (right) end of sentences had the Jreater téndency to bhe
replaced. These left-to-right semantic dominance relatioﬁs
exhibited hierarchical dependenci as well: in both the
sensibleness~-rating and word-replac.ens tasks, there was
evidence of maximun cohesiveness 1n the (left-end) subject

constituent, next greatest in the predicate (i.e., verb +

adjunct), and the leest, between these two at - the
whole-sentence level, and these structural relations
obtained ~gually in actives and passives. It was as 1f the

deliberate amalysis of 1intrasentential wmeaning had led
subjects to recapitulate surface-structure phrase-amarkers

from the bottom up.
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v turther arqgument against the transtormationalist view

ot active-passive  synonymy, Clark & bBegun ot tered evidence

1n support ot the Clark  (195) tinding that "the situatione

described 1n pascives have less  in common with  eadach other
s

than the ituaticns deraribed in actives® (1964, . 227)

Taylor (1969) reported a similar lexical asymmetry, in that

infrequentlv-occurring, erudite stimulus words  tended  to

el.c1t  pasgsive Lmpromptu  sentences,  where o common  word:
elicited mostly active declaratives. M. Joho.oon (1967) had
wserved  a structural asymmetiy between actives and

passives, leading him to conclude that "ditterent positions

have different structural meanings, o that these meanings
are not the same 1n both active and passive . :entences --
even for ftunctionally eqguivalent positions" (p- 245) .

Johnson-Laird (1968a, 1908b) 1lso found active and passive

sentence subjects to Ye thematicailvy dominant, as had Clark

& Begun, and he agreed with them and with Johnson that *ae

twé voices convey different patterns of emphasis; and are
“hence not interchangeable in discourse.

James £1972) replicated the subiective hierarchical
organization found in Clark ( >} and Clark & Begun (1968),
but denied that sentence subjects have thematic prominence
by virtue of syntactic pcsi ion alone. Citiag ébserved
tendencies for agents of transitive verbs to be animate,
henc .ore lmageable (Paivio, i1969), James found sentence
subjects and postverbs to be equally recallable when

controiled for 1imagery value, 1in both active and passive
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entences, and suggested  that thematic prominence  1n
language use 15 more a  tunction ot "nonsyantactic  (1.e.,

s1tuational) tactors, such as context, salliency  of content

(¢.4-, I-value), and 1diosyncratic interestow (p- 210) .
James?* findi oe: not, however, vitiate the psycholoyical
pre-eminence ot the *lett end® position in sentences, for

two of the most eftective surface constituent order options
used by spedakers of English to omphasize theilr iptended
thematization are the cleft and reverse pseudocleft orders
-- botl syntactoseamantic 'fronting' manoeuvers ‘(Fletcher,
1973, Horuby, 1472, 1974; Andrew, 1974) .

Further support tor the thematic prowminence hypothesis
can be gleaned from the Tuiner & Rommetveit (19§7b, 1968)
findings that pictures of the sentence subject; vhichevef

the wvoice, tacilitate i the recall of both actives and

Passives, and from the work or Tannenbaun &  Williams

(1968a>, vho obtained a similar effect through
attes*lon-tocusing preambles to their sentence-emission
res. Prentice (1966) surmised that first-to-last

processing is the rore npatural way to use language, because

active =nd rassive sentences lin her study were easier to

learn when thematically-dominant sentence subjects governed

the form and arrangement of rhematic maferial. Huttenlocher

& Heiger (1971) found that, in order to understand sentences
/

uescriﬁing spatial relations to be effected among a set of

objects, children used active and passive svyntactic cues to

determine the direction of a reversible transitive relation,
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but tended  to focus on  the grammatical subject of the
sentence and 1ts role in the relation.

Further w?gézltendinq to  support the linear process 1g
hypothesis iﬂcluded 4 series of  'volice mismatch' studies
(Wr1ght, 1969a, 1972, Olson & Filby, 1972; Garrod §&
Trabasso, 1973 ; And@rsoh, 1974) , wrlich showed that input
sen. ences were reacted to more quickly and more correctly
vhen the‘verificat:ion probé séntence *Or question to be
answered matched the “raput sentence in voice. Passive
sentences, Olson § Filby suggested, need not be mentally
\\{activized' unless the sz ‘tional context, for <~ome
e?traordinary reason, requires 1it; they can be understood
and utilized quite well in their surface form. Looking at
the obverse side of the coin, Wright coémented: "If forcing
people to make transformations results in more errors, this
also sugges*ts that peoble do not norméily carry out such
processing as an integral part of understanding sentences"
(196%a, p. 156). |

By 1974, Clark had abandoned +his earlier notions of
left-to-right sentence processing, and had embraced the

v

'recovery of deep structure' view, sultably updated so as to
N

conform with the 1linguistic times. The comprehension of

actives and ©passives was now to be explained in terms of

their McCawley-Rosc-Prstal-Lakoff propositional structure

(se~ Chapter 2. whe_eas a sentence X V+ed Y 1is
understood as i ver s, - . ¥as V+ed bv X is
uL serstood as v _ - 3 ye rotL YY) . Both deep
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Sfructuxos contaln the same embedded proposition, but
different embedding p[opositions;vthe language user's task,
in 4 volcae-mismatch or other surfaco coh%lict situation,
Clark proposed, 1s to detect the matrix-proposition
incongruency in his #ental representation and bring about a
reconciliation: "people represent the meaning of a sentence
in an abstract symbolic torm at Stage 1, represent other
information in the same format at Stage 2, compare these two
representations gy a serles of match dndv manipulation
operations at Stage 3, and 'Convert' the symbolic Stage 3
outcome 1nto a response dat Stage 4" (Clark, 1974, p. 1415).
Despite the 1inherent plausibility of the 'doing' wvs.
'happening' concept (see Chapter 5, below), such a
performance theory as Clark's is as groundless as Fodor &
Garrett's 'absEract link® notion of 1967, Garrod &
~
Trabasso's (157 3) éasejgrammar model, or Anderson's (1974)
dual propositional-structure mod- Like Blumenthal (1967)
a%g'so many others, Clark and the rest were attempting to
é&plain erpirical  observations in terms of the way
conjectured syntactosemantic entities wmay most neatly be
bhandled in grammars, and that, as has been amply argued
here, 1s fraught with .nferential fallacy. Olson § P{iby
{1972), n addition, dénied the validitv of the Clark (1974)
model on em..tical grounds, 1in that thev found false
passives eas:er to verify tham true ones, given an active
input, whereas Clark’s 'theory would predict additive

decremental effects. . ames, Thompson, & Baldwin (1973),
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turthermore, stressed the reconstructive nature of recall,
and pointedly noted that a ygreat deal more must be found out
about memory processes than is presently known, before any

pertformance model involving sentence memory can be seriously

entertailined.

The foregoing discussion ot first-to-last sentence
processing leads rather naturally »nto a review of the
studies which focused on the extrasentential féct s
influencing the wuse of voice, for 1i%* was in the course of
such work that many valuable insights were gained as to how
sentence comprehension takes pléce. Underlying mo%ﬁ sontext

research 1s the basic premise that actives and passives are

not rea nterchangeable in use, and experimental findings
tend to irm this belief, in one way or another. "Why,"
otherwise, "if two messages convey the same information,

does the speaker choose one construction over +*he other?"

(Prentice, 1966, p. 429).

\
s . . . A
It 1s pointless, however, to speak of actives and

passives as being nmerely different ways oOf saying the sanme
thing, for people seldom if ever say the sanme thing, a:
that is ome of the basic tenets of descriptive linguistics
Some messages, rather, are properly expressed in a passive
construction, and some 1in an active, as Svartvik, Johnson,
and Johnson-Laird have suggested (see above); change one to

the other voice, and it 1is no longer the saae message.
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Speakers do not normally stop to consider options, and
listeners, of course, do not have any. Thus, to classity
the transitive Sentences of 4 lanquage pairwise 1in 1:1
corresponaence, as in transformational and other taxonomic
grammars, provides a compect description of the language for
linguists, but bears uno demonétrable relation to what
lanquage users do.

Experimental research on the use of language 1in context
and on the semantics of syntax has been going on at J]l-ast
since 1956 (Carroll, 1958), but the best reason for doing
contextual research on active and passive voice was given by
Tannenbaum & Williams: "the essential psycholinguistic
distinction rests in their relative usage and derives not ‘so
much from the nature of the language code as such, but from
th characteri:. tics of the particular encoding situation®
(19t 3a, p. 246). Listeners' pragmatic expectations, as
‘Herriot (1969) pointed out, are by far the more pétent
factor in succe®sful communica.ion: one cannot anticipate
the grammatical voice in which an interlocutor's utterance
will be arrayed, but one does have the right to expect
sensibleness, not only ‘in terms of the immediate aiscourse
context, but also in terms of common knowledge about the
woerld. Except for . Herriot's reversibility experiment,
however, and its antecedents by Slobin (1969), and Turner §
Rommetvelt (1967a), contextual research Aealt mainly yith
the 1mmediate discourse context, and then, largely with

manipulati..g and explaining the ‘'subject effect,' i.e.,
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speakers' apparent predisposition to begin an utterance with
what 1s uppermost on their mingd. Some of the old
unexplained phenomena of the 'complexity' era continued to
haunt the scene, still demanding answers, such as: why do
informants tend to give active responses to passive input,
yet show no reliable evidence of ‘activizing' during the
process of assimilating that input? (see File & Jew, 1973).

Subjects' response predispositions were manipulated,
either linguistically or p%ctorially, in context
periments; the linguistic independent variables were
soﬁetimes'running text, sometimes single sentences, and not
infrequently, isclated words. Only one studf, Tannenbaum &
Williams (1968a), sought to compare the effectiveness of two
methods: as in many experiments, the most potent effect was
the thematic subject effect, wvhereby predisposing the
responder to thiak of the semantic agent facilitated his
emission of active sentences, and predisposing him to think
of the object facilitated the production of passives. But
the interesting difference lay in how the predisposition was
achieved, for the voice in  which  the scene—setting
paragraphs were cast was not reliably’correlated to response
yoice; 1t was the topic of eaCh paragraph that seemed to be
the controlling factor, again supporting the notion that
pragmatic expectations are more powerful than 1linquistic
ones. Goldman & Perfetti ({1973) obtained a similar effect,
in that the effective - ~matization of nouns as

2

sentence-recall proapts was more a function of their
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centrality 1in paragraphs than ot syntactic positiou  in

-

sentences; semantic agents appeared to be better rrompts
than objects, though this effect was confounded with a -
teﬁdency to activize passive input, using the prompt noun as
sentence subjéct.

Slobin's (1968) study was not designed to differentiate
voice from other response-biasing factors, but did test full
‘vs. truncated passives in this respect. Stories told in
full passive sentences tended to be 1 told 1in active
sentences, but those told in truncated pabsiwosvfendfd to be

. t
recalled verbatim. If activization is as powerful an

influence as it seems, and if subject-object inversion has
any communicative reality, one might well expect truncates
to be activized also, with indefinite 'dummy’ agenté; such,
ho;ever, was not the case, across a wide range of subject
ages, in the Slobin experiment. It is thus unlikely, as
Slobin put 1it, "that a truncated passive is stored 1in the
fprm of an active affirmative declarative sentence, with
generalized actor, plus 'footnotes! indicating passive voice
and deletion of underlying subject" (p. 877).

Slobin's concept of the comnunicative role of agentless
passives is reminiscent of Svartvik (1966) , who had found a
wide range of truncated passive types, not éll activizable:
these findings, and those of Clark (1965), M. Johnson
(1967», and Jchnson-Laird (1968a, 1968b) argue powerfully

against the transformational foronulation of at least the

voice aspects of linquist.c conpetence, and 1in particular



149

against the notion that eovery truncate conveys tacit agency

as part of 1ts underlying meaning. As for the tendency for
subjects to dactivize full passives, James et al. (1973)
have offered a partial answer in terms of memory

reconstruétion, but s5lobin did point out that the fact "that
it 1s easier for Ss to encode sentence content in the active
vhen faced with a recali task" did not necessarily mean that
it was stored that way, for "the undeflying mreaning of a
sentence can be realized equally well in either the active
Oor passive voice" (1968, p. 877y, and he has the
cor-oboration of Wright (1969a) and others, on that.

In their further studies of the use of voice by
children, Turner & Rommetveit (1967b, 1968) used pictures to
elicit sentential descrip ions and to .prompt sentence
recalls. -Simple pictgre scanning was a poor stimulus,
producing few passives, even among nine-year-olds: asking
object-focused questions and providing model sentences and
Frompts, however,, elicited enough passive sentence
compleﬁions to show a significant increase in this skill
o;er ages. Agent—object‘ reversibility was not a actor in
the 1967b study as it had been in the 1967a and Slobin
(1966) studieé, for the event being described was
pictorially available at all times. Thé Turner & Rommetveit
1968 study was a better demonstration of manipulating
children's focus of attention, for actor and object pictures
tended to elicit the recall of previously—s£ored active and

passive sentences, respectively. Though there was sonme
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tendency both to recall passives in active form and actives
1n passive torm, the former trend predominated. The effect
of the thematic prominence of grammatical sub jects ués
apparent, and the fact that pictures shown at recéil time
wvere more predictive of responses than those shown at
storage time speaks for temporal recency as a factor in the
immediate discourse contex:.

The dominant role played by sentence subjects has been a
well-known 'fact' for centuries, and much of the recent
experimental research bears out this belief. Huttenlocher &
Wweiner (1971), for example, found children to  be very
subject—orienﬁed 1n a toy-arranging task: when one or both
of two movable toys needed to be mobed into place in order
to fulfill a given description, the one named in the subject
of the describing sentence was most often moved first; but
wvhen only one toy was allowed to be moved, the children
tended to move‘ the one named as the agent in the sentence.
When the given sentence was active, the agent was the
subject; but the fact that the children tended to move the
non-thematic agent when a passive sentence was given
suggests that they had already considered the sentence
subject, and that they had perceived it as not being the one
in need of moving. Longer latencies in responses to passive
descriptions tended tc confirm the suspicion that extra
processing of some sort was going on (see also Hutteniocher,
Eisenberg, & Strauss, 1968).

Experimental results were not always so unequivocal;



other HOL K has shown that the 1locus ot attention in

sentences can be 1influencod by both extralinguistic and
linguistic means. Carroll (1958) was able to elicit a
predominance of passive responses to the question 'What
happened to / was done to the X2' but only when X was a set

of inanimate objects, not when X was a person. Fdr cer<ain
real-life situations, passives are simply considered
inappropriate, even though  they remain grammdatically
possible; at timés, only an active, featuring the actof,
will do (e.g., *The professor hit him%), even though the
interlocutor's thematic expectations are not thereby met.
Prentiqe (1966) found word-sentence paired =z:ssociates
easier to learn uheﬁ the word was a high resronse-strength
associate of the sentence subject, whether the sentence wés
active or passive, and she 'adduced this result as empirical
evidence that the most salient "verbal unit" in the
imnediate context is thematized in discourse, with rhematic
material 1in sentences arranged accordingly. The passive
voice, 1in this view, is just a way of allowing logical
objects to be featured as sentence éubjects, a view with
vhich M. Johnson (1967) and Johnson-Laird (1968a) would not
agree. James (1972) took exception to saliency in a
sentence being solely a function of syatax, and showed
evidence that‘imageability vas the nmore potent factor. One
must gquestion the generality of this finding, however, for
occasions can be imagined where a 'low—lf topic (such as

'occasions') needs to be commented on, and there is usually
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4 grammatical construction in the language which assigns the

tocal element just the prominence it is intended to have,
despite its i1nherent ‘colorlessness. !

Maturé  speakers are well-acquainted with the use ot

‘unexprcted' constituent orders as medns of shifting

Iisteners' attention from its 'normal' locus. Andrew (1974)

showed that speakers can use con by ftress patterns in
) ,

comblination with alternatingfdgﬁ' ndirect .object
. . . R _
positions to vary thematic. pio 5 Aeh the quantitative
i : > REE: s o $
prosodic sound pattern us-ally ‘@layip% the Jdod¥%inant role.

Hornby (1972, 1974) showed that, by using passive, cleft,
and  pseudocleft surtface orders .0 overthematize focal
-assertions, people could be 1nduced to ove _look
discrepancies between n0n~fOCu% assertions and actual fact;

cleftinc. by- agency, and ‘inverted' constituent order

appeared to work additively in perpetrating the déception.

Fletcher (1973), however, found wvoice and clefting to
lnteract, Such toat fome persons appeared to be
focus—depenaent in their attentional habits, others

voice-dependent, and still others ambivalent with respect to

both.

Intrasentential Relations

The studies reviewed hereunder were not all conducted in
order to f'take voice syntax apart' and see 'what nmakes it
tick,' but they have been selected and grouped apart because

they shed some light on that topic area, and thus provide
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additional empirical SUpport tor svartvik's (1966)  view Ot

voice in English as a multivariate ¢line ot convergent
Syntactic and semantic factors, rather han  as 4 simple
dichotomy. The choice, in some Cases, was  arbitrary, for

many experimental results have contextual lnterpretations,

as well as compositional, and there is thus 4 great* deal ot

Cross—fertilization in botp directions; the decision to
group the empirical. evidence thus wWias  lar olv  one of
convenience, 1in dly case. Again, it ig Tarnenbaum ¢
Williams (1968b) who provide the keynote: " active and

bdSSive sentences differ in tetms of the relativg dominance
"t linkages between the major word uanits (p. 221 ; to

“vey and elucidate what is known about  thege linkages is
47
€ general aim of the pré;ent thesis.

The main findingvof Clark 1965y, in relation +to the
already-mentioned left-to~-right informational uncertainty
‘effect, Was a semantic dependency between verbs and object
nominals which appeared to exceed that between either of
these alone, or their  cowmbination as a . predicate
constituent, and ageht nominals. There exists less choice,
in other words, between what entities a given action Bay be
done to, or converselyf what may sensibly be done to a given
entity, than there.is bet ween either of these and «ho dr
wvhat may do it. The lines of dependency in passives,’
however, were Lot the same as those in actives, nor were"
they a mirror image of -.em, as the traditional

subject-object inversion view would predict: an  active



154
dagent-subject  exerts relatively less constraint on what
verb-object combination may seunsibly tollow it than do an
object-subject »nd its closely counstrained passive verb, on
what may be . -pended to them in an agentive by~-phrase. Thig
relatively gr ter independence ot passive 'victim® subjects
and verbs 1is also retlected, ot course, in the fact that
agentless passives constitute 85 per at ot all .pdssive
constructions in English (Svartvik, 1966), and are the only
use for passives in Turkish (Lyons, 1968).

The asymmetry 0, lexicostructural constraints between
actives and passives led Clark to coénclude *hat the kinds of
kthings normally talked about in the bassive are not quite
the same as those normally talked about in the active:

There is an ° teraction between semantic and syntactic
structure in active and passive sentences. It might be
argued: that passive sentences are generated from . a
drfferent distribution of kernels than active sentences,
and that the patterns of uncertainty and animateness in
passive sentences are characteristic of that different

distribution of kernels used in generating thea. (1965,
p. 369)

Using quite a different technique, M. Johnson came to a
vsiﬁilar conclusion. Subjects rafed CVC trigrams used as
agent or égject nouns in active and passive sentences on
fifreen Semantic Diffe;ential scales (0sgood et al., 1957):
CVCs used Jas agents were cénsisténtly rated more ‘active?
and 'potent' -- i.e., animate -- than syllables used as
ob jects, but the difference was not as pronounced 1n passive
sentences as in active. The left—to—right semantic

constraint gradient, in both the Clatk (1965) and ¥. Johnson

(1967) studies was less steep 1n passives thanpn in actives,

G
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and  Johoason, like Clark, concluded thaot s1ince  these
mednilngs  reflect underlyrng frstribational structur eq,
difterent . sets of vords  are  asrocriated with  acti- and

passive sentences!" (1967, . LUQ).
Althougyh the Clark &  Heqgun L1968) ‘censibleness?t
experiments basically cupported th: lett-to-1ight semantic
versity etfect found 1n Clark (19¢9) and M. Johnson
(1967), there was nce conclusive evidence tor the close
verb-object relation cobserved i1n the 1965 study; rather,
ther« seemed to be a sub ct-predicate split, vith the
subiject (agent i1n actives, object in passives) thematicaslly
prominent in  both “ntence type$, and not forming "a very
tight unit" with "the 'informatioa'-bearing part of the
sentence [i.e.,] th® :ur.ace predicate" (1968, p. ¢ 7).

Clark & Begu: interpreted the generally lower sensibleness

-

‘ratingS‘ of parsives (whose main lexical items had been
interchanged with those of 1l:i:k: sentences, in vari-
combinations) as Lwlated, to Clark's (1965) finding of
jreater lexical di!ersity in pd.oisives, and thus as support
in princiflé forﬁthé 1965 conc " isions.

Claﬁg; §A%Béégﬁf~}ﬁ9?1;fvused the 1968 < :ensibleness?
procedu;gﬁj to eiu@féﬁéé' £he~ subject-verb relati- o 1in
English; Tran;iti;dfﬁérb subjects (1.e., agents) were found
to  fit _thg 'Chpﬁé*yan semantic feature ,hiérarchy, with
[*Humanjgrfégh;@aﬁe], Qﬁé_[fconcrete] canonical or unmarked,
ig thatfabS£r;E£;noun subjects severely 1limit the choice of

. : ’ C
verh uhith .may follbg, b animate, and esvec.aiiy human

»
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nouns are, sometimes through personification (as in ' The mdap

r

showe: us the way'), used with a wide variety ot verbs.  The

“ 4
personification clalm "is not as ftar-fetched  as may seen,
vhen one  considers that the case concepts  'Agent'  and
'Experiencer? -— as detined 1n  Fillmore (1971) -~  were

treated as int iitively clearcut semantic role relations, and

were easy to learn 1in a  concept-tormation study (Shafto,
1973) ; 'Instrument®' and 'Object,! on the other hand -- as 1in
'The movie  was sad' and 'The ball went ove the fence,!
respectively -- were "relatively weak in their intuitive

appeal' (p. 554).

Tannenbaum & Ww_llians (1968b) obtained a ‘'thematic

subject' effect similar to that ot Clark §& Begun (19+: buf
could not support the conclusions of that stu , hose
of its antecadent, for they found the stronge sea n+ic
linkages to be between subject ‘and verb, in both o s and
Passives: ._gent ‘ns were a betger cue for the recall of
verbs, and vi- :sa,‘in actives than 1n passives, ahd
object . suns frompted the recalil of verks better in

passives; agent-objécf linkages were weaker thah those with
-verbs, as Healy & Niller also observéd (1970, 1971) . The
results were not totally conclusive, but convincing enough
to permit Tannenbaum &  Williaas ‘to doubt both
Phr@sé%éﬁ}dbyﬁhg and Atransform;tional analyses: the first
uould_preéiéffconsistently dominant.verb—object ties in both
acti?és ana’passiyes »(as did Clark, 1965), arnd the second,

of c~ourse, de ives both kinds of surface structure fronm
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sitmliar  deep structures,  and would predict "no  basic
difterences in the dominant vord linkages of  simple active

and passive sentences" (1968b, p. 221) .
tornby (1972).dlso obtained what might be called

subjéct~dominance effect, but of quite a ditferént‘sort, on

that caliz 1. re-examination of the whole concept 1

trematic prominence. Subjects had to choose which of two
f )

fPretures o given sentence Yoo abogt when' neither really

qu. the sentence agent being wrong in the one case, and the
géntrncn Sh-ect  wrong, Lh the otﬁer. The sentence types
that were used fampled  six different 'emphasis-shifting®
constructic: s, in addition to simple active declaratives,
including passive, cleft, pseudocleft, and simpie
contrasti?e streSs. In most cases, ui ects chose the
picture wnich was in harmony with the unstressed constituent
of the given sentence; that is to say, the psychological
subjecc of each sentence, to most participants, was +hat
part not at variance with th- Cts, that part which a
listener could zafely take for grantéd. In sim@ie actives
and passives, this was the traditional subject, the
Tleftr- =+1 nominal, but in contrastively—sfressed activers
emphesizing  the ("left-end") agent, the psychological
subject was the rightmost constituent, the object.

T“he fact +hat the (contrastively) stressed nominal or
Psychological predicate was at variance :n most cases ui;h

the cho-en iicture implies that *he greater sin is to lie

about what a listeirer is most likely to take for granted.

Y
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Hornby (1974) did in fact tind that people could be deceived

through the manipulation of Psychological subijects and

predicates, but he interpreted his 1972 resy' s ‘as ftitting
neither the HHallidayan left—riqht notic S 0 dnd rheme,
nor superficial subject~-predica - itnalyses, nor
deep-structura 1lyses of either the ard Chomskyan or

Fillmorean case variety. He inferred suppor;, rather, for
the Pr gue School notion of topic and comment, which holds
that these constitute w4 separate level of analysis and are
relatively iddependent of either the lcgical or superficial
levels of analysis® (Hornby, 1972, p. 633). Conventional
'‘left-end' subjects are thus thematically prominent only 1in
the sense that th-v may be ‘current!' or 'olgd information in
the discourse coutext, but thé fact that ‘they tend to be
taken for granted, whereas 'new' rhematic material does not,
~forces quite a different notion of prominence into
hconsideration.

One finding b 19 to do with the internal spégntic
linkages. in pas. < Ssentences which has never been
adequately explained nor disconfirmed, was Blumenthal's
(15967) obtéining of poorer sentence r=cal s to
man .r-adverbial noun prompts than to agent-npoun promp£s.
D--  structure arg.ients aside, as well as the possible bias
-- 1f systematic! -- of ncuns® imagery‘valuc, there does
S.=z2B to be a weaker semahtic link between what is asserted
in the ‘'body' of a passive sentence and the adve. _ial

modification thereof, as opposed to the specification of

-
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‘agency.  Davidson  (1969) repiicated the tinding, but could

offer no better explanation: he  obtained a sliqght
asymmetry, furthermore, 1in  that the f[;nsitioudl eLIor
probabilities of [eCdiling manner adverbial and agent nouns,
given the recall of the verbh, wvere about equal, but there
was a better chance ot recallipg the verb, give: the agent
noun was recalled, than given t he recall ot the

manner-adverbial ~oun. The w@wutual agent-verb constraints

discussed in Clark & Begun (f971), 1{ extended to passives,'

might provide as good an explanation as any offered thus
far.

In conclusion, a study may be considered in which as
simple a matter. as definiteness of noun determiner
contradicts most theories of topicalization in actives and
passives. Grieve & Wales (1973) had noticed that' a great
many experiments on voice were restricted to (a), full
passives, and (b), mindlessly simple sentences with all
nours preceded by ‘the' as determiner. Ahalysis of the
kKinds of questions their subjects wrote as ing
appropriately answered by their given sentences showed that
the standard leftmost nominal was foéused on as the main
topic of the sentence cnly in full passives, and only when
both agent and object nominals had definite determiners.
Where one nominal had an indefinite determiner Or wWas
m1ssikg (as in truncated passives), the other, deﬁinitely
determined, nominal was focused on, and when one nominal was

indefin’ and the other also indefinite or miss: , the
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vvent  (1.e., the wverb) was the main  locus of attention.
Grieve & Wales attributed this effect to what topicalization
1n  ygeneral is attributed to -- presupposition, or ‘'old®
information which 4 speaker has reason to believe is shared
by his listener(s): reference to this beliet, implied by a
speaker's use of ‘'the,' goes back as far as J. Harris?!
Hermes grammar of 1751 (Grieve § Wales, 1973, p. 175). The
finding does not, of course, disconfirm traditionally

broader cdncepts of topic and comment; it mé%%lynéomplicates

thenm.



CHAPTER FOUK

TWO FYURTHER EXPERIMENTS ON VOICE

Serial Elaboration in Sentence Processing

The foregoing two chapters have attempted to make it
cledar that, whatever grammatical voice i%, in reality, it is
no simple matier. After tWventy centuries of philosophiiing
and twenty years of experimentation about i1t, a few issues
have been clarifieg, and a few made to appear more complex
than ever, but nothing has basically been changed: | the
conceptual and empiricnl prgblems are étill legion, and
there is evidence both for and again:t a number of-§§§pdrape
points of view. It is still possible, however, to wetect
some trends which are more\ Persuasive than others, not oniy
beca use oflﬁhei;,inherent intuitive appeal, but because they
have sonme eﬁbir;cal support, as well: chief anong these,kin
the context of the present work, is‘ the notion that
sentences are ‘produced and perceived linearly, in and of
themselves, in first-to-last temporal order.

This is not as naive a belief as may first appear, for
it commits the beliiever to some corollaries which are
. currently unpopular in mainstreanm lingvistics. It commits

one to the view, for example, that at no time during the

- 161 -
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production or perception of an utterance is there any
recourse, conscious Or unconscious, by the language user, to
other, more ‘'basic' coanstituent orders, missing or
‘deleted' meaningful elements, or to anything resembling
what currently tss for abstract representations of
speakers' interpretations of sentences. To deny the
relevance of gr;mmatical deep structure, however, is not to
say that utterahces have no meaning; it is merely to assert
that, considering the present state of " knowledge about
mental processes and cognitive]structure in general, the
invention of calculi for siﬁulating speakers' knowledge of a
langyuage by generating abstract representations of its
sentences seems a little premature.

Belief in 1linear processing admittedly involves: a
certain measure of faith, at this point in history, but
there ishenough empirical evidence in its favor, as well as
philosbphical argument, to make the investment worthwhile.
A great deal of attention was devoted in Chapter Two, above,
to the inhgrent sterility of generative-transformational
accounts of linguistic~'competence, and to the historical
inadequacy of the éuhject—object inversion principle, in
particular, to account for anything but grammarians' desires
for descriptive econonmy. Those argquments will not be
repeated, for the empirigal evidence agaipst transform-
ational %roéesses in ordinary language use has been
thoroughly reviewed 'here also, in Chapter Three. What

remains, once transformation-based cognition wmodels Lave
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been rejected, is the nested linear «constituent - iew of

sentence structure espoused by pretransformational
descriptivists and a few psycholinguists: the empirical
evidence in its favor is still persuasive, and it has the

added advantage of providing for a fairly direct (and thus
economical, .in a different sense) account of the way
sentences are known to be heard  hy childrén, and thus
presumed to frnction as the only. data they have, on the
basis of which to formulate their 'mental. grammars' (Watt,
1970) .

The serial elaboration concept in general includes the
nciion that, 1in subject-verb-adjunct  clauses, at least, a
Sspeaker seems to have more postverbal options than preverbal
ones. To frame the poticn in terms of obéerved active and
passive occurrences, the variety of predicate constructions
that are used generally exceeds that of subject
coﬁstructions: “"one of the motivating factors iﬁ selecting
the passive in fgvour of the active," Svartvik found, "is
the preference for placing heavy nqminal groups a‘ %hp'end
of sentences" (1966, p. 157; see pp. 99ff., abovej. That
this concept of sentence structure requires some sort of
commitment to Yngve's depth hypothesis should be fairly

obvious, for what is being endorsed is the proposal that

*left-branching’ or regressive constructions are
comnitment-building, and hence generally avoided by
speakers, but = that '‘right-branching?" or postponement

manoeuvers are virtually unconstrained. Once
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trdnsformationdlism has been rvj‘uctvd 45 1nCapable o
dealing with man as a memory—eqpipped device, there g no
alternative but linear processing for gentence broduction
models, and Yngve's jg the most Plausible to date; empirical
support for it has been equivocal, but it still holds out
possibilities (Fillenbaunm, 1971),  and could serve as g
general theoretica] framework within which to test speéific

Structural-cognition hypotheses.

A _Transfor fOfEéE_i_Oﬂl_eéE-!.i.E!_Qf;_@§119§
of the passive transformation ip grammars of English (see
pp. 75ff., abovef. Except for onpe Or two very recent
Proposals, howeve, (see Chapter 5 below), this trend has
not meant a denial of the well-known active-passive
relation, for‘the Sub ject-object inversion continues to hold
grammarians® ;ilegiance; Lt 1s just that greater descriptive
€conomy can be achieved by letting other better-motivateg
Cules accohplish the sampe (or equivalent) derivational
Danoeuvers, piecemea’. Thus, while the Cclassical passive
transformation Bay no longer be h explicit ruyle, in sore
grammars, its analytic ftonsequences are stil}l very much in
evidence. OQpe 2f the featdres these recent 'passiveless!
grammars have in comnon, and which distinguishes them fronm
earlier analyses, is the assignment of special status to be

as the pivotal element in existential assertions, with

nominal, adjectival, ang Participial expressions serving
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more or less equally as pdstverbal complements. In-nfar as
tiese formalisms can bhe interpreted as attempts +to account
tor the way in which be predications are conceived and
understood in English, they may be taken as intuition-based
hypotheses concerning speakers' swmntence coygynlitions; with
som> fleshing ou in the form of empirical consequences,
they might lead to viable experimental hypotheses, as well.

Similar proposals for revising entrenched concepts of
the vo’-e phenomenon have also come, and with somewhat
greater persuasiveness, from the domain ot empirical
research. Svartvik, for example (see pp. 95tf., abc ),
suggested, on the basis of constructionai imbalances: and

i
inter-type occurrence discrepancies, that some passives

might better be conceived of as. members of an "equative" or

£
4

intrangitive active clause ' paradignm, rather than
transformationally related to some underlyieng transitive
(
active which in many cases does not exist. watt (1970,
1974y, fu;¢ﬁermore, has proposed an analysis of the be --
gigg’construction vhich is much nmore I*ompatible with the
knan facts of language\acguisition by children, and with
the serial elaboration concept outlinéd . e, than 1is any
transformatiﬁnal view. Having nqted . that the greater
performative simplicity of truncated passives versus fﬁll
passives was not in accordance with predic;ions based on

transformational complexity, Watt suggested that the econonmy

criteria through which lanquage learners optimize their

mental grammars may be qui%::>different from those which

-



Y
; -~

. »
/) - .

‘\/

Vi

166

grammarians apply to their theory construction:

The chief difference between [linguists' Competence
- Grammar ] and [the Abstract Performative Grammar] boils

down to this: the CG puts a premium omn overall ecconomy

and so makes all\ significant generalizations; and the

APG puts a premium on economy of derivation of

individual sentential paradigms, and so balks at

incorporating some of these generalizations. (1970, p.

187) '
Since children apparently use agentless passives lcng before
they use 1full ones, Watt suggested that the former sight
well be, at <ome stage, not differentiated by their u=sers
from simple be predications of the form NP- (Aux) - be-~PRED,
where PRED can be realized as one of:

(@) a [+PRED +VB -ADJ] verb, e.qg., 'writing®

(b) a [+PRED -VB +ADJ] ad jective, e.g., 'pretty'

(c) a [+PRED +VB +ADJ] partigiple, e.g., 'surprised*
A large variety of superficially and perhaps semantically
similar sentences can thus be accounted for, in
three-year-olds at least, by a simple, direct set of
formation rules which involve no utterance-type
transformation at all. In view of this, and of the apparent
simplicity of truncates 1in adult performance as well, Watt
found it counterintuitive and "somewhat lacking in
plausibility"™ that the child later:

foreqo the simplicity of his (putative) original

derivation of the truncates in orde to achieve a

simpiifying generalization holding fory truncates and

full passives together; it is to 1insist/that he give up

a simple way of deriving the set of sentences x because,

when he acquires,ghe set y, the set (x, y) .can be nmore

simply der.ved if he uses the necessarily more complex

derivation of y to derive x also. (1970, p. 185)

To carry the argument a step further: if the Ianguage
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learner eschews uQEi?eESd[y complexity in his mental Jrammar
with respect to truncates, why should he embrace the
"necessarily more complex doerivation" of full passives with
stch equanimity? Sqrely, mere formal descr ibability does
not guarantee performative relevance in the one case any
more than in the other. FPull passives are admittedly more
complex than simple active predicatives, if only because
they are loager, but— it does not necessarily follow that
passiveé are ever produced or understood as transforms of
active-like deep structures (Maratsos ¢ Abramovitch, 1975) .
Since the child wmust eventually learn to elaborate some of
his basic predicative utterances through a variety of
right-branching constructions. why not g;;‘ of them? ¢
agentive by-phrase is st: ‘turally no different fronm
locdtive or manner-adverbial phrases, and having to learn
théf t ype (c) predications (above) permit the postverbal
specification of agency adds little to the general\cognitive
clutter of postverbal adjunction which nmust eventuallf be
sorted out, in any case. )

Within trte overall serial elaboration framework, then,
passive declaratives may be regarded "as an instance of be
predication, so that sentences shch as the following belong
to the same formal and illbcutionafy paradigm, as far as the
average language user is concerned:

(a) John was (absorbedly) writing (poetry) {for Mary) (by
thé river). - :

(b) John was (extremely) handsonme (by all accounts).
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(c) John was (instantly) elated (by the good news).
(d) John was (eagerly) looked up to (by his classmates).

This *VP-expansion' view of sentence elaboration, 1t should

“
be ;oted, accounts directly tor the differential
pertormative complexities of both full and ‘unelaborated'
passives, 1nd is at least as plausible a proce:sing model as
any transformational account. There may well be ne
psycholinguisti~ evidence that speakers do not, on the basis
of the | paraphrastic ‘*facts, ' iecorporate quasi-
tfansformationai economies 1iunto their mental grammars, uLut
then, grammarians' intu;tions about what speakers must
necessarily 'know' hardly constitute empi:ical evidence that

they do. To opd3in the beginr . ngs of such eapirical
«

evidence was the ;%gl of the present enterprise.

fbe Independence Hjbotgesis
With ail of the ramifications of the serial processing
concept, it uoula be foolish to attempt to dvaonstrate the
phencmenor except in stepw;ee fashion; attention will
therefore be givenm only to its principal implications.
Taking fot. granted, firsf of all. that uhatlis salid 1n a
sentence is lexically sensible and appropriate to the
:tuation, the chief svntactosemantic reguirement of
t-to~rig£t elaboration, insofar as it affects the voice
2nomenon, would seem to be a certain amount of

independence among the major constituents. Whereas “wehe

tradit:-nal conception of the distinction between an active

e
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and a pdesive Volce rests oupon the assumption that the threco

conditions [ sub cct-objert permutation, be...-ed and by
insertion] will general.iy coincide," Lyons has sugyested
(1968, p; 376-7), the tbh © domailns of variation M. to

some degree indeovendent ot one another,™ as follows:

.. Preverbal domain. The leftuwost nominal expression,
usualli, ~— construed s the subject or topic of the
utterance 1s dépehuent oii the following verb plirese
for its semantic nterpretation as a ‘'doer! or |
'recéiyer,‘ for it is formally undistinguished Lromv
aniy other ncwminel, in FEnglish (jghnson—LairdU 197&3;

PY 144-45) . Its interpretation, iurthermore, is noF»
/uneguLvocaliy signallec by verb-rphrase co;;truction;
for *the door' in 'Tie door slauced shut' and 'the
books' 1n 'The books are selling iike hogcakes' are
-presumably logical objects, although this role must he
inferred ~-'if indeed it conéistently is (cf. Shafto,
‘¥973) -- from a fqrmally active veri phrase. Nominals
preceding passive verb _constructions are présumably
always interpreted as objects of .ome sort, but this

matter 1s commented on further, below.

2. Intraverbal domain. Ignoring modal auxiliaries for

the sak- of simplicity, the main English verb phrase

types are epnumerated by the ordereg sequernce
Tense--/ ve...-ed)-- (be...-ing)-- (be...-ed) -- HMair

Verb, with the affixes appropriately *shifted* to the

TSt cky, 1957, pp. 59ff.). That the passive
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be plidys a rather special role, there can be no doubt,

for 1its presence o1 absence 1in the verb phrase 1is

c¢rtucial to ” the semantic interpretation ot the
preceding nowminal, and it attects the kinds of
postverbal adjunction which may sen:ibly tollow, as

well. The transformational treatment of the passive
auxiliary has already been shown, however, to be both
empirically eduivocal and grounded 1in fallacy, and
nothing further will be made of that matter here; an
altérnative view of the passive be and its coamplements
ias been outlined above. The existpnce of formal and
semantic ambiguity 1in English verb phrases has als.
been alluded’ to, 1in that the «cccurrence of

past-participial form 1s governed by both perfec

have and passive be, and 1is furthermore formal;x
indistinguishable in  many cases froam the: siaple bast
tense form (Reid, 1974b); children seen to - confuse
these forms (Menyuk, 19633, ’%@@i some experimental

clarificition of their interaction seems in order.

Postverbal domain. It is héie, eccording *o the
serial hypothesis, that Aihere shoﬁld be & widelra;
of available choices, and @ ~ursory inspection of the
senfences of Enélish bears th.. out: pgssive verb
phrases>may be followed by: | ‘

(a) nothing at all, or, to name but a few options,

(b) a nominal or adjectival expression after certain

verbs such as telect! and fconsider ;! an
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nitival verb phic - atter such  verbs  as
/1se;' and/or one or more prepositional phrasces
-- one of which may be agentive --  or an édverb,

or - sonme ngbination oﬁﬁthgge,
Active postverbal anu;;ts m adso 1nclude (a),
above, f the verb {éé;éﬁ%dnsitive; “indirect and/or
direct object nomindlé; and, excepting agentive by -
phrases, the optiogs»enumerated in (b), above. The

' o : : 4
grammar of postverbddradjunction is amply descri.ed in

t he grammatical literature, anc will net be dwelt upon
\;2 .

further here; it is not crucial to the present i&rk,;

which 1is 'ccncerned mainly with- simple active and

[34]

passive declaratives and their basic - postverbaf

¢ .

options, ' the object nominal and the préﬁositidhal

<+

It was on the sis of grammatical intuitions such as these

. Led *
that a first® experimental hypothesis was ‘deve¥ppéd and

B

Introduction

K

As a first step towards describing the superordinaté
sentence type of which pasSivés seems to be a cognitive
subclass, an attempt was made to gain empirical support for
the ihdependence hypothesis outlined abovef*and to discover

wvhether there is a hierarchy of dominance among the presumed

~

s

5
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vvert signals of voice in declarative affirmatives. It was
assumed, conirary  to what  the transformational hypothesis
implies, that + o thres marker . of passive locution dre to
some extent independent of  one another. That s to say,

direct object: 45 sentence  subiject, passive aspect 1n the
vero, ahd ageutive by-phrase as postverbal adjunct are
neither wuniversal nor unequivocal as  the distingUishing
features of the 'marked? volce, for the followiﬂg reasons

. ‘ v
(cf. Lyons, 1968, and above) : >

(a) object NPs occur as sentence *mub jects 1in
pseudo-intramsitive and intransif}%&» o - Ative
BRIV T S 9

Sentences, not tc mention fhe notorious '‘John 1s easy
to please'-type predicativess(chomskxﬁ_1960, p. 61);

(b) passive atpect“%p qulish verbs 1is signalled bxmgg and
-ed, ne of Qwhich 1s homophonous with ‘onerdk the
A N
marker: of prqgressive.agpec;‘(gg), and the other wi{;
s Col s
the inflectlon. for perfecti;er aspect ‘and, except in
. H

irreg&laq verbs, the simrple past tense (~gg);'.%'

(c) agentive by—phrases? can be“ interchang-‘ ji}th_ or
adjoinedsy o werbi.&-?hraées, with little loss of
general illocu%ionafy 'ﬁéaning, or dispensed with

. altogether, yielding so-called 'truncates.’?

No//such asumption was required ;ith re§pect to actives,

-bécause transformationdl grammars do not treat thenf as &7

unitc 7 phenomenon, the vazythey treat passives.

The conjunctive concept formation (CCF) procedure was

decided on as the best method of eliciting graded salience
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judyments on apparent sentence properties, while at :he same
time treating all propertie s equally available, without
bias. Previous applicat Hn: ot this technique with
sentences sgystematically aried in torm ha‘ Qwn that

subjects can learn to 4§ 1minate, in stepwiseX ion, one
. } )

particular conjunction sentence type features, and thus

provide quantitative data ’ncerning perceived dominance

relations a.ong the Syntactosemantic attributes of sentences

(Baker e .Ql., 1973; Reid, 1972, 1974b). In the 'response

8
method* application of CCF (Deese & Hulse, 1967), the
iearning of a single bany-to-one correspondence relation is
sought, between an abstract, multidimensional class concept

and a nupber of positive instances of that clds. s

membership. Stimulus obijects -- in this case, santences --
ri;’. :. N N
are preﬁiﬁted sericlly, in random order, to the iaformant,
* /(_ .

who expresses a judgment as to . whether each item in turn is
or is not = meaber-of his 'secret' tparget category. With
‘mmediate reluf . .ement concerning the correctness of each

judgment, sub -cts leérn, by trial and error, what kinds of

1

objects belong to tbeir as. gned. concept «class and what

kigds do ..¢, -and eventually respond correctly to all
& : ) .
pres+ - tations.

»

o

In order to ‘keep the ‘experiment within manageable

proportions, only the most cogent sYntactic‘ variables were

-

ibvestigated - passivizatiorn, perfectivization, and

postverbal adjunc:ion. Intraverr~" phenomena were focuse@

on at the expense of preverba’ (subject) factors, for two
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reasons:
(1) while logical obiject . may occur as  the subjects of
non-passive sentences, pass vized verbs aroe never
preceded by anythinyg else, and experimental

maalpulation is thus precluded;

(b) investigations of t 3emantic salience of subject NPs
in vdarious sentence types suggest  that it is strength
ot associative bond g in noun-ve:rb collocations that
plays the dom%gant role, not inter-sentence-type .
syntactic relations pesr se (Slobin, 1966; Biumenthal ¢
Boake#s, 1967; clark & Begun, 1971).

Stim&ius variation with respect to sentence subjects (i.e.,

agent vs. object) was thus strictly infg;cordance with

sentence vokﬁfﬁfé @ctive or passive -- Fnd hence corfelated
s 4

“ith the absénce ‘.. Presence ofs be. #%d 'in  the verb

phrase. .

Active and passive sentences were further differentiated
by the absence vs. presence of perfective have...-ed in the
verb phrase, and also by the insertion of either a by~phrase
or a non-pby-phrase adjunct in postverbal position. “ The
latter variableﬂjféstrictgd the s Lectipn éf main verbs to
those C%;ansitives‘uhich may occur intransitively qiﬁhout
changing their nmeaning, such as ggﬁ} _g;g;‘paint, and// e
like. >§1-phrase constistuents " were the wusual uﬁg;:jte
by-phrases in the normal passi;e senten;es, but locative and

'danuer adverbials in the " by-phrase actives. Direct objects

served as the non-by-phrase adjuncts for the remaining

2
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(normal) actives, and.adverbial phrases with prepositions
other trdn by completed the agentless passives. Postverbal
adjunction was perforce a >uithin—voice variable, and thus
not entirely independent. Tense was deliberately covaried
with perfectivization -- impertectii&s in past tense,
perfectives in the present -- so as to maintain the has/have
subject-verb agreement variation, as well as the vas/were,
in éuxiliary verb phrases.
The eight sentence types used 1in + he experiment were as
follows: ‘ .

. R . . : .
1. IAO: (past) Imperfectiwve Active with Direct Obiject:,

€.gd., Some clever rustlers stole our cattle.

2. IAB: (past) Imperfective Active’ ultghadv by-phrase:
O)Q

Some clever rustlers stolw: bﬁﬁﬁoonllght

Y
b-w.

3. Pao: (present) Perfectlve Active u1th Direct gﬁg t

Somfi clever rustlers have stolen our cattle.

4. PAB: (present) Perfective Active with adv. . Dphrase:
= Some clever rustlers have stolen by moonlight.

5. IPO: (pdst) Imperfective Passive with other adv. phrase:

Oour cattle were stolen off the sduth pasture;

6. IPB: ‘(past) Imperfective Passive with agentive by-phrase:
, . L ' {
"Our cattle were stolen by some clever rustlers.

7. PPO: (present) Perfective Passive with other adv. phrase:

Our “tle have been stolen off the south pasture.

8. PPB: (pre. Pegfective Passive with agentlye _1 phrase:

Our cattle have been stolen by sone clever rustlers.

With 128 such sentences -- sixteen instances of each type --
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presented in random order, it seemed fairly reasonmable that

passivization, perfectivization, aud postverbal adjunction

Oought to be independently available fo: u A ‘rameters of
4 conjunctive séntence~type concept. | - form such a
concept in the usual wholistic conservati s +»cusing fashion

typical of CCF experiments (Dees¢ & Hulse, 1967) would, of
course, deny the utility oL sai;énce of - these
syntactosemqntic fedtures to the averagé speaker of English.

In genéfal, a left—to—right processing tendency. was
expected. In the absence of any particular a: .icipatory set
or experimental effect, the intravérbal_ fectures of the CCF

® ) ) ]
¢ == whichever that was, for any subject

e been hdistinguﬁéhedf first, -and -its

N . :
postverbal- aracteristics last. The means of the
*last-error ~rials! (LETs) - and yes-response éategory
frequencies . ‘er et al., 1973; Reid, 1972, 1974b) were

therefore expected to be rank~ ordered as Lfollows:
‘

y <

TENSE+PERFECTIVE error < VOICE error < BY—PHRASE error

The distributional facts of English would predictf\the same

- rank-ordering- since. both active ang paTs’ve sentences may

occur with no postverbal constituent at all, 1intraverbal

aspect would seem to-be the” sime qua non. "In addition, the

; 3

sentence types . with minimally~expanded verb phrase

(non-perfective and non-passive, e.q., stole)  sheuld e

~asliest to identify, due to their obvious brevity; this

|
!
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,{ﬂwbuld tend to minimize the ditterence between Voice error

"sand TensetPerfective «rror. Thos® :entences characterized
IS M&Y ' %
by maximal expansion of the verb phrase (perfective and
. assive, e.g., has/have been stolen ‘ought also to be
Q}R. g =g2/324¥8  Deen stolen) J

readily distinguished, but to a Jlesser degree thds, the
simple past verbs, due to the possibility of partial
confusion among, e.q., has/have stolen, was/were stolen, and

“hass/have been stolen, as characteristic verb phrase types.

What was being sought in the ‘experiment, in other words,
) .
¥ “
was empirical confirmation of what 1s, to most linguists, so

patently self-evident as to obviate further "investigation.
. :

Far fronm being a vacuous enterprise, bowever, such

validation of putative data is a methoﬂS{ogical necessity in

science; 1t is particularly necessarygi;ii&nguistics, where
true external constraints on grammatical descriptions are,
contrary to prevailing clainms, few and far between
(Prideaux, 1971; Prideaux & bBaker, 1974) . Besides, any
elucidation of the partial sybonymy among auxiliary verbal
Aaspects could not but be informative, for the strictly
formél basis on which the now generally-accepted XE%Qreurite
rule of deep structure was written has never been éﬁbjected

1

to native-speaker SCru . iny. &

Method

Materials. There were sixteen instances of each
sentence type described above, making 128 different stimvii

(see Appendix A). The sixteen lexifal content sets that

A
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Wwere used each consisted of:

(a)‘a transitive verb of the type that ma, ocwurbuith or
;ithout postverbal adjunct;

(b) a pair of semantically plausible,‘non—interchangeable
agent and object NPs for each verb; @?

(c) equally plausible adverbial phrase sﬁbstitutes for
those NPs, for use in the objectless by-phrase actives
and the agentless passives, respectively.

NPs consisted of two, three, or four words, including a
determiner and a he;d noun, with Zero, one, oOr twWo
adjectival or participial attributives in between. Né
lengths were equally distributed througﬁout the lexical
sets, both pre- and postverbally, as were 'singularity and

plurality in the head nouns, and definiteness VS.
-

indefinitdness in the determiners, all in complétely
uncorrelated patterns. The adverbial phrases were equal in

word lengtek to their “vbstituends, including the

prepositions.
%
The 128 sentences were arranged in a bas.c randomized
presentation order similar to that wused in Reid (1972) .
There were eight successive blocks of sixteen sentences,

each block comprising one sentence of each lexical content,

with each syntactic type occurring once in every eight. No

Syntactic type or ° . ' content ever occurred twice in
~ &

succession. Eve 7+ bin~" Dpattern w¥as unique, and wvas

determined as f. ‘ossible’ at randon, with the

restriction that the eight blocks each have a different
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syntactic type in ;osition tour; v 'h cyclic prebentuxxon,
E¥ -gt-

3

the various qLquw ot experimental subjects could each’ start
with a dlfib:é;t block, and al i subjects would +thuys
encounter‘ their first positive instance in their fourth
trial. OAEe these distributional restric%}ons on  type and
content had been set, the selection of specific sentences to
fill the slots was at random.

Procedure. The experiment was administered by computer,
Subjects were sea'eq at one of several IBM 2741 typewriter
terminals in a computing laboratory, all communicating with
the University of Alberta Compu?ing Services' 360/67 systen.
The goal of the pProcedure, already mentioned above, was to
e$icit yes/no Judgments as to the target- Cl&SS member&p of
serially-presented stimuli in turn, 'ﬁ@ﬁk 1mned1ate
correct/wromg reinforcement prov1d1ng Cclues fOr Lhe eventual
formation, by the subject,' of a three-dimensi--31
sentence;type concept. After.printing dut instructions and
illustrative exanples (see Appendix B) ., the computer
presented sentences Cyclically from the basic ran@ggized‘
list, one vsentence per trial, . for judgment. Subjects‘
entered a - tyes? (Y) or *'not (ﬁ) Fesponse to the machine
after éach p;esenéation, reflecting their current %oncept of
the tafget sentence type and of thaﬁ Sentence's membership
in it.v The compuier feinforced'thé? response immediately,
printing 'correct? o£ 'urohg"in accordance with the target

septence type assigned to that subject.

Sentence preSentatiod‘ceased vhen 24 consecutive correct
) s
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b

responses had teeh'médéﬁlthus ensuring that the subject had
correctly identified at least two successiveﬁsccurrences of
his target type, as well as twenty or moie non-target
‘sentences. lSubjects were then asked to type in, without
looking back at the printed wmaterial, an .intuitive
description  of tleir target sentence type, and a brief
account of how thcy had arrived at the solution. 1t t' e
. - a

concept-formation criterion had not been reached within an

hour or so, progranm execution was terminated, aud that

experimental c¢ordition vas rerun later,: with another
subject. .
N ‘.(*

Subijects and desiqgn. Forty-six University of Alberta

undergraduates (mezn age, '20-3; gean Yearﬁ@%f-'educationf“i'ﬁ
13.6) volunteered a$ subjecﬁs, in response'to a campus—wide"tggi
appeal by poster. Six, chosen aftefuards by lot, weﬁe paid
five dollars for theif services. Fourteen of .these subjects
were unable to complete the task; their data were excluded . ﬁ@‘
from the main analysis, but are sunmarized, below. i |
The experiment was analyzed as a ftné—factor factorial,
iwith- repea%ed measures -on the withih—subjects ;espézzsn
category factor. The bé}ueen—subject factors wére' targét
Voice = [VCE), target ' tense+¥erfpctive (TPV), target
.postverbal adjunct within Voice (PVA).. and Sex, each at two
leveis. Two subjects were assigned at randomr to each of the
sixteen s;Lgroups;

. ‘The primary data were the proportions of ®yes? reSpOnsés

(expressed as é percentage of total +trials) made by each



subject to the eight types of stimulus sentence presented
for judgment. For analysis, these. éercentages vere
redistributed within each subject so as to represent his/her
acquiescence to: (v, §eﬁtences of the assigned tar- et

type; (2), sentences differing fron target type only in the

TPV aspect; and so on, through (8), sentences differing
- .

frﬁm tarqget in all three syntactic dimensions. The

vithin-subjects variable was thus converted to a

léiesderrors' factor (ERRs), with correct yes~respon$es to
“farget-type sentences comprising the 'pull' error category.

Y
?No'_ responses, being uninterpretable, Zsig/;gnored (see

o -

Baker et al., 1973; Reid, 1972, 1974b).

Resuits

Suﬁjeéts' trials—fo—critérfon (TTC) chunts were, as--
expected, hiéﬂly’ variable, ranging from 31 to 212, with a
mean of ©°5.6 and a standard déviation of 48.6. The mean TTC ]
for female subjects was 7%»3, whereas that for nmales waé‘
111.9; this difference, /houever, was nqt statistically
significant. iﬂ///// .

A mixed-model repeated measures analysis of variance was
performed on the 'yes-error"percentage Adistributidns; the
results are shown iﬁ~ Table 1. Three variance compghents
-vere significant at the .01 leve® or better: the
TensetPerfective and Yes-errors main effects, and the Voice

X TPV X BRRs interaction. The independence of the first two

was vitiated by the third, as mas the just—significant_TPv X

4
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" Table 1
Analysis of Variance: Yes Responses as a Function of
Sex, Target-type Peature, and Yes-error Type,
Experiment 1.

<O R R QU g e« e

Source SSq df MSq F
Voice (V) 1.86 1 1. 86 0.61
Tense & Perfectiveness (T) 30.02 1 30.02 9.81%*
Postverbal Adjunct within v (P(V)) 11.87 2 5.94 1.94
Sex (S) ’ : 2.34 1 2. 34 0.76
VXT ) Y 14.59 1 4.59 1.5
V.X S 3.91 a4 3.91 1.28
T X P(V) , . 6.22 22 3.11 1.02
T XS . . 0.06 1 0.06 9.02
P(V) X S .. oy I 19.70 2 9.85 3.22
VXTXS Ly 0.08 1 0.08  0.03
T ¥ P(V) X s B 7.68 2 3.84 1.26 N
Ss(V X T X P (V) X‘%j‘ : 48.97;_16<‘ 3.06 '
ol S DI .
es-error types (8) 1874.90 7 210.70 83798%%% .y
X E . : 29.37 7 4.20  1.67
X E 48.09 7 6.87 - 2.74x%
(V) X E 25.59 14 1.83  0.73
X E , . 7.80 7 1.-11 0.44
XTXE 70.80. 7 .10.11 U, D3 *%x%
‘XS X E 39.09 7 " 5.58 2.23%
X 'P(V) X E - . 23.97 14 1.71 0.68
XS X E : . ‘ 1172 7 31067 0.67
(V) XS X E | o T 16.26 14 4, 1.16 0.46
XT XS X = : 5.32 7 0.76 0.3
T X P(V) X S X E : 25.42 14 1 1.82  0.72 0 ~
Ss(V X T X P(V) X S) X E o 280.99 112 2.51 : :

~

*#% p < 001 :

.7

'ERRSV interqction. With 112 .degrees ot freedom for the
within—sgpjects error mean séuare, the also-significant -
Voice X Sex X ERés interaction (p < .05) Gas probably of
marginal import.

Figuré 1 is a graph of the crucial Voice XYTPV X ERRS
inteiaction. It is readily apparent that one TPV X Voice

comblnation in particular ~ occasioned deviant,
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type-recognition pertormance: t he (hresent) pertective
actaive:s, 1trespectave ot postverba adjunction.
Tapertective active:., and all DA Ls1 Ve 1n enerat,
vccasioned *mistaken adentity? fespone: in accordance with
expectations, 1.¢., N
,
VCH errares <« TPV errors < PYA err1o018

(see  p. 176, above). The pertfective actives, however,

engendered a partial reversal of the (1ntraverbal aspectsa) <
(postverbal adjunction) trend, 1.e.,

VCE errors < PYA errors < 1PV errors.
In other words, active sentences  of the general form

Agent NP has/have Vsged PVA were segu to be more like

sentences of the form Agent NP V+ed PV: than like passives

has/have been V+ed PVA. Postverbal adjunction within the

rerfective actives (i.e., direct object NP vs. adverbial by
+ N shrase) also occasioned relatively little confusion.
Imperfective actives, on the other hand, were frequently

confused with respect to ‘their postverbal components. That

is, sentences of the type Agent NP V+ed Object NP tended to
be <characterized. as very wmuch like +those of the form
Agent NT V+ed Dby NP. These one-word verbs, however, vere

easily distinguished froa their two-wor? Voice or TPV

variants, namely, Obiject NP was/were V#e . or Agent NP

PVA. The same was true of all the passive

€0

has/have Vte

target types, thougn less garkedly than wlth the

imperfective actives. That 1s, ntences like QObject NP
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‘YA aud  Object NP m&/rsir Vted PVA were
€asrer to distinguish  trom each other than waro elther type
from it: PVA  variant:, ending with 1t b by ¢+ Agent NP oy
Prep + NP.
As i the  Baker e al. (1973 and o reid (1972)  cow
-
cxperiments, the telative  proportions  of contusion e1ror
seemed to reflect the temjporal order ot concept-dimens ion
acquisition, 1n that the ngntoncv~fobn variatior occasioninag.
the  BOSt error was adverted to  last, by mos subjects.
Table 2 =shows the diutriputxod of mean 'last-error triala!
(LETs) :  this distribuation d1tftered significantly from ;hat
[ 4
cou. d ) expected to occur, on  the basis ot pure chance
bx? 1) 10.5, p -~ L0 LEFTs were thoce trrals --
exoressed sz a percentage of TTC -- . fter which subjects
ma i Kb furtherryes—response to senten = of the wrong TPV,
VCE, and PvVaA constitution, respectyiv - ly. “he ‘tive tarcet
"ypes Were ncatly dichotomized, . aliedacy noted, with Dva
di1frferences being noticed last by subject. with Lgyerrective

Active targets, and TPV differences las* v those with

*nces were

(

'rfective active targets. Voice -:1d TPV differ
tcsolved very ec-ly, 1s further apparen*t, when anp
imperfe~tive act ty,. (wit. one-word verbh) ¥as “he
target, «t nine percent or iess of TTC. With PAB sentercesc
as tar »t, however, concept acquisition did no- begi: until
past fif*y gpercent of TTC, om the averace; it began puch

earlier, w<ith PAO targets, but TPV resolu*ion +*ook lon¢ret

for bot: PAO and PAE types.
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Table 2
Mean Last-Error Trial Percen tages
tor each Target Symtactic Feature, as a Punction of
Assigned Target Sentence Type, Biperiment 1.

Last Tense¢ Last Last Pv
Perfective Voice Adjunct
Target Sentence Type Error Error Error

Imperfective Active + .. Ob ' 5.0 0.8 55.9
I'mperfective Active + By-phrase 8.7 5.6 4e.6
Perfective Active + D. Object 65.2 29.2 25.8
Perfective Active + By-phrase 7u.8 60. 3 5u.0
Taperfective Passive + other phr. . 38.6 20.5 54.0
Imperfective Passive + By-phrase 52.3 46.7 35.1
Perfective Passive + other phr. 32.8 45.8 30.1
Perfective Passlive + By-phrase 32.0 26.5 51.9
The passive target types presented a somewhat @more

t

»nfused LET picture than their profile similarity in Figure
Y

1 ~-- based on ves-error percentages -- would lead one to
believe. Only two target types, 1PO and PPB, produced mean
LET orders resembling those of the imperfective actives;
one of the remaining types, PPE, was more 1like the dev- nt
perfective actives in its mean LET order than like the other
passives. This aprarent lack of correlation can be
explained to some extent by rather wide variation among
individual subjects.

A hierarchical cluster analysis (Veldman, 1967) of the
gubjects' Ve S-error vectors r--ealed three ;asic CCF
performance pa-terns, each one reflected in the associated
LET means and response-pattern wmeans, but rather poorly
correlated with target sentence type (see Table 3). The

first wmajor cluster of subjects was characterized by a
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Principal Groupings of Experiment 1 Subjects
Resulting from Hierarchical Cluster Analysis

of their Yes-response Patterns, !

also showing Last-error Trial Percentages.

Tar- Cor-
get rect

TPV+
VCE+
PVA TPV VCE PVA

Type? resp. err. LET LET LET
Group 1a: T
IAO 11.1 0.0 0.0 3.7 0.0 0.0 0.0 0.9 0 0 56
IAO 9.7 0.0 0.0 3.2 0.0 0.0 0.0 0., 0 0 23
2 PO 11.4 0.9 2.9 .9 0.0 0.0 0.0 0.0 O 31 e
IAO 12.3 1.5 1.5 6.2 J.0 0.9 0.0 0.0 20 3 63
IAR 117.8 0.0 0.0 5.9 0.0 0.0 0.0 0.0 0 0 29
PPy 0.4 1.7 3.4 6.8 0.6 0.y 1.7 0.0 17 42 23
featerMal 0.5 1.3 4.8 0.0 0.0 0.3 0.0 s 13 a3
Group 1b:
IA0 5.1 0.0 0.0 6.7 0.0 .0 .0 0.0 0 0 82
IAB 8.0 0.0 0.0 6.2 0.0 0.6 0.9 n.o0 0 7 79
PPB 8.8 0.0 0.0 6.3 0.0 0.0 1.3 0.0 0 9 63
IAB 5.6 0.0 0.7 wu.2 0.0 0.0 0.7 1.4 13 15 78
IPO 3.3 0.5 ¢.9 5.2 0.0 0.0 0.5 0.0 15 10 88
oo 323 0.0 0.0 5.6 1.1 1.1 0.0 .2 72 72 73
Heans: 5.8 0.1 0.3 5.7 0.2 0.2 0.6 4.6 1718 17
Sroup 2a:
IAB 7.3 4.9 0.0 0.0 0.0 0.0 0.0 0.0 22 ¢ 0]
IPB 7.7 4.1 1.2 0.6 0.6 0.0 0.6 0.0 81 24 5
PAO 10.9 4.7 1.6 0.0 1.6 0.0 0.0 0.0 44 9 U
PAB 10.8 5.4 0.0 2.7 0.0 D 2.7 0.0 35 22 22
PPO 9.4 3.1 1.6 3.1 0.0 J 1.6 0.0 4y 63 19
PAo 8.3 1.7 0.0 0.8 0.8 0.8 0.0 0.0 80 5 38
IPpPO 7.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0 0 0
IPB 6.4 1.3 2.6 1.3 0.0 0.0 0.0 0.0 30 37 8
PAC 7-5 7.5 0.0 1.7 0.8 0.8 1.7 1.7 80 36 24
PAB 6-9 6.9 0.7 0.0 0.7 0.0 2.1 0.7 83 62 62
I PO 7.5 4.8 0.0 3.4 0.0 2.1 0.0 0.0 57 0 56
PPO 4.4 4.4 0.0 2.2 0.0 0.0 0.0 1.1 62 27 27
PPB 5.2 5.2 1.0 2.1 0.0 0.0 1.0 1.0 71 39 39
deans: 7.7 4.2 0.7 1.u 0.4 0.4 0.7 0.4 54 25 23
Group 2b:
PAO 10.9 4.7 2.3 2.3 3.9 1.7 0.8 2.3 57 66 uq
PAB 7.2 6.4 2.4 2.4 3.2 2.4 1.6 1.6 80 73 46
PAB 6.7 3.1 3.6 5.2 4.6 2.6 3.6 2.6 85 85 38
PPO 6.3 3.1 3.1 3.1 1.6 1.6 3.1 1.6 25 63 55
IPB 6.7 2.2 2.2 5.6 4.4 0.0 1.1 1.1 54 54 ‘
IPB 8.3 4.2 2.1 7. 1.0 2.1 2.1 0.0 45 71 75
PPB 8.9 2.2 0.0 6.7 0.0 4.4 2.2 0.0 40 16 47
Heans: 7.7 3.6 2.3 4.7 2.7 2.1 2.1 1.3 25 61 58
Y

(Continued)
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Table 3 {Continued)

1 TPV = Tense & Pertectiveness; VCE = Voice;
PVA = Postverbal Adjunct.

2 1 = Imperfective; j - Active; B = By-phrase compler 'nt ;
P = Perfective; P = Passive; 0 - Othe; verb complement.

predominance of PVA error, vith other kinds of error
virtually nonexistent; the two subclusters (Grcups 1a and
1b) were distinguished by relatively low and high mean TTCs,
respectively. Mean LET values echoed the Yes-error
patterns, showing that thegg subjects resolved the TPV and
VCE distinctions relativéiy‘ early. but took muck longer to
advert to the PVA difference. Nine of these twelve subjects
had an igperfective sentence type as target.

‘The subclusters of the second major cluster had somevwihat
less in comaon, their main feature beirg predominance of
perfective sentence types as target -- 8 out of 13 and S sut
of 7, respectively. Subjects in the larger subcluster
(Group 2a) made mostly TPV errors within the verb phrase,
and few PVA or VCE €rrors; prelictably, they resolved the
latter distinctions first, and took longer to become awvare
of the TPV difference. Subjects in the last subcluster
exhibited a diffuse error pattern, erring substantialiy in
all categories, with PVA error predominating scmewhat; their
LET means were wmuch alike, tndicating no ?oberent tendeacy
among ‘e members of this subgroup, amost of whonm had a
perfective sentence type. as target. In no subject cluster

vas PVA error correlated vith the pPva dimension of the



A .
ass51dned target type.

Amony those  subjects who were unable to complete the
task within an hour, there seemed to be a predomindance of
males (10 out of 14), four of whom had been assigned target
type 5. Two ot these tour, however, vere still making yes
errors 1in nll categories when theilr experimental sesdion was
tetailnatec, and they apparently had no 1dea of any ot the
chdaracte. (st ics  of their tarqet'sentencn type, all other

subjects wh' failed to finish had stopped makling yes errors

In at least one of the grammatical-feature d1mensions. The

. . - . 7\'
overall distribution of these maie and female *failure?

subjects as a function of target types was not significantly

different from chance bX2(7) = 106.73; p > 0.1).

Discussion

Subjerts' response patterns in this experiment seem to
have been highly idiosyncratic, with their personal biases
interacting in varying degreer with the grammatical
properties of the sentences; 4s they perceived thea. At one
end of the scale, as it were, there seemed to bpe a
convergence of personal and grammatical f;ctors, such that
having imperfective active tarjet types -- with one less
auxiliary verb, in all cases -- seemed to facilitate the
task for those vho seemed inclined +o 'see' foramal
verb-phrase differences readily. Proceeding down this

scale, however (see Table 3), inter-sub ject profile

similarity with respect to yes-error pattern became less and

v
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les: and the «abject clusters correspondiangly less and less

cohesive, while at  the same time subjects' assigned tarpget

type became more and moreN. predominantly a perfective
sentence type. This divergence cuqggests, on the  ope hand,
that the formal and semantic difterences  bhetween vorb
phrases with have...-ed and <+hose without are for <come
reason 1nherently less obvious, but *he ] ot any
systematic correspondence (bevor these generai trends)

between the hierarchical subjec: «clusters and subjects!
assigned target types leads to the conclusion that many
people cannot réadily be made aware of these kinds of

linguistic structure.

The finding of two basic types of subjects -- the
torm-oriented and the wmeaning-orienteg--- is not at all
~ )

unusual, as Baker & Prideaux (1975) and Pletcher (1973) will
attest, and it 1s further supported in the present case by
the response-pattern wmeans (Table 3)- The first two
subclusters of subjects had very similar yes)brror and LET
patterns. The second subcluster, however, had much the
higher TTC mean (133.7 vs. 4€.3), and generally higher LET
means, ac 1f it had taken them longer to ‘catch on;' once
they had done so, however, they resolved the intraverbal
differences first, and the posthrbal much later, 4as had the
first subgroup. Why it took the second subgroup longer to
get started can be seen in the fact that the proportion of
erroneous 'no' responses is much greater - in that subgroup

than in the first (6.5 percent vs. 1.1 percent), 1ndicating
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that these Suijvtgﬁ trequently tarled to recognilze
- .
target-type sentences when they were preceonted. The third
and fourth subclusters also exhiby 4 g tendency to miss
target-type sentences (4.7 percent), bnt ?hvsg subjects were

80re accurately characterized by a wmarked inciease in false
recogr tions (yes errors) : these amounted to 18_7 percent
of total responses in the fourth group vs. 6.9 percent in
the first group.

In sum, there appear to have been two ®a jOr sources of
difficulty, whether occasioned by sentential Structure and
meaning itself or by Speakers' predispositions there-
tovards, in the process of arriving at a three-d . mensional
sentence-type concept: the perfective vs. imperfective and
by-phrase vs. other adjunct alternations. Conspicuous by
its absence was difficulty in distinguishing actives from
bassives: the least LF~ mean for four/of the eight tarqget
Jroups was 1in the voice dimension, uithkfge tense¥perfective
LET mean only a little greater; for “hree of the remaining
four groups, postverbal adjurct was distingui=hed first, on
the average, and voice second (see Talle 2) . In only one
target Jroup, the PPO, was the voice clternation resolved
last, and even then by only two éf those four subjects (vho,
dS a matter <. interest, were distributed evenly throughout
the hierarchical e:ro:—’gsponse analysis shown in Table 3.
Difficulty with voice cannot thus be attributed
unequivocally to the fact that the PPO subjects were looking

for passives with other pFostverbal adjuncts than their
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'usual' agyentive by-phrase, tor fvn of the tour Ppo Subjects
drd  not have this froblem. Bﬁsxdvs, of the four other
Subjects who experienced trouble with the voice distinc tion,

tvo had passives with agentive by-phrase as target, and a

third had actives vith their uysual ‘unmarked:? direct
objects. .
It nmust be concluded, then, that activeness and

passiveness in sentences can be distingnishéd independently
ot the postverbal adjunct, and- perhaps indvpendently of
Subject nominal as well. The agent-object lexical pairs
used in the stimulus séntences Yere non-reversible, such
that the presence of a 'victim' nominal as subject always
co-oécurred vith a passivized verb phrase, and could
conceivably signal the presence of the latter; but since
there was no Systematic passive facilitation effect, it
vould appear that the inherent semantics of subject nominals
exerted no influence in the experiment. I* is more likely,
as has been discussed above (p. 169), that the inference of
subject nominals® role function depends more on the
folloiing verb phrase than on the implicit referential
meanings of those nominals theaselves.

More cogent to the present investigation are the
patterns of TPV and Pva error, and their interactions vith
target TPV and voice’ attributes. One TPV X Voice
combination in particular, it has béen Suggested, stood out
from the rest as deviant in the pattern of yes-error means

1t occasioned: had it not been for the perfective active
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tarqget qgroups, PAO and PAB, postverbal adjunction error
might well have loomed as th. only major source of false
positive re¥ponses in the experiment, vith TPV error a
nonsignifica t tactor along. with voice error and the rest
(see Fiqure 1). It was only for these portvcfive—acti&@
Subjects that the TPV disti- ction appeared to be a | real
problem, and since a fPV ©Lror tor them i1nvolved niséakipg a
Vted phrase ftor a hags/have V+ed phrase, one is forcéd(to
conclude that these expressions musf he highly synonymous to

the average speaker, for they appear to be very different in

¥

form. .
Voice error -- mistaking has/have Vted phrases for
has/have been Vted -- were not a problem at all for the

.wrfective-active subjects, suggesting that this formal
difference 1is associated with a fairly obvious semantic
difference. Combined TPV + Voice errors occasioned more
confusion for these subjects than for B0ost, but this can be
explained by formal similarity, since for them this
distinction involved telling has/have V+ed phrase fron
equally long was/ re V+ed. The fact that tense was
covaried with perfectiveness in this experiment no doubt
cont.ibuted to thAs -TPV + Voice error component. PVA error
for the perfective-active subjects vas no greater than their
TPY 4+ Voice efror mean, but it was considerably 1less than
that of all other subjects in the exper .ent. Tais effect
is not easy to explain, for the pfoblel of distinguishing

direct-object nominals and non-agentive - by-adverbials froa
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agentive by-phrases and other prepositional adijuncts woald
see; as great tor IAQ and IAB subjects as tor PAO and PAB,
but such was not the case.

Tbée PAO and PAB target gro.., vere not as homoqeneou; 1

their ccncept-formation perfoimance as the yes-error meaus
iould imply. Besides being rOStL;ctﬂd to the 'lower' half
of  the Axerarchical cluster analysis {Table 3), these
subjects®' LET means (Table 2) show that they diftered
considerably in their rates of concept acguisi-ion, 1if not
in the order in which concept attributes vére acquired.
Both groups solved the TPV distinction last, at sonevhere‘
between 65 and 71 percent of the vay through their trials;
this was later than any other subject group, and agrees with
;
the observed dif ference in yes-response amean : (Pigure 1).
The PAO subjects, however, resolved the PVA and Voice
differences smuch earlier +than did the PAB subject=s --
between 26 and 29 percent of the wag through their trials,
on the average -- and spent the remaining 36 percent (aop to
N

65 percent of the way through, at uhich' point they made

their last TPV error) figuring out that +heir target verb

phrases vere the ones wvith a have...-¢ C< struction. The
PAB subjects, by contrast, spent 54 per .. of their trials

making their first syn+tactosemantic distinction, i.e., that
“helr target sentences wvere the non-passive ones ending wi 1
a nom-agentive adverbial by-phrase; once they had made rhis
distinction, the rest seemed to tall into place. This large

discrepancy in PVA differentiation certainly suggests that
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) 1

active transitive declaratives vith direct objects are
. .

somehow more *'natural' than those ending 1n a by-phrase, bhut

i1t does not explain vhy the *unnatural® construction vas not

acverted to first, rather than last, nor why subjects with

imper fective active targets (TAO and 1AB) made their volce

and TPV Jdistinctions less than 9 percent of the ¥ay into
their experimental sessions, then spent about 40 percent of
their trials in confusion about both direct objécts and
non-agentive 91~phrases,‘respectively.

Since passiveness in sentences has been shown to be
conceptually 1isolatable in the verb gérase, independently of
agentive by-phrasds and perhaps Oé\;'ViCtil' subjecfs as
vell, the first, preliminary goal of t\is investigation has
been achieved. This finding provides <ome direct empirical
support for the independence hypothesis, i.e., the notion
that the wmajor constituents of voice syntax have some
independent coamunicative reality; some indirect support for
the more general serial elaboration hypothesis can bpe
inferred as well. A great many gquestions remair to be
answered, howvever, ‘not only with respect <o the be -
predication hypothesis, which has not Yet been subjected to
test, but alsr:?vitb respect to the fxperimcntal resugts
Obtained so far, and arising from then.

Hany subjects in this and other expericents (e.3., Baker
et al., 1973; Reid, 1974b), when asked afterwards +o
describe in their own vords the target sentence type,

referred to passiveness as 'past tense;! only a few seemed
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to know, o1 perhap:. had ever feallyv learned the corgpect
. . . ’

grammatical tera. oOne Suspects that hepe Bay lea grasin of

psychological truth 1n  the way peopie em o to as Lociate

pastness with passive voice.  Tense, ob the other nand, haco

alvways been it Jeast a5 much  a parely tormal grammatic 4]

entity as a gsemant1c one referring to time ot yction; thi:.

Wdas5 50 even in traditional  gramma:s, where the tense label:
~- all bortoved trom Latin -- really stood, 1h wholictic
tashion, tor the VATrlous auxiliary + main verb
Eonstructions. In wmodern FEnglish gramm:::,, tense 100 o

purely tormal distinction between alternative shapes  --

usually labelled ‘'past? and 'hon-past? -- > f the
first-occurring verbal element in a verb phrase. The
perfective have auxiliary is said to sig . ompleted
action, but subjects! concept-acquisition .erns and

post-experimental reports 1in the present work suggest that
simple past-tense main verbs may convey comrleteness of
action, semantically, as mugh as do perfectivized verb
phrases.

Two other areas of -airy which were oniy partly
elucidated by the first experiment in +his study were the

v ’

victim-event relﬁtion ~between pasiive subjects and verbs,
and the exact relation of postverbal prepositional phrases
to verbs ar their complements. Although target voice
interacted wvith perfective aspect *to yield aberrant I»V and
PVA error scorez, the task of distinguishing noc-:arget

actives from target passives occas‘oned no greater



ditt iculty tog subjects than did the lLeverse: one  cannot
reject  the possaibility  that the hon-reversability ot the
passaive cub ject NP was no help to experiomental cubjyects n
thi. regard, but, without e¢vidence from both sides  of the

s

teversibrlity dimension, there ‘QI“ no grounds 5 or aiy sorpt
ot positive anference, eoither. .POHtVﬂ!bdl phxdsos‘ Were a
distinct “~blem, 1n bxperiment 1, 1t seems clear, but with
the by - vs, ofhé[—phzdso dalterration constituting in effect
@ Jdifterent variable  in [nu:sl;¢%: than in dcti;vs, I S

ditticult to discern diiy clear pat+tern ot response. A lesa

comrlex situation might have yielded more transparent data.

lotroduction

Although 1%+ wculd be 1l1luminatin to explore +he finer
g

nuances of gremmatical Bmeaning detected by speakers 1

various tehse X perfective X Padssive expansions of the verb

phrase, i£ vould be somewhat beside ¢} - -ain,thfust of this
thesis, which is to find out whether 1. Ly speakers use
passive locutions as if they were 1i: - constituted, or
as rf they were transtormationally de. In any study

fo%

focusing on interactions within the verb phrase, be--V:+e

constructions would tend to be treated as part of the verb
bphrase, i.e., 4s an entity < stinct from postverbal
adjunction, when the be --  pPRrED hypothesis clains that past

el

participles are, 1in effect, postverbal complements. To
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provide substantive evidence tor the transtormationlen:s: view
ot voice outlined above, theretore, 1t would be necessary to
show that the so-called passive be tunction: communicat 1vely
45 a4 main v o:b, rather like that ot be -- ApJ  and be -- NP
constructions.

In light of Svartvik's findiugs, one would not expect to
tind all occurre«=aes ot the passive  -- agentful, as well ag
agentiess and pon-agentive  -- equally like be --  aDpJ
constructions in their communicative i1mpact; what ceems more
likely to be the case is5 a gradient ot ‘adjectivity* which
1s inversely related to Svartvik's 'activizability®
continuum (see Chaptef 3, above). A tull test of the
cognltive reality of Svartvik's passive scale would have to
enconpass all +the apparent deérees of attributiveness, and
seek to elicit finely differehtiated speaker behavi with
respect te each one. Such an investigation, however, would
be somewhat premature at this point, for it has not yet been
empirically determined whether passive locutions bear a

syntactosemantic likeness to any other sentence type at all.

The po* of the present study is not so much bhnw various
NP--be- 7 .d sentences are functionally related to each

other, but rather how they, 1in general, are related to other

tormas of be predication.

A ninimpal test of the be -- PRED hypo-hesis would elicit
graded differentiation judgments among NP -- be -- ADJ, NP
-~ be -- V+ed, and NP -- be -- NP sentences, the expectation

being that the first two differ less from each other as
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‘aar/ners ot speaking? than trom the third. A more
informative experiment, however, 1 Li1ght ot what 1

empirically known about active and passive locutions, would

provide 1nterential link: with previous findings on tull and

truncated pacoives, as  well as a tuller expl. «tion ot
Svartvik's passive scale. A five-way test was thus
envisioned, with three subtypes of NP -- be -~ Vied
predication to be di: 1inguished from NP -- be -- NP and NP
-- be -- ADJ sentences, dnd' trom each other. Agent ful

passives were not likely to be <classed as attributive in
intent; non-agentive 'statal; passives, however, at the
opposite pole of Sfartvik's adjectivity scale, seemed very
li1kely to be so categorized. Agent-replaced agentives would
provide the crucial test of the be -- PRED hypothesis: as
the central and most frequently-occurring type of be -- Vted
clause, and already the object of much empirical research,
they could not be ignored, and their fairly unequivocal
agentiveness, compared to Svartvik's Janus-adgent and
emotive-attitudinal types, embcdied a simple, yet direct and

rather strong claim about the attributive aspects of passive

locution.

]

In order to provide the 1inter-type similarity data, a
direct method of judggept elicitation was devised, in which
subjects would be asked to sort cut sentences according to
their personal apperceptions of what are or are not, at sonme
level of analysis, inétances of the same manner of speaking.

This * procedure constgtuted,A in effect, a simple yes-no



200
Judgment on  each sentence's functional similarity to every
other sentence in  the array; presumably, only thqso
sentences which were most like each other at 4 given l&‘v‘vl
ot analysis would be classed together, and the number of
times each sentence was put together with every other
sentence, over the entire subject sample, would yield g
group similarity matrix for the 5 tenco set (Miller, 1967,
1969). Hierarchical cluster analysis (HCA) (s. C. Johnson,
1967) would be applied to the matrix in order to reveal
vhet her fhere was 1ndeed hierarchical structure in the data,
and w'.- ther 'the successively inclusive groupings, as
empirically determined from the summed similarity judgments,
could 'be related to any a Priori notions of inter-iten
equivalence (see 4CA of Experiment 1 subjects, above).

While the analysis of group matricfs provides fairly
direct evidence of the dominance- relations among
sentence-type attributes, as perceived by the average
speaker, it provides 1little or no .information concerning
similarities or differences in serctence-feature perception
among 1individual subjects, nor of the temporal order in
vhich the various features come to the ‘ fore as
(dis)similarity criteria. A method of successive sorts was
needed, in order to preserve the relative relevance to
individual observers of the various sentence type-
distinguishing features perceived in the stimuli. Such a
method had to permit subjects to make as mRany wmajor

distinctions as they considered relevant, at each juncture,
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but at the same time had to discouragqge the unconctrained
proliteration ot subtypes on the basis of marginal criteria.

Three successive binary divisions seemed to be minima!l

for eliciting a graded breakdown of the senten. .- et into
the five a priori types -- if, indeed, speakers  made the
same distinctions as grammarians. Subjects could not,

however, be limited to binary sorts; these vere to be
encouraged, as a weans of cabturing important dominance
relations, but the way had to remain open for' subjects to
make three- or more-way subdivisions of a sentence group, 1in

rdanée with their own syntactosemantic perceptions. 1In

:r to obtain their best hierarchical intuitions in the
matter, 1t was decided to instruct them to peruse the
sentences initially with an eye to later Cclassifying thenm
into the most important types, theﬁ afterwards to ask thenm
to effect a gross two-way split of the sentence‘set; if they
proiested that there were more than two majof/“types in the
set, they were to be allowed to make a three-way sort, and
'so on. Further subdivisions of the primary sentence types
wvere to be elicited in the same fashion, as would those of
the secondary groupings, in turn.

Stress was to be laid on the sentences! representing
different kinds of statements, and subjects were to be
instructed to disregard whqt'ﬁas being talked about in each
sentence, concentrating instead on the kind of thing that
was being said about it. In all instances, it was to be

emphasized that sentence groups need not be equal 1in size,
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nor need there ever be the same number of groups; sorting
wa to be governed at each step by subjects' own perceptions
of what constitute differences in manner ot speaking, and
where they <awv no such difference -- only after the first
major split, hopefully -- no further subdivision needed to
be made. At least one subsort could be expected from every
subject at the tertiary level, though previous findings
concerning the salience of such seemingly ’‘irrelevant
features as subject number and animateness (Reid,
forthpoming [b]) 1led one to expect more. Once an atteampt
had been made, at least, to subdivide each secondary
grouping on -the basié of overall 1locution type, the
expefimental task would be essentially complete.

With five basic sentence types being presented for
differentiation, it promised to be i;£eresting to find out
vhether two- or three-way sérts predominated at the primary
level, on what bases the distinctions tended to be made --
i.e., vwhether active vs. passive, nominal vs. attributive,
etc. -- and the degree to which participial cbmplenents vere
grouped with adjectival ones as being more or less
attributive, as well. The most telling result, of course,
vould be that with respect to the agent-replaced passives.
If these vere judged similar to the other two classes of
attributive, to any reliable extent, this would constitute
support for the be ~-- PRED hypothesis, that the
paradigmatically-related way in which passive constructions

are apparently acqhired in childhood ' (Bates, 1969; Watt,
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1970) persists into maturity: it 1is not replaced, 1in
éveryday language-use competence, by any discernible
transformationally-related construct, 1dea, or process, even
though the systematic relation:: embodied in the passive
transformation can be (though all too frequégtlx are not)
learned by precept, and added to what Watt called one's

"archival" competénce (1970, pp. 158ff.).

Method

) Materials. In order to provide sentential materialcs to
be sorted, the subject NPs of the Experiment 1 sentences
(see rppendix A) were takenm as the structural and, lexical

models ior /4 basic subject NP types, each of which was

developed .n:o five different types of statement, as
follovs:

1. NP was/-er :*V N Prep NP

2. NP was/were ’rep NP..

3. NP was/vere agen..ve V+:d pny agent NP.

4. NP was/were agen* 4 Prep non-agent NP.

5. NP was/ueré statai Yrec P acn-agent NP.
Mdany of the IPB and 1IPO ser Yxperiment 1 were
.preserved largely intact, as . ° Types 3 and 4,
respectively; half of tﬁese agerL zo... 22dles were
replaced,L however, in order =«c agentful =nd
agentless passives as lexically 1. 1.
postcopular position. Postver 1 . simp?

consisting for the most part of Cx Lf2
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and a noun. Structural variation withjin the ver! phrase was
’-—/ )

, - .

avoided, in order to keep the/number ot Xtimulus subclasses

within reasonable bounds, and simple past tedge was adhered

to because of certain semantic anomalles which arise trom
the use ot 'is,' 'are,' or 'has/haveshad been? 1n front of
participles and adjectives, respect ively. Statal V+ted

predicates were selected in accordance w~ith Svartvik's Class
epsilon criteria (1966, pp. 135-7; p. 97, above): they were
distinquished from agentive predicates 1n that external
agency seemed unlikely or impossible, in the context of c¢ach
particular clause.

Except for functiom words, no two of the 120 sentences
had the same basic . lexical <content, as far as subject
nominal and postverbal adjunct wee concerned. The
uncorrelated counterbaiancinq among word count, grammatical
number, and definiteness of determiner which existea in the

Experiment 1 senteance subjects was, however, preserved, not

only for the sake of variety, but also to provide additional

",

bases for sentence sorting, beyond the type features under
investigation. This step 1introduced additional variation
into' the experiment, but it was necessary because, with
three successive sorts being »licited, provision'had to be
made for those suﬁjects -- almost <certain to be sampled,
judging from previous experiments -~ to whom structural
differences are either opaque or irrelevant, and who might
ot hervise sort. sentences largely (and uninterpretably) on

the basis of idiosyncratic criteria. Extraneousness, in any
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case, 15  a matter of a Priori assumption, untyl
demonstrated, and, unless onc can observe the eftects of a
wide range of controlled independent variables, it is
difficult to make meaningtul inferences as  to what 18
relevant to speakers and what 1s not.

The sentences were printed (and punched). on plain vhite

computer «cards, for ease of handling, duplication, and
processing. As subjects effected their sentence sorts, the
cards were to be hierarchically numbered by the
experimenter, for later keypunching; each subject would thus
have to be provided with an unused deck. A randomizgﬁiﬁh'of
the sentences was devised, in which an exemnplar of each of
the five basic types occurred only once in every five
successive cards, and all subject decks vere arrangéd in
tnat order for presentation. The complete list of +the
Expériment 2" sentences appears .n Appendix C.
Subijects. Sixty persons, 30 male and 30 female,
volunteered.their services in response to an appeal in the
classified advertisements of a Victoria, B.:. newspaper.
NO reauneration was offered or given for their - services.
Al}k had native-speaker fluency in English, and most were
monolingual. They ranged in age from 15 to 71, with a mean
éqe ©of 39.7 years (S.D. = 15.9) ; their‘completed years of
formal education ranged from 8 to 18, with a mean of 13.1 --
i.e., one year of post-secondary education, on the avefage
(S.D. = 2.6).

Procedure. Subjects were seated comfortably at a
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Cleared table, in most cases the kitchen or dining table in
their own home. The experimenter sat opposite the subject
or to the side, whichever wvad more convenient, Instructions
wvere read from cards in ds natural a manner as possible,
with frequent stops to ensure that the subject understood
what was wanted of hinm. Technical expressions were
deliberately avoided, in order to make the instructions
maximally comprehensible to Subjects of all ages and
education levels. The complete text of the Experiment 2
instructions i:5 presented in Appendix D.

At first, subjects , were asked simply to read each
sentence quickly, being on the lookout for tgé\ different
kinds of sentences there might be in the set, but mdk{ng no
effort to classify theam. Next, an attempt was nade to ébcus
subjects' attention on the postverbal constituents of the
sentences, for the sorting task to come: this was done by
means of example sentences in which transitive ‘verbs vere
followed by direct object or manner-adverbial ad juncts;
these, it was pointed out, illustrated slightly different
kinds of message or "thought pattern," quite aside from
di fferences that vere nmerely lexical. Subjects were
repeatedly told to try to ksgnore what each senéence was
abou . and to concentrate‘rather on the ¥“-1 of thing that
‘Wvas being said about the sentence subject - -atever it was.

Subjects were asked to begin the sorting task by
dividing the entire set of sentences into two main groups,

according to what fhey considered’ to be the two fundamental
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types of "thought ©pattern' represented there. Then they

vere asked to divide these two main groups 1nto two

subgroups each, according to wvhat now struck them as the
principal thought-pattern difference within each qroup. At
the third stage of sorting, subjects were asked to

re-examine each of their (four) subgroups so far, and to

\
{

further subdivide those in which they still perceived some
basic thought—paftern difference. This done, subjects were
asred, without necessarily re-~examining any of the existing
sentence groups, to effect a further split, if they
remembered some group still incorporating an important
thought-pattern difference.

At each sortinog stage following the first, subjects were

free to choose which subdecks of cards they would further
, :

subdivide, and in which order they would pirocess then.
While they ‘worked, the experimenter numbered the remaining
subdeck (s) in pencil, on the face >f each card, adding one
digit at each stage, in a hierarchical grouping scheme, as
follows: -

(a) Stage 1: 1; 2, (3).

(b) Stage 2: 11, 12, (13); 21, 22, (23); (31, 32, 33).

(c) Stage 3: 111, 112, (113); 121, 122, (123); etc.

(d) Stage 4: 1111, 1112, (1113); 1121, 1122, (1123); etc.
Not all the numerical possibilities were used, necessarily,
since subjects were not obliged fo subdivide any group or
subgroup in vhich they could perceive no imporﬁant

thought-pattern difference. The three-wvay split option was,
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in fact, never used.

Subjects were told that, as they worked on a centence
group, they could arrange and re-arrange card piles as they
pleased, as long as the two resulting subyroups represented
vhat they considered to be the two main types of thought
pattern, i1in tha* group. Only rarely did subjects ask it
Rore than twvo subgroups were permitted, an” they were then
told that they were. It every such case, however, the
subjects agreed afterwards that some of their subgroups vere
more alike 1in thought pattern than others; this decision
preserved the hierarchy of similarity judgments, and it
provided a ready basis fo: consolidation- at the «current
sorting stage, as well as for further subdivision at the
next. The one- to four—digit number of the subgroup to
wvhich each sentence was ultimately assigned was later
keypunched into the sentence card, for subsequent data
processing.

Scoring. Before the 60 subjects! similarity and
41 fference judgments among the 120 <sentences could be
subjected to hierarchical «cluster apalysis, to determine
wvhat .the relevant sentence attributes were, on the whole,
and hov these were inter-related, those judgments h=d to be
assigned numerical values and summed over all subjects for
each possible sentence pairing, and then summarized as a
half matrix of (hopefully) differentiated integers. The HCA
would subsequently show whether the numbers thus obtained

vere 1in fact differentiated 1in any systematic way, and
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examination ot ‘the particular sentences within successively
sore 1nClusive clusterings would suggest anterences  as to
the relative salience, to experimental subjects, Q{\thOSP

sentences' apparent distinguishing features.

v Obviously, one <c¢annot quantify people's simple  'same!
vS. *difterent® judgments a posteriori without makinyg
certain assumeptions, which may or may not be v.rranted. To

begin with, no subject was ever asked tu express a judgment
on a particular pair of sentences 1n the stimulus arra¥y;
each (x, Y) entry in the similarity matrix represented, in
effect, the total number of subjects vho put sentences x and
y together in the same group at some stage in the sorting
procedure, or alternately, who did not, for ,“e reason,
¥
dissociate them 1into different groups. Eachl matrix value
14
wvas thus an inferred sum, to whose magnitude each subject
had unwittingly contributed, simply, elther a ~pésitive
numerical quantity or zero. The general similarity matrix,
furthermore, was a conglomeration of 7140 such 1nfer
sums, anéd hence represen*ted only the combined Jjudgmen
all 60 subjects taken as a group, since the contributions of
individuals tend to become subamerged, 1n the matrix
derivation précess.

Making inferenGQ§ from the suzmed Judgments of a
heterogeneous subject\ group can be a problem, of course,
because there 1is never any assurance that a randoaly-
selected sample of subjects reliably represents the

population to which inferences are to be drawn. But to the
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extent that subject selection methods 1o unbiased . abld
providing that the sample sutticiently  large, one  can
have reasonable contidence  in the validity of  one's

conclusions, at  least until replication either contiime oj

R

+

denles them. Thy: however, 15  one ot the persistent
problems of inductive inference in general, and  cannot he
resolved here. What is of greater saportance to the present
work is how one may best and most‘justitidbly‘ qudantity,
atter the fact, subject - putting together -- or failure to
place apart -- items from an apparently heterogeneous
collection which is of experimental interest. J

Sinc: the hierarchical clustering process itself depends
only on-knowing the rank order or all @matrix elements with
respect to each ot&gr, it suffices that, for every pair of
iltems in the stimul&s array judged 'not different! by more
people than some other pair, that the numbér assigned to *he
'‘more alike' pair be greater than that assigned to th- _e:
alike pair. A ncn-arbitrary solution, however, requ
that all zatrix entries be distinct: the'presence of larqge
nﬁmbers of ecually-alike itenm pairs +*ends to produce
ambiguous hierarchical Clusterings, particularly with the
'oDzolmua distance' method (S. Johnson, 1967, pp. 248-9).
The degree to which this constraint is violated -~ and it is
almost certain to be, with a large array of non-randomly
selected stimulus objects ~-- wiil “hus be reflected in the

interpretability of the HCA  solutions: the less

hierarchical structure the stimulus-object features are
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judgec to  have, in the eyes of experimental  subjects, the
Less clearcut those solutions will be, and ti yreater will
be the topological ditferences between solutions  obtined

through the 'ominimum® and 'maxiaum' methods (Lbid., p. 29%2).
Hierarchical clustering schemess, in  other words, cannot

1mBpose cohétent structure on data where there is none; they

tend, rather, to reflect the hierarchical structure -—-- or
[
the lack thereot -- thdt exists in the data.
Since every subject either left 4 gilven pair of

sentences together in the same group or placed them into
ditferent groups, .« some point, it can be inferred thgt he
considered them, for reasons of his own, to be more
‘differe * than '‘non-different,' or vice versa. A simple,
adeitave or 0 from each subject for each such occurrence
with 1lespect to each sentence pair thus seeas entirely
Justified; with no basis for differentiating among
individnal  *judgments® of this sor+, it appears best to

treat them all ecually, and to +trust that the rank-order

relati- hus created will -- given enough experimental

subje ccximate the similarity/difference judcments

oh* - ng fom I s of the general -population on an
2

. ridual basis. The degree to which the wultrametric

1. rality would .- satisfied in the da*z is not, for any a

priori reason, likely *o vary significantly from the one
zethod to the other, and 1s, 1in any cas:, rqflected in the
topological congruence between ‘miniamum' and 'maximum® HCA

solutions (see S. Johnson, 1967, pp- 246-252, and below).
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The method ot scoring applied to *he Experiment 2
sentence sorts, theretore, ' consisted in incrementinq the
value of a matrix cell (x, y) by 1, each time a subject
failea, in four successi§e (re-)corts of the entire stimulus
array, to dissociate sentences x and y into different

(sub) groups. The effect was cumulative and hierarchical

(see Fiqure 2): sentences separated in the first sort (({a
e} vs. all others, in the 1llustrative example) vere rated 0
for similarity with respect to each other, betwveen gr e
sentence pairs within these major groups, houéver, received
positive integer values, in accordance with their degree of
non—-separation. All pairs within a final subéroup (such as
fa - e}, {f - j}, etc., in the Fig. 2 examplé) weré rated u,.
for eac£ subjecp, since these had been left together through
four possible stéges of sorting. Between-group pairs were
similarly rated, 1in accordance with'. the number of sorting
stages through which they had been left together: members
of subgroups such as {p - t} and {u - y}, therefore, were
rated 3 in similarity with respect to each other within the
subgroup, but only 2, as members of a more inclusive
third-stage group, with respect to members of subgroups such
as {k - o}.

The primary similarity maérix for every subject 1in
Exéeriment 2 thus had values in it ranging from 0 to 4;
Figure 2 shows, in addition to the hypothetical object sort
referre to above, the matrix derivable from it, using the

scorin¢ rethod just described. The 60 subject matrices of
.
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Fxperiment 2 were simply added, cell-wise, in order to
obtain the group simildritf ‘ matrix. Diagonal wvalues,
representing each sentence's presumably perfect similarity

to itself, were igncred, for purposes of the HCA.

The S. Johnson (1967) HCA computer progranm applies two

slightly different computational methods -- the ‘mininum®
and the 'maximum® -~ to yield clustering solutions which are
"optimally *connected'" ~and "optimally '‘compact,'v

respectively; To the extent that the ultrametric inequality
condition obtains in the data -- i.e., to the extent that no
two stimulus objecté are rated more like each other than
either is like some third object (a somewhat unlikely event,
in the realm of behavioral research) -- the two clustering
procedures reduce to a single *minimum distance' method, and
the tuo' solutions thus obtained heconme topo;ogically
congruent. Thusj, while "mthe precise numerical values
associated with the clusterings [ might] differ somewhat
between the two methods,” tae fact. that, at the upper
clustering levels, at least, “"the same subclusters appéar in
both representations and . . . that each such subcluster
divides into exactly tb sanme sub—gubcluéters - - . Ssuggests
that [the] data do not seriously violate the assumed
~ultrametric structure" (ibid., p. 252). |
Unfortunately, no metric has been devised, vhereby one

can assess the exactness of fit between two subclustering
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patterns. The situation described above can result only
from a similarity (or dist-nce) matrix where all non-zero
entries are distinct, or very nearly so; the greater the
number of objects classified, the less 1likely it 1is that
such well-differentiated data will result, particularly if,
as 1n the present case, stimulus objects are deliberately
designed to have high 1intra-group similarity on a priori
grounds. Highly congruent solutions would seem to be the
exception,'rather than the rule, and agreement between thém
at the higher inclusion lévels 1s probably the best that can
be realistically hoped for. The résults of the maximun
method have, 1in any case, been found to be generally the
more meaningful or interpretable: "to the extent that there
is an appreciabie departure between the [hierarchical
clustering solutions] . . . the search for compact clusters
(of small over-all 'diameter') ha roved more useful than
the search for internally ‘connected' but potentially long
chain-like clusters" (ibid.). ‘Every two objects in a given
stimulus array, in other words, can be associated with each
other in scme way, either vithin or across hieraréhical
relationéhips; to the extent that the derived hierarchical
'élusterings appear -cohesive, and not seriously obscured by
inevitable cross—-cluster similarities,,however, one ‘can,
with due caution, assign significance to certain common
features of object clusteré, and infer dominance
relationships among then. H

A summary of the Johnson maximum or ‘'diameter' method
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showing the distinguishing features of successively inglusive sentence groups.
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clustering of the Experiment 2 data appears 1in Figure 3; the
complete HCA solution for this method 15 shown in Appendix
E. It is immediately apparent that the nmost widely chosen
bases for distinguishing among sentences  were formal and
semantic features having vto do with sentence subjects, for
these criteria figure prominently in the hierarchyvat almost
every level. Of these, the single most dominant distinction
was subject sinqularity vs. plurality: the fact that Hca
divides the entire sentence set exactly in half on that
basis clearly indicates that it was regarded by informants
in the experi;ent As a more important sentence type-
differeutiating factor than any other. structural or semantic
characteristic. Also prominent, but to varying degrees;
were subject. animateness and definiteness: the former
unequivocally characterized the two qain subclusters of the
plural non-passives, ' the agentful plural lpassiyes, the
singular non-passives with nominal complements, and, to a
great extent, the singulaf non-passive attributives, as
well. Definiteness of subject noun determiner was operative
at the lower levels of clustering, mainly, serving to
distinguish amongv plural non-passive attfibutives wWith
inanimate subjects, in particular.

The finding of interest, as far as this thesis 1is
concerned, is of course haat the agentive passives (Types 3
and 4) were clearly kept apart from the non-passives (Types

1 and 2), once sentences had been primarily distinguished on

the basis of subject singularity/plurality. Agentful plural
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agentives were clearly separated trom agentless, by many
informants, but this feature seemed £0 have Somedhat less
import . among the singular agentive passives. Type 5
sentences (with statal and attitudinal V+ed complements),
however, wvere classed as either passive or non-passive,
apparently in accordance with whether the state or attitude
denoted could be construed as involving some sort of
voluntary activity, on the part of either the subject or
some imagined agent, uigh the résuit that 'were entangled,
'vas involved,' and the like were considered passive, but
'vere renowned,' 'was accustpmed,' and such were not. The
phenomenon wvas not\ absolutely 2arcut, hbwever, and
probably subiject to‘\a great. deal of wvariation among
individuals, as witness 'were 'obposed,' which was generally
considered passivé, and 'was endowed,' which was not. Those
statal-attitudinal predicafes which were regarded as
non-passive were not to any extent grouped with be -- NP
sentences, but were treated for the most part as wmuch like
thé adjectival complements of Type 2 sentences; hence, the
superordinate category label 'attributive.!

As fo the minimum or ‘connectedness' method analysis of
the Experiment 2 data (shown in Appendix P), there .is no
doubt that, compared to the 'diameter! solution, it embodied
internally connected but potentially 1long chain-like
cluéters (5. Jchnson, 1967; see above). The degree to which
this clustering diverges from the one just}vdescribed,

however, is not as great as may initially seem, for the two
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primary sentence-type distinctions are the .same, in both
céses, and the lowest-level groupings have much the same --
in some cases, exactly the same -- membership. This 1is
particularly evident in the non-passives, where the singular
animape and 1lnanimate nominals and adjectivals, as wWwell as
the plural animate nominals, remain as tightly clustered in
the connectedness solution as in the diameter solution,
despite the less clear hierarchical structure of the former,
and the many inter-cluster connectiéns evident in it. |

The nominal/attributive and agentfﬁi/agentless
distir tions arel as much in evidence in the connectedness
solution as in the other, though they serve to distiéguish
somewhat lgss congruent subclustéfs; as Dbefore, the
animate/iégninate difference 1looms high in the hierarchy,
second only to passive/non-passive as a basis for
distinquishing sé tences, uithv‘particular'agreement among
the plural non;p‘ssives of the two aﬁalyses. The
statal-attitudina /predications (Type 5) are an especially
?;nteresting cgse,'in that, while the majority clustered wifh
nassives Or uonvgéssives, As ih the Jdiameter solution;
several -- scme of them interpretable as activity-connected
-- seemed to fall 1into the ill-defined areas between the
ma jor non—-passive clusters (see Appendix F) . The
connections among these are, as one u0‘,Q expect, as much
inter-cluster as hierarchical; some phenomena, evidently,

are better represented by a chain-like connectedness

analysis than by a compact diameter solution (see above).
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Table 4.
Use of Various Sentence-sorting Criteria
at Pour Possible Stages of Sorting
by 60 Subjects, Experiment 2.

Subj. Subj. Subj. Subj. Pred. Pred.
Sorting np NP NP NP £tAGNTV,/ +NOUN Other
Stage  length +DEF. #PLUB. +ANIM. PASSIVE  ONPL.

1st - - 13 3 15 6 22
2nd 2 2 2 7 21 11 36
3rd - 5 7 10 7 15 3 36
4th 2 -- -- - 6 2 8

Table 4 shows the extent to which various sorting

criteria vere used by the 60 subjects at each of the four

stages of the experiment. These frequencies are only
approximate, having been gleaned nore from 1individual
subjects® actual sentence groupings than - fronm their

introspective reports thereon, which tended to be highly
idiosyncratic and imprecise, and often at variance with
contemporary gramﬁatical practice. Criteria tended to be
applied inconsistently, and at different stages within the
sameysentence sort, furthermore, with the result that there
is a certain amount of overlap between cells in the table;
the counts, therefore, represent only the relative number of
times a given criterion Qas appafently applied, by some
subject, at some  sorting stage 1in the experiment. The
'Other' category includes such subjective criteria as: fact

VS. opinion; pleasant Vs. unpleasant; familiar vVs.
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untamiliar; and related vs.  unrelated to politics, science,
aesthetics, the performing arts, etc., not to mention the
formal and semantic features of pos*tverbal noun phrases, and
a host of ill-defined intuitive reasons subjects could think
of, for ﬁlacing a sentence in one pile rather tE?n in
another.

The figures, such as, they are, seem to contradict, in
part, some of the observations made above. For example, the
relative frequency with which number in the subjéct nominal
was applied as a sorting criteérion appears to be less than
the consideration gqiven to passive/non-passive; this would
suggest that the overall dominant distinction among be
predications, as far as most speakers are concerned, 1s the
latter, no£ the former. Such may indeed be the case, but it
must be remembered that whereas the singular/plural
distinction is simple, unequivocal, and straighfforuard, the
assignment of sentences to either the agentive passive or
thé’non—agentive, non-passive category in Experiment 2 was
subject to a great deal of individual interpretation aﬁd
beset with wuncertainty; unlike nominal/attributive‘ and the.
formal distinctions, passive and non-passive were apparently
not ciearcut, mutually exclusive }categdries, in this
experiment, irrespective of the presence of Type .5
sentences. The passive/non—passive difference, furthermore,
generally coinciding with agentive/non-agentive, could be
applied more than once within the sanme hierarchy: sentence

groups cdhtaining Types 3, 4, and 5 =~-- hence characterized



222
as preaomindntly agentive passive --  tor example, were
frequently subdivided into relatively more and relatively
less agentive subgroups, depending on the explicitness or
inferrabilit- of agency. What the HCA presented in Figure 3
represents, therefore, is the clarity and consistency with
which the various criteria were applied to the sentences, as
much as frequency per se; thé passive/non-passive
distinction suffers somevhat on this score, due to its
apparent fluidity, and comes out second. And this, in a
way, 1s wvhat Experiment 2 was designed to demonstrate: that
be -- Vted predications 1lie on a continuum vhich may be
dichotomized differently by every speaker of the langquage.
The widespread use of 'Oth~r' classification criteria by
subjects ihous up in the last column of Table 4; it*is also
reflectedégn the divergence between the two HCRA solutions,

and will not be commented on further here.

Discussion

It was something of a disappointment that the subjects

in this experiment did not, in general, consider agentive
passives -- even agentless ones -- t; be anything like
adjectival complement = se:itences. The only <construction
grouped together with the latter with any consistency, in
both HCA solutions, were those statal or attitudinal
'passives' which are not usually construed as denoting the
Lesult of some activity or event upon the sentence subiject,

-

namely, 'was  situated,' 'was biased,' 'was suited,' 'were
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tired,' 'were repowned,! 'wero addicted,* and 50 on. Aud
yet, the presence ot such as 'was  endowed,' 'wore frayed, !
and *were  doomed' among the non-passives, as well as ‘wae
headed,' ‘*was involved,' and iere  opposed' awmony the
supposed passives lead one to question whether there i
such a thing as a purely statal, emotive, or attitudinal be
--  Vted cohstruction. The subjects' ambivalence towards
them, not to mention tge difficulty of devising a set of
unequivocally "statict statal predicates, enmphasizes the
seemingly inescapable intimation of activity associated with
verbs, and again, the essential role played by context, .p
the interpretation of sentences.

Ra*her than a scale of ‘'adjectivity! among past
participles, runping inverse to someb gradient of
activizability,’there would seem to be a fairly solid chain
of dynamic 'prinr event' associations, contaminated only at
one extreme, as it vere, with 1ntrusions of static,
qualitative meaniag, and even *hen depending on the
discourse context and different individuals® interpretation
of i1t. The point at which Svartvik's multivariate continuuam
(see Chapter 3, above) shades from 'more verbal'v to 'more
adjectival,' in ézher words, 1s ‘*lower!' than was previously
thought, and Watt's unquéntified formal characterization of
participles as [ +PRELC, +VB, +ADJ) entities would seem not to
correspond accuratély to speaéers' intuitions, except 1in a

minority of cases. Langendoen's  imputatior of quasi-

adjectival statality to agentless passives (1969, p. 119)
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would also seem to be dented by the eupliical facts. It is

almost a1t ctives were understeosd to o convey only the
1oty usic ualities of  persons, 10 o and things, “and
participles, their extrinsically co. ~ed  attributes, the
DIAmArY  semant i connectio” remairning  almost  exclusively

ather than with tto

with some explicit or iwagined aqonry,
reciplent.

This tinding 1s, however, not necessorily a vindi-cation
of the passive transtformation. Despite  the tact that
Spbakers appear to ainfer, from superticial be --  V+ed
predications, preciscly that semantic infrastructure which
has been said tor generations to wunderlie them, it must not
be‘overlooked that the :informants i1n this experiment were as
concernzd with the definiteness, number, and animatenes: f
sentence topics as they were with whdat was being predicated
of them. They did so, ruvrthermore, 1in spite of having been
repeatedly admonished to sort the sentences out on the bazis
of the kind of thought that was being expressed, rather than
in terms of who or :hat was being talked about. Therefore,
the hypothesis that be -- NP, be -- ADJ, and be -- Vi+ed
prediéations are essentially not different kinds of things
to say about a given subject, is not unequivocally lenied by
the results of this experiment: the subjects' execution of
a clear and precise instruction in this cuse leaves no

x
alternative but to ccnclude -- as counteranalytic as it may

seem -- that t5 talk about a number of subject entities in a

sentence 1s a different kind of thing to say thanm to talk
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about a ingle entity, and that this diftercnce 1o q more
salient  one than 1s  the differopnce amony  Saying  what
intrinsic or extrinsic property a  given entity has, or what

other entity it may be identified with.

There 1s  always the possibility, of course, that what
the intormants were doing, In giving precopular variation
priority over postcopular, was behaving, Juite predictably,
1n accordance with the primacy effect principle so prevalent
in memory and learning research. The small body of
‘thematic promincnce' experiments discussed above (pp.
139ft.) would se.an to bear this proposal out. but they also
lead one to wonder why the dfocus of attention in sentenc .,
despite language users' overlearned iinguistic habits, can
apparently be manipulated tarough such subtle variables as
noun imagery- value (James, 1972) and discourse context
associability (Prentice, 1966), but not through simple,
direct, and explicit instruction. As for the victim-event
relationship between subject and verb, it now appears more
th«n ever to be a sine ggg bon of passive locutions; but the
inordinate attention‘given by informants ﬁo the inoherent
tormal and semantic aspects of subject nqminals can hardly
have had role-function elucidation as it§ purpose, for this
task would seem to require thevxlanguage user to look beyond
the subject NP :tself.

Whateve. the ~eason for the lmportance attaciaed to
subject. NP fea*ures 'as sentence-differentiating criteria,

they must not be dismissed in this case as mere 'nuisance!



226
variables. It they had not been systematicaliy 1ncorporated
ingo the stimuli, 1n order to provide sorting bases for
those individuals to whom other, more esoteric distinctions
were either no longer available, or n tpparent, or perhaps
even 1irrelevant, the 'suﬂject effect* would not have come to
the fore, vying for eminence with passivo/non—passive as a
means ot .distinguishing among formally similar be -- PRED
constructions. The assignment of the five original sentence
types to their ultimate cognitive categories seemed little
perturbed by the subject effect, in any case, for the
results of HCA (Figure 3) were <clearcut enough to be

unambiguously interpretable; more damage was done to tue

clustering hierarchies by subjects" frequent use of 0t er*
sorting criteria (Table 4y, probably, than by - the
'‘misplaced’ applicatibn of straightforward formal and

semantic notions.

Earlier speculations (above) concerning informants?
associetion of activity -- even subject-initiated activity
-- with participial_forms suggests interesting possibilities
for a further experiment. Where Experiment 2 provided
opportunities for classifying be -- V+ed sentences only.as
‘ tatic,' by placing thenm togéther with be -- NP or be --
ADJ -='-:ences, or as 'mon-static' by placing . them apart, a
follow-up study = could, through the incorporation of be --
V#ing as a stimulus vc :ble (see Watt, 1970), offer a
three-way choice: static, dynaﬁic, oI neither. Although

the results of Experiment 2 do not disconfirm the notion
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that passiveness is not a totally dichotomous variable --
given 4 set of mainly yes/no options, subjects  had littile
alternative but to dichotomize -- g4 wider variety ot gross
typological categories might pefmit the Svartvik continuunm
concept to emerge more Cclearly. Again, 1t 1is because
Experiment 2 was designed and conﬂuoted‘as it was, that\this
suggestion is possible, for the cognitive strength offthe
more abstract ~locutioﬁ—type featufe hierarchies i;;' a vis
simple, direct (and dichotomous!) sentence-subject features
was not known before, oﬁ the basis of replicable empirical
evidence.

In the absence of multidimensional variation within

ﬁubject noun phrases, informants would be forced to ;4y more

-attention to postcopular occurrences, in order to make their

sentence csorts. It 1is there that the str ngth of
assoclation petween the various be -- !1g§ types and static
be -- ADJ predications, on the one hand, or dynamic be --
V+ing assertions, om the other (be -- NP seantences béing
ignored, in this case), should be seen to emerqge. To the
extent that agentive be -- ligg c&nstructions are perceived

as implying some sort of activity, they should be treatedq,

in an oblicatory two-way first éort, as bmore like
unequivocally active be -- V+ing sentences than like
apparently inactive be -- aADJ predications. Differences
between activity which is.'centripetalf with respect t. the

sentence subject, as opposed to that which 1s ‘'centrifugal,?

¥ould presumably emerge in later Subsorts. Presumably so,
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because there is ao guarantee that naive intormants will see
locution types as they are expected to in this instance any
more than they did in)Experiment <2, especially when'deprived
of the more obvious forms of'variation 1n sentences, such as
they had in the latter Study.

The great dilemma with respect to the present experiment
is that forms of systematic variation Feripheral to the
1rquiry had to be introduced, lest uninterpretable results
be the outcome, for the sorting procedure was a novel one,
not having been attempted before with such a large number of
full sentences (see Miller, 1969; Healy & Miller, 1970) .
And although subject awareness, on the whole, df locution
type differences among be predications appeared to emerge
fairly strongly, there is no way of assessing the extent to
vhich the presence of marginal variables biased the outcone,
nor is there any way of estimating whét would have happened
without then. With their apparent propensity to avoid
structural analysis and rely instead on purely subjective
criteria, subjects deprived of easy, obvious formal
differences might well have produced incomprghensible data;
but even that, ' in a negative way, would have been
inforﬁative, since it could have been interpreted as
evidence of no differentiation amcng be predications at all.

It canpot be <claimed. on the basis of the Experiment "2

§
resulés, that the Passive be functions much in the ganme
fashion, Communicatively, as the predicative be. Nor can it

be said that past participles are, 1in effect, postverbal
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complements, at least not 1in the sense that nominals and

adjectives are postverhal coumplements. Many 1ndividual

subjects in the experiment could not, 1in fact, distinquish

among be predications on the basis ot postcopular
differences, but the remaining informants more than
compensated for this inadequacy: the general consensus wvas

that to be (or get) V+ed does not embody quite the same kind
of subject-predicate re}ation as to ‘be (identified with) NP,
or to be (qualified as) ADJ, and the dissociability among
the three kinds of predication was such as could not be
obscured by Subjects' devoting a considerable amount ' of
atteng;on to marginal and even irrelevant criteria.

<;; significant evidence 1in favor "~ of the paradigmatic
view bf passives (pp- 164ff., above) can be presented as a
result of Experiment 2, either. It appears that while the
unitary .be ;—; PRED hypothesis may well describe young
langquage leafners' conceptualizhtion” of these manners of
speaking, the adult ipnclination is to treat be -~ NP, be -~
ADJ, and be -- V+ted pre&ications as different in kind. At
some point during the maturation process, apparently, the
:speaker learng, through use, to make different kinds of
subject-predicate association wWwith highly similar but not
identical construction types; 1in other words, linguistic:
structures which at first appear superficially to be the
same sort of thing are gradually differentiated.

One might say, as many indeed have, in the light of

similar empirical evidence (e.g., Beilin, 1975), +that
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language 1edrner§, some time after thé age of ftive, acquire
the passive transformation. But this 1is putting it
simplistically: what language learners learn, as extensive
portions of Chaptef Two, above, have atteapted to show, 1is
something which a number of abstract derivational rules
purport to describe, not on the basis of how speakers of the
language use supposedly different kinds of messages, but by
codifying the structural; and semantic correspdndences
nperceived by grammarians among éertain - well-formed
utterances of adult language. These perceived relations are
generally frfamed as syhbol-manipulating operafions in
des;riptive automata fron vhich all redundancy has been

eliminated; given the <circumstances under which, and the

purposes for which, generative-transformational grammars are

formulated, any correspondence between what language

learners learn and what suéb rules actually - describe would
thus seem to be largely fortuitous. No matter how
Compélling the logic, it is through empirical investigation,
not grammars, that empirical questions will wultimately be
resolved, and the failure of one experiment to turn up
evidenceé for a non-transformational 'characterization of

competence ~ hardly constitutes de facto support for the

"

transformafional version. The be -- PRED ﬁypothesis may not
have received ubequivocal support fro;. Experiment 2, but
neither it nor the concept of 'left-to-right! processing has
thereby been unequivocally denied; further experiments based

on these findings may yet vindicate the notion.

ol



CHAPTER FI1VE

GENERAL DISCUSSION AND SUMMARY

On_the Empirical_Statu$ of Grammatical Voice

/ 1t was‘not expected, at the outset of the present work,
that an EndlBsung to the voice problem would be arrived at:
to have found what has eluded both philosophers and
scientists for over twenty centuries would have beén \
gratifying, but hardly realistic as an immediate research
goal. What was hoped for, rather, was to clarify, if only a
little, what activeness and passiveness -consist of, to
speakers of English, and, more importantly, tordo so, not on
the basis of further philosophical speculation, but on
grounds of replicable empirical evidence gathered from
unsophisficated speakers of the 1language. This more médest
goal, it may be safely¥ﬂséérted,lhas been reached.

The view of active aﬁd passive sentences that has been
arrived at here has been succinctly stated -- though largely
on the basis of intuition -- by Langacker & Munro (1975, p.
821) : whereas ac;ive sentences are about something that a
logical subject or agent does, passive éeﬁtences are about
something that happened to a logical object; an active
'constnuction,‘ furthermore, ~highlights the doer, but a

passive one focuses on the being. Empirical evidence to

- 231 -
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support these assertions comes first of all trom the results
of Experiment 2, in the present study:  the tact  that
speakers tended, by and large, to separate agentive passive
sentences quife clearly from non-passives suggests that the
main criterion among be predications is whether or not
activity of some sort can be inferred, for the .main
characterigtic common to nomina. and adjectival complements,

VS. agentive passives, 1s the non-occurrence of a transitive

Y+ed fora. This was further confirmed by a tendency for
statal be -- V+ed constructions with  remote activity or

event assoclations to be grouped with the agentive passives.
Thus, while active sentences can be said without mﬁch fear
of contradiction to 9eal predominantly with animate agents
-- or 1 \nimate~su93%cts, through personification (Clark &

: _ - :
Begun, 1971) -- doing tiaings, the one notion uniting

passives would seem to be some logical object, mainly
inanimate (Svartvik, 1966), having *suffered,* undergone, or
somehow been affected by, some event, whether caused or not.

All of the sentence types imveétigated in Experiment 2
had to do with being, in one waykor anothern - The fact that
the =<sentences were distinquished more clearly and more
consistently on the 5asis of subject, NP plurality than on
the basis of the differont sorts of be predibation, however
-~ despite the numerical predominance of the latter, as
sortiny criteria -- justified the initial hypothesis of the
experiment: be -- V+tec sentences must ultimately be seen, '

upon critical examination, as formally and semantically
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bdifterent from be -- ADJ and be -- NP sentences, but this
di fference is not one that is 1mmediately obvious. Up to a
point, passive stdtemehts are perceivea as X -- be -~ Y

locutions, much like the others. )

o

The tact that ditterences within the subject NP
attracted as wuch attention as they did would seem to
contradict the contention Qhat it 1s the being }which 1s in
focus in passive sentences. Certainly, one would expect
passive subjects to be somewhat less noticeable that those
of active sentences; there is plenty of ‘eVidence that
passive subjects normally tend to be inanimate,
infrequently-occurring abstract nouns of low imagery value
(Clark & Begqun, 1971; Jameé, '1972; Paivio, 1969; Svartvik,
1966; Taylor, 1969). One can therefore only speculate that
the ‘'subject effect®' observed in  Experiment 2 must have
been, 1in éért at least, unavoidable prerimental artifact:
the deliberate three-way dichgtomous variation of sentence
subjects in: terms of number, definiteness, and animateness
must have been not:ceable, aite: initial perusai, ar a
rather unnatural assortment of sentence topics for pe
predication sentences.

The main contribution of Fxperiment 1 of the present
wtud: 1s to provide a more solid enpirical footing for a
number of beliefs that have stood for years on intuition
dlone. Beyond the in}efecting but subsidiary <finding that
siample past‘and present perfect vert phrases appear to have

the same meaning, despite very different forn (pp. 184,
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192-3, abhove), 1t was tound that the voice difference
appears to be most significant in  the verb phrase, and

rather less so in both the preverbal 'victim®' subject and

postverbal adjunct. This finding Justifies «Svartvikts
general contention that the voice phenomenon residesg
principally in the verb, in English,  and also his

speculations concerning the multivariate nature of the
passive scale. It is aléb in accord with the implications
éf a number of grammar Proposals since Hasegawa (1968) and
Choasky (1970), concernihé the non-unitary uaturé ot the
active-passive relation. Being motivéted more by the
pursuit of descriptive econom} than by any sense of
responsibility_ tb;ard empirical facts, however, ' these
grammars féll considerably short of Psycholinguistic
relevance (sée below) . The voice-in-verb finding,
furthermore, partly explalins the fa;lure of Experihent 2 to
reveal passive be as a main verb and Vt+ed as a postverbal
complement, and it arques for continued description of
passive predicates as an optional aspectual component inl
verb phrases, with sone postverbal ramifications.

The relative independence of postverbal adjuncts in
Experiment 1 reflects their tendency not to. occur, 1n
discourse. Since agentless passives account for 85 percent
of be -~ V+ed clauses in written English (Svartvik, 1966),
1t is not at all surprising that the alternation of agentive

by-phrases with hon-agentive ones and with other kinds of

constituents should be reg?rded 45 a somewhat secondary
]
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phenomenon, 1n sentences, compared to the ma jor role played
by subject aund verb phrase in conveying sentential meaning.
It 1is something of a myétery, therefore, uhy’ passive
éentences should continue to be accounted for in Jrammars das
alternative realizations -- whether paraphrastic or not --
of some intended meaning structure including a subject, an
event, and, in the vast majority of cases, some ghostly
¢ 1sative agency which never achieves expression in speech.
Ideally, passive sentences should Gt~ described quite
independently of active transitive clauses, as much as how
are active intransitive clauses, be -~ Complement clauses,
and all the rest; these are all inter-related in sonme vay,
as Experiments j and 2 have shown, and while the historic
correspondences among sentences with two-place predicates
séem to'_ demand  acknowledgment, empirical evidence
increasingly insists that their recognition be commensurate
with their rarity of occurrence. Passive sentences, in
other words, ought to be conceived of in g:am&ars primarily
as the externalization of some subject's being affected by
somé event uithjthe tempora! aspect in most cases Tather
unspecific, and with causation relejated almost to the
Status of an afterthought.

Grammars unfortunately, are incapable in principle of
accounting t -hat uniquely human faculfy of being ablé to
‘make 1t up' s one goes along, in speaking, and, to a
certain extent, in interpreting what someone else is saying;

the. an only attempt to describe all of the structure and



meaning  lmplicit 1o each sentence as a4 tait accoapli,
without regard to the @ind-boggling complexities ot
1deational sequence. Some grammariansg, howe o, have 1n

recent years perceived the relative independence of active
and passive sentences, and have been attempting to account,
1n one way or another, for it, and for other apparent facts
of language-use behavior. Within wost theories ot grammar,
this means  primarily doing daway with the passive

transfo-me r10n as a sine qua unon of sentence description,

and a few steps have hbeen taken in that direction, as well.
The inevitable corollary, that if the passive transfcrmation
ié non-esvential to sentence generation, so are they all,
has been mentioned by the occasional theorist, but has been
a basic feature of only one concrete proposal so fs& These
recent developments in sentence*deséription theory will now

be reviewed.

On_the Superfluity of the Passive Transformation

If the denial of the passive L.ransformation seems to
have been given some prominence in this thesis, 1t 1is

because that rule has been accorded such widespread and

unques*ioning acclaim, in linguistics. Based, no doubt, on
the 1lon. :nd 1influential tradition of subject-obiject
inversiorn grammatical descriptions, general acceptance of

the passive and other transformations was doubly assured by
the apparent convenience, simplicity, and generality they

afforded grammars, as means of enumerating all possible
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sentences  of a  language. And, althouyh they have been
1nveighed against c¢n grounds ot their ‘cryptanalytical
formalism?® {Reichling, 1961), their entaiglemont in
deductive citcularitg (S5tuart, 1969), and their dependence
on  user-conferred teleolqu- (Prideaux, 1971) --  not to
meniion the apparent impossibility of obtaining consistent
experimental results either for or against them -- they
remalin, like their proponents, wvirtually unmoved (Bo?ha,
1973) . The only effective drguments agaiust _hem, as formal
descriptive devices, would therefore seem to have to
demonstrate inadequacy on their part 1in the very formdal
descriptive task they were designed to carry out, i.e., to
make it possible for a grammar to generate 'all -and only the
grammatical sentences of L.* Such argument is relatively
scarce, but it has beén occurring with increasing frequency
in the literatu}e, of late, and not only on grounds that a
given alternation does not exist in some language (e.qg.,
Moyne, 1974; Noss, 1972), but "lso to «claim that a
recognized inter-type relation ca, botter accounted for
1n sonme other way. The nmore recent proposals deserve
attention here, particularly those dealing with the
active-passive voice relation.

Robson (1972) found tne passive transfdrmation, in all
of 1ts formulations, deficient on a number of counts. His
mOst convincing arguments focused on the perennial conundra
that passives do not always paraphrase some active,

especially if quantifiers, negation, or modals are involved,
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ad tant cortarn nominals {OLg., propouns) Canio! ocoui with

equal aqceptability both preverbally das subiject of an active

sentence, and postverbally as agent ot a passive. Pasivey,
turthermore, do  not oxist, da.. we o knpw t hen, In many
lanquages, or occur only. without expressed agents. On these

grounds, Robson concluded that the passive transformation 1o
al together super luous, and that the adaptability ot other
tndependently-wotivated T-1vles to *he task mad. t possible
TT evhvonecessary -- to reduce the universal inventory of
aveii-ble t[dhstormdtions by oné. By permitting verbs to
/ -
! rar the syntuctic feature [tA(ctive) ], in addition to the
familiarx Fiv] and "tADJ ] (pp- Satrfly, Robsonts
'"PASSIVE-lec ' grammar (PLG) was able to repgesent, 1n ore
deep structure, both the surface constituent order and the
semantic struct*vre of am active or ac passive sentence.
Gencralized rules of be a: i preposition insertion, éatterned
after Bach (1967) and Postal (1971), elirinated the probleams
of derived constituent structuce in AUX complexes and the ad
hoc manipulaticn of mwmanner adverbial nodes; at the same
me, the PLG treated be as a true lexical verb --recalling
proposal 5y Lees (1964) -—- by as a redundantly
specifiable element governed by agentive‘ case (pp. 62f.,
66f., 103ff., 106ff.).
Not su:prisingly, Robson mentioned no ,conmection betweeﬂ
any feea ot his PLG and the knowledge of acceptable

sentence structure which mature s_eakers presumably have; it

was a purely formalistic dJrammar, in the sense of Steinberg
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(19745) . It 1s intervstinq to note, however - thougli thig
radical departure from tradition was never fully explained

-- that considerable valuye vas attached to the Jgeneration of

sentence constituents in their observed superficial order,
and  that passi participles -- tormally undistinguished
from berfectives, in the PLG -- vere  treated more like
postverbal complements, 1s in Bach (14967), Watt (1970), and

the present work, than like integral parts of the verb
phrase. The results or Experiment 7, unfortunately, do not
encourage any psychologicai extrapolation from the PLG, nor
do they( corroborate Robson's intuitive clain that the be
preceding predicate adjectives and bPast participlies 1is one
and the same, semantically empty (ép. Kruisinga g Erades,
1953), and distinct fronm those occurring with predicate
nominzals and locative parases "(Robson, 1972, . p. '102).
Experiment 1 and scme of the developmental studies, however
(see  pp. 124f5,, ahove), offer bpartial support for the
notion that passive and perfective participles have highly,
if ot Completely, overlapping functions.

A recent proposal by Langacker & Munro (1975) carries
the Hasegawa and R. Lakoff analyses (pp: 63tf., 77-8, above)
.2 step or two further, and suggests some rather‘interesting
claims concerning the interpretation ot passives. Be 1is
treated as a meaningful existential predicate, taking as
subject (or object) compléﬁent an embodded transitive clause
¥1th unspecified agent nominal; instrumental of agentive

phrases derive by reduction from optional conjoined
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sentences  where by or some other preposition 15 a
semantically non-empty ‘'predicate relating 4 .sentential
subject [ like that embedded in the conjunct ] and a typicalyy
non—sentenfidl;bhébct" (b« 817). The existence of a single
rule for carryiﬁg out what is generally called passivization
1s denied, as -- by implication, roinly -~ inp Hasegawa
(1968) , Langendoen (1969), ani R. Lakoffﬁ(1971), to name bat

a ftew, and, of course, Robson (1972, discussed above:

Unlike the" latter, however, Langacker g Munro - and the
others just mentioned -- had no doubt as to the necessity ot
transformations in gener ! and t he requirs«gd

object—preposing and other restructuring operations were
effected by means of various raising rules.

While tormally acknowledging the prevalence of agentless
passives and impersonal constructions over full agentive
Fassives, in many lanquages (Lyons, 1968; Svartyik, 1966) ,
and also the widely-held assunption that/all passives imply
- some sort of agency or caﬁsation, £angacker $ Munro
thenselves "do not expect other =scholars to accept [ the
conjoined-sentence source of agentives] without conside:rable
discussion and further evidencen {pPp. 817-8), even though
this proposal too seenms intuitively vell-notivated. The
anadysis, to its further credit, avoids entirely the problem
of passives without corresponding aCtives, since it derives
the two types fror fferert base structures. Implied
agency in be ——' catin 10k=ver, is no longer

ent: ely an assum, B Yol lts -7  Experiment 2
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(pp. 222ff., above) tend to contirm. this long-held
susplcion. And, as far as the reduced-conjunct view of
optional agentive by-phrases embodies 4 cognitive 'élaim
concerning speakers' basic comprehension ot £hese adjuncts,
and not just a formal means of generating conjoined agency
clauses, such claim would receive sonme support from the
results of Experiment 1, ;s well. These inferences can only
be conjectur«d, of course, for Langacker & Munro, like most
grammarians, have by long tradition sought to account
primarily for the distributional facts of lanquage as they
perceive them, and have generally tended to ignore ordinary
speakers!' concepts of linguistic structure.

A5 risky as it is, to apply behavioral data to
hypotheses gleaned at second hand from grammars not written
primarily with lanqguage begévior in mind, it is always
temptjhg to do so: particularly .with those occasiondl
analyses which are 1less than totall, concerned with +he
recursive enumeration of symbolic arrays, and which seen to
put at leas{'Some of the formalism at the service of
‘cogpition, rather than the reverse. The treatment of be in
recent analyses 1s a case in point: some claim it is a
meaningful element (e.g., Langacke: & Munro, 1975), aﬂd some
claim it is devoid of content (e.g., Robson, 1972), but the

fact that more ard zore grammars are assigning 1. a rather

3

4. .endent role in underlving syntactosemantic structure
sers inevitably to imply the main “ypothesis of Experiment

2 1l.e., that passive predicates, like nominal and
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adjectival phrases, are all poétverbal complement
structures. The results of that experiment were equiv;cal
in this regard -- they denied the supposed passive-adjective
equivalence, but with some reservation -- but this outcome
is not likeiy to affect grammars in any way, since nmost
grammarians deny any accountability to behavioral facts in
the first place, thus protecting their anc 'ses in advance
from the vagaries ot human nature. 'Such being the caSe, no
grammar which sets out pfinarily to codify the apparent
distributiongl facts among an infinite set of potential
vell-formed sentences has the right to «call itself ipso
facto an account of human linguistic competence, and thus

>capitalize on those fortuitous outcomes wherein experiment.ail

fesults happen to confirm grammatical intuitions. Only when
theorists a illing to limit their descriptions of
language-struc. . e cognition to what is empirically known
abouF the wmatter, and to formulate unashamedly behdvioral
hypotheses, then 1live with the experimental results, will
there be a truly responsible sciencc of language ure.

The stf%ngegt formal claim for. the adjectival status of
passives has come from Freidin (1975), who «cites _the
Jécclappling distributions of adjectival and passive
predicates: their appearance in‘the same surface positions
in‘sentences, their susceptibility to modifier shift after
relative clause reduction, ahd their tendency to exhibit the

same sorts of ambiguity, as evidence for analyzing passive

predicates outright as adjective-phrase complements to a
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copular be. Again, the distributional ndature of an danalysis
puts 1t just beyond the reach of empirical gvidence, but the
fact that speakers do not treat these two phrase types as
communicatively equivalent cannot be totdkly ignored, and
must sooner Jdr later be accommodated. A grammar cannot
characterize as alike without qualification_ linguistic
structures which are known to produce équivocal speaker
reactions, and still expect to achieve credibility.

There are other aspects of Freidin's analysis which
deserve examination, however, because they fornm part of tie
ﬁost thoroughgoing proposal in philosophical linquistics to
date for a completely transformationleés analysis of voice,
and perhap; for a transformationless grdmmar; as well. The
work is, in a way, the lexicalist-interpretivist response to
an off-handed question once put by generative semanticist R.
Lakof . :- "Why passivize a sentence at all?" (1971, p. 149;
see also A pPpP- 77-8, above). Since the essential
active-passive relation is at bottom a semantic one, in
Freidin's view, afd is not adequately e oressed 'by any
existing syntactic rule, it can and should be formalized as
a rule of sewmantic interpretation; and since such rules can
be formulated to operate on semantic functions which areA
defined independently of tree configurations, structure-
preserving transformations such as the passive are n§ longer
required, and passive4surface structures can be generated
directly in the base of the grammar,.

Predicates are pivotal, in Preidin's theory: active and
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passive: counterparts ditter in  torm, but they are
Semantically equivalent, because they govern the gcane
semantic relations with their respective co-occurring

nominals, and in mogt cases entail the existence of  one
another. The 1ideal locus. ftor the statement of these
equiQalences is claimed to be the lexicon, where 411
morphologically related forms sharing the same core of
meaning can be specified, by listing or by rule, in one
complex lexical enfry. The entry for give, for example,
would .aclude, as the adjectival derivative, reference to a
general morphological rule that every Yted is analyzed as an
adjective. Selectional restrictions would be stated in
terms' of seamantic functibns (e-g., source, theme, goal,
eté., in the case of 'tb forms), rather than syntactic
Categories and P-marker configurations, and would ttus
remain constant despite grammatical transformation. |

The central active-passive relation in Preidin's theory
ultimately finds expression, in a rule of semantic
interpretatign which states that t¥O0 sentences are
cognitively Synonymous if their respective predicates govern
the same semantic functions, ard if those functions are
instantiated',by thé same lexical wmaterial. Judging from
this, and from the treatment of active-passive verb
alternates in the lexicon, FPreidin's whole proposal dpped}s
to be founded on the assumption that passives and their
active cogntegparts are paraphrases of one dnother. _.There

A
is no doubt that such an assumption permeates the analysis,
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but the tormalisws proposed are fortunately not limi‘*ed to
the expression of synonymy. The sentence interpretation
rule is innocuous enough, but the kinds of lexical entries
and rules which Freidin proposes (after Stogkwel 1 et al.,
1973, and Jackendoff, 1969), . and wupon which the formal
detérnination of sentential synonymy hinges, are as amenable
to the expression of near-equivalence as of equivalence and
non-equivalence: if buy from - sell to counterparts, which
subposedly entail one another and differ on With respect
t the interpretation ot agency, «can be accomwodated iA
Freidin's lexicon and igterpretively labelled as near
paraphrases (1975, p. 392), then so, surely, can voice
opposites, even though“their mutual entailment relations in
terms of co-occurring nominals ' are not always commutative
(ibid., p. 395)-.

The unqualified assumption of active-passive synonymy in
-Freidin's theory is simply not tenable. There has been too
much philosophical argument against it, and too wuch
discoufirmatofy or at ieast equivocal empirical evidence,
for it to be held és a bhasic premiée and the cornerstone of
a linguistic description (see Chapters '2 and 3, above).
Descriptive systenms ought, in any case, to describe what is,
.not what ought to be, and if variability of interpretation
1s what obtains among predicates and their co-occurrents,
then the grammar ought to reflect both semantic
near-equivalence and non-equivalence, ' wherever appropriate.

The advantage of Freidin's model, however, despite the lack
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of fit between 1its basic premises and the empirical facts,
is that it provides a prototype for potentially
transformationless grammars, within the framework ot a
well-established theory of lanquage description. And the
‘advantage of that is that once currency 1s gained by the
noction that the major surface congtituent orders (and
representations of their meaning) can be generated direcfly,
vithout the intervention ot empirically unsupported
structure-alteration or deletion procedures, then the way
will be open for g;ammatical meaning and information content

to take their riéhtfu] place as the describenda of

linguistic descriptions, rather than form and distributional

regularity.

A_Viable Competence Grammar

One transformationless gramwar has been proposed, wvhich
is designed primarily to summarize . the knowledge or ability
of the native speaker, insofar as it is discernible -- and
indeed must be discernible, in order to have been learned at
all’ -- in .thé nested linear structure of seﬁtences.
Prideaux, (1975) has noted that it is always an uns styling
enterprise, to atteapt to | attach psychological
interpretations to grammars which were not'reall} meant to
have then; betfer to follow Jespersen's advice (1924, p. 40)
in grammar vriting, and proceed from apparent functions and
meanings to the fqrm ewployed to convey them, rather than

the reverse. Thus freed of the basic encumbrance hindering
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most ol contemporary descfiptiﬁe linguistics, Prideaux
strives to "pair syntactic  form with grammatical
information" by means of "generalizations which are true at
the surface," without resorting .to such artifices as
constituent movement, rule opdering, or "abstract underlying
structures which are posited. Just so spch generalizations
can be stated" (pp. 5, 9). Such an 'information-structure!
grammar thus egfitomizes the current trend toward
constraining the éenerativity of grammar rules, and 1s nof
only amenable to, but invites, psychological interpretation.

As the principal compduents of sentence meaning encoded

into speech by speakers and decoded by hearers, Prideaux

posits four types of information structure: contextual
information, or the discourse-dependent assignment of
relative sallience to sentence constituents; sentential

information, or the type of locution (e.g.; declarative,
: 4

interrogative), as conveyed by constituent order, intonation
pattern, etc.; crelational information, or the grammaticai
roles played by the various sentence constituents 1in

relation to each other -- typically, subject, @redicate,

object, etc.; and denotationg; information, the semantic

content of particular lexical items, as delimited, modified,
specitied, »r  enlarged upon, by 1linguistic devices
signalling number, tense, aspect, qualification, locatioﬁ,
negation, manner, and the like. The information—structupé
formation rules of the.grammar enumerate the various choices

apparently available to language users in each category, and
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specity vhether these are optional or obligatory,
conjunctive or disjunctive, independent or contingent. The
lexichn liscs  the membership of each denctational category
of the language, including nouns, verbs, etc., in the usual
sense, and also the 1lexical exponents of  the various
syntactic formative classes, such as detiniteness of
determiner and perfectiveness of aspect:‘ There may also be
rules for the insertion of lexical material into sentences
under certain co-occurrence conditions, such as those
governing the do auxiliary in English.

The apparent reqularities - in terms of which the
components 6f intended message content may be related to a
linear speech gignal are summarized in a few linearization
and surfcce-structure "redundancy rules. These.cover such
conventions as the preverbal placement of subject nominals,
WH-forms, and yes/no question auxiliaries, in English, and
the postverbal ordering of non-questioned direct and
indirect object nominals. The rules are non-derivational
and un;}dered, applying to whatever formatives fulfill the
co-occurrence and class-nembership conditions which are
épecified; many of the more contrived practices of
transformationalism are thus avoided, such as the generation
and manipulation of quasi-syntactic tense and affix nodes,
and the vacuous successive fronting of the tense-bearing
auxiliary and the questioned subject NP, in the generation
of WH-NP -- VP questions.

In their general purpose and tone, the proposed rules
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are very reminiscent of the morpheme sequence-class rules ot
Zellig Harris (see pp. 37ff., above) - both, in a sense, are
concerned with enumerating the sentence types of the
language ana their permissible elaborations ot hierarchical
structure. The similarity ends there, however, for
linearization rules do -not abbreviate the grammar by

describing instances of a type Y construction as variants of

some more *basic? typé X; alll
independently accounted for, in Ah'
gramwar, and none 1is either n'b;;; Y Aiyéd,- ufth
respedt to another. | :
. D v
The one vital area of senvence structur® - not accounted
fof, in Prideaux" preliminary outline. 1is passive volce;
considetring the lack of reliable emplrica; evidence the
has been ébout these sentence types, it is not surprising
that the matter was left in abeyance. Those few encouraging
results whic. have been reported, however, coupled with the
findings of the¢ present work, do sugéest how active and
passive sentences . might be handled, in the
infermation-structure model. Active sentence:s, to begin
F“Lith, are no problem at all, since they are already quite
adequately described, 'there; it 1s the passives which

present difficulty, and indeed, accounting for the various

passive subtypes is as complex a task for i

’

information-sStructure grammar as 1t 1s for any formal
anal ysis. The problem 1is not the machinery' of the

grammar, for the linearization, lexical, and redundancy
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rules are quite capable in principle of rctlecting the tact
that subject ‘'victimhood, ! verb vparticipialization, and
agency specitfication seem to be more or less ihdependenf
fordaneaning associations (Svartvik, 196v; Experiment 1,
above). The main obstacle is the structure and meaning of
the various passive sentence types themselvés: how are they
to be anaL&zed, in order to reflect the way they appear to
be used and understood?

Despite the grouingvanalytical trend towards t:reating
all passive predicates as quasi-adjectival complements to.a
copular main verb be, there are indicdtions that agentive

*sSsives are quite distinct from statals, and the results of
iment 2 provide empirical evidence for the cognitive
"eai .ty of these two distinct subclasses. Although they
were anot restricted to two-way sen<ence sorts, the subjects
in that experiment exhibited an overwhelming tendency to
dichotomize the stimulus set, and the main ove;all
distinction | made, after the inherently dichotomous
singular/plural difference, wvas that between agentive and
non-agentive postcopular adjuncts. Nominal and adjectival
complements, in other words, were kept clearly apart fron
agentive V+ed participles, and the supposedly nomn-agentive
statal an. attitudinal V+ed predicates of sentence Type S
vere not grouped as a class apart, but were divided between
the agentive passivés and the be -- ADJ predications, in
accordance with whether a remote association with some sort

of causative agency could be evoked, 1in the context of each
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individual sentence. The way in which particular instances
of the 'statal passive' weire dealt with varied considerably
from person to person, but it was clear that the decision
being made by mo-t subjects was a 'static/qualitative' ys.
'd;na-ic/eventive“ 'ne; the degree to which verb participles
can take on the syntactic and semantic functions of
adjectives would thus seem to be fairly liv ed ‘as yet, in
English, and dependent on individual speakers' interpret-
ations, as well as on discourse context.

In order to account .or the principal variants of the
tvo major passive types, sentences such as the follouing, at
least, ought to be characteriwzed in a grammatical
description: | |

P1. Our suggestio:- ;és'ignored by the authorities.

p2. Several lawyers were appointed to the commission.

P3. The goaltender was injured.

PQ. The company reéresentative's report was biased.

PS. The scientists were devoted to their .research.
The * first question that arises, in  connection with
accommodating these in an inforuation—structurg grammar
(ISG), is whether passiveness ouglit to be formalized as a
sentence-type option in the rule specifying ‘'sentential?
information (Prideaux, 1975, p. 19). The ansver is no,
because experiments have shown that passiveness is not just
an overall messa§e~type characteristic _signalled by some
particular constituent order: it is&thgg complex sgeamantic

relations among constituents which define voice, and these



are conveyed -- 1in English, at  least -- by various
morphological and syntactic levices (Baker et al., 1973;
Rei1d, )7ub, torthcoming [c]). Most ox‘these devices are
already part of the 15G, and need oniy ' » eked out by the
addition ot ‘*passive' as a verb-aspect ~ option, lexicalized
as Ye with obligatory participialization of the next
verb-phrase element. |

The main problem, with respect to the ISG and passives,
is whether 'SUBJ (ect) informat on structure, as defined,
correctly determines the 'leftmost' NP of a sentence. Under
certain conditions, a preverbal (i.e., SUBJ) NP 1is

interpreted as the | cient rather than the agent in the

sentential event, and not be-iuse of any overt wmarking on

‘ )
the NP itself or on the following verb phrase ~-- as 1iu
passives -- bu-r because of the absence of any other

constituent interpretakle as patient in the sentence, as in:
‘(a) That football kicks easily-

vs. (b) *That football kicks children easily.

.Postverballyf'>adj$1ned NRs also have a variety of

1nterpretatxons, 1nclud1ng agent «id patient, depending not

€

o LA ;
only on posxtlon but also - co-occurrents and implicit
meaning. ;leen 1nhe;gpt agentiveness, a by-phrase NP
eceded by a ‘p5§§ive ;erb phrase with preverbai NP

. 7 . P "V_
3¢nterpretab1ef35' patient w3dl be understood as the agent,

but as a manner dt¥10cative adverbial, otherwise:

;f(c),TﬁeSéhs vas ‘sent ffileece by Jason.

(d) Theseus was gent a flee > by-airmail.
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(¢) Theseus sent a fleece by Jason.

S wantic nterpretation, in other words, 15 as much a
: | o
function of collocation as it 15 of syntactic and
. - k -
morphological wmarking; the [5G thus needs on’ minor

lnterpretive revision, in order to account for the structure
and meaning of the passive sentence types as well‘as 1t does
for predic:tives and actives.

There appear to be at least two nor-agentive
interpretationsvof the SUBJ constituent in passives, i.e.,
patient (in agentive passives) ,- and experiencer, as in
statals and be -- PRED constructions. Thus, if the first NP
in a Dbe -- V+ted predication is that labell 3 *SUBJ," the
grammar will provide for its interpretation in eithor
as ‘non-agent' siaply through passive verb morpholo. v o
the privative .concept of non-agency is precisel rha
linguistic tradition has said is signalled by a passi ..ed
verb phrase (cf. . : 1964 [ép. 35-36, above]). This
approach makes SUBJ .t of portemanteau constituent, but

it is probably preferable to the inven-ion of am autonowous

‘agent' constituent, which would be ad hoc and something of

a departure from the basically grammatical roles assigned to
syntactic constituents in the ISG. But since the semantic
interpretat%qn of preverbal SUBJ NPs seems to depend on the
total contéit;hgéfiifdeaux also pointed out (pp. 15-16), the
intérpret%?éfi;§0r£ of thé 'SUBJ* 1label in the grammar mus;

be more than just 'preverba: position in declarative and

interrogative senteasces' or the like; the formal definition
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of *SUBJ-hood* must also encompass such notions as
‘interpretable as agent if in preverbal position in a’D or Q
sentence aud followed by a non-passive verb phrase without
sulsequent DO; or as patient if . . .* and so on.

The 1intormation-structure model wmakes it quite clear

that its rules are not derivational formulas, but only

stateaents ot appa.ent form—meaning correspondence;
constituents dare defined to have various constrained -
£ _
privile3as of occurrence, an? certain semantjic
interpretiations are implied in each case. Thus, no
J o
S . -
grammatical svuect ‘ever '"beccmes' a postverbal agent, nor
does anv grammatical obiject "become! the subject;
'‘postverbal agent®' is what a by-phrase nominal is, in

agentive passive constructions, unless co-occurrents and
inher 'nt meaning dictate otherwvise (see exaampl: c - e,
above) . Passive declaratives like P1 - P5, above, can thus
be quite simply accounted for, in an information-structure
gramamar. Passive negatives and questions can presunasly
also be described with little furt. revision of the
existing rules, and so. probably, can the occasional passive
imperative. If and when there is more reliable evidence in
favor of the > -- Complement analysis of at least one €lass
of nassives (the statéls), that part of the grammar -- t&

date relatively unelaborated -- can begin to undergo furthe

development.

‘
;
i

/



Conclusion

e .

Many models of grammar have been reviewed or commented
\

upon in this chapter, each with its positive a1 negative
attributes. Some are worked out in deta’ ad Jme not;
some  espouse the - ”ject-object‘ invers : wciple, and
some do not; and suwe seem to be making aun .empt to come

to grips with reality, but most, unfortunately, are nbt.’JIf
there has been a trend away from the classical passive
transformation in recent years, it has been for reasons of
descriptive power and ’ecanomy,,not because the rule has
scant psycholinguistic relevahce; its derivational effects
keep resurfacing in other parts of grammars, in any event,
making even less sen. chan before, -

Insof. as they represent a step 1in the direction of an
empirically—b&sed theory of 1linguistic cognition, these
'"PASSIVE-less* grammars are welcone. The only prorosal

deserving whole-hearted approbation, however, despite its

incompleteness, 1s tt 2formation-structure model, for it
alone represents a complete break with the abstract
automatisms of generative-transformational dogma, c¢-vnled

with an honest attempt to compile i. Juctive generaliznfigﬁs
concer a9 sentence s’ -ucture, as they' might be learned and
appl=.< by speakers. It is almost as if a sadder but wiser
retur were being made to a more pragmatic era, when it
could with impunity be speculated that:
The'frequency of slips, newvw formations, and so on is
enough to make us feel that the bulk of the major

structural features are indeed reflected in speaking
habits -- habit which are presumably based, like the
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linguist's analysis, on the distributional facts.
(Harris, 1954, pp. 150-1)

Ultimately, every grammar must be based on the apparent
distributional facts of the language; but, because speakers
are memory-dependent organisms of limited capacity, and not
abstract automata, there is a limit to the depth of
intuitive generalization to which a, grammar may go, if it
aims for serious consideration as a theory ot linguistic
cognition. Some encouraging steps have been taken, toQérds
&gdnstraining the analytic excésxes of linguistic descrip-

Lfbns; the day when these scattered endeavors become a trend

e

back to linguistic reality is eagerly looked forward to.
Summary

This thesis began by tracing the history of the voice
concept in grammar back to its Graeco-Latin origins, where
despite fairly unequivocal morphological inter-relations,
active and passive verb forms were perceived as implying
acti. and .passio, respectively, and ‘were classified as
different verb types. The early grammars of English Wére
largely based on those of classical Latin and Greek, and
Qerbs continued to be differentiated in terms of 'Being,'
*doing,' and 'suffering' until well into the 18th centurf.
Eventually, .t was recognized that passive participles are
not a type of yerb as such, but co-occur with a form Jf be
or det in a verb phrase, preceded by a '‘patient' nominal and

followed b n agent, in a by-phrase (cf. Michael, 1970).
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The near-synonymy of passive sentences and their
inversely-related active counterparts -- tirst mentioned by
Ward, in 1765 -~ became a uidely—dccepted doctrine, in the

19th and 20th centuries; credit for the latter is due wmainly
to the compendious and influential ‘'scholarly' grammars of
Jespersen and others, who also noted the prevalence ot
agentless passives over agenttful, 1n actgdl language use.
To those who advocated the study of language as patterns of
fornm, ratherb than of meaning, however, sentential synonymy
vas beside the point, for no formal differen&él between
passive< and other sortsvl of 'bipartite!' sentence was
acknowledged (Bloomfield, 1533; Bloch & Trager, 1942,
Kruisinga & Erades, 1953). |

The notion that active and pdésive sentejpces are
transforﬁs of one another, with actives as the more ‘'basic!
turn of phrase, " remained the : dominant view of voice for
generations, and wmost grammarians acknowledged it, in one
way or another, as a means of simplifying their language
deécriptions. Zellig Harris first formalized the relation
as a quasi-algebraic statement of the discourse-context
equivalence of voice opposites (1957); Noan Cﬁomsky made 1t
a fundamental sentence-type option: in an ordered formal
deductive system of rules for deriving well-formed formulas
répresenting the grammatical sentepnces of a language (f957);
both, however, intended the passive_ transformation rule as
an abbreviatory deviée, _vhereby. a thié.class of sentences

-- with tvo or more subhclasses, counting agentless passives

K
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and 'pseudopassives' ~-- could be simply ‘dccounted tor as
variants of an already-defined ‘'kerne]® type. Subsequent
develbpments in generative-transtormational theory derived
actives and passives trom different abstract representations
of sentential content and meaning, by means of a sequence ot
transformational operations whose cou-ordinate purpose tas
nov to generate linear representations of those sentences
vhich would be understood to convey the underlying meanings
in question (Chomsky, 1965, 1971; G. Lakoff, 1971). Whether
or not the difterent underlying. representations -- and
hence, the different derivations -- of active and passive
sentences were meant to imply nbn—synonymy on the part ot
these sentence types remains a moot point (Preidin, 1975;
Langacker & Nunro, 1975).

At the same time, some currency vas. gained by thé ?otion

g
b

that the three principal aspects of the graumatical“?bice

alternation -~ patient vs. Qggnt as subject, presencé vs.
absence of Qg...—gg in the verb phrase, and agentive
by-phrase vs. direct<oﬁj3bt, posrverbaliy ~ -- appear to have
a certain amount of gistfibutiondl independence, since they
occur individually in sentence types not usually thought of
1s passive, and do not always co-occur in those sentences
vhich are generally recognized as pPassives. A number of
proposals vere. advanced, whereby grammars could be revised
to reflect these apparent distritutional facts, and indeed
vhereby the passive transformation might be abandoned
altogegher, letting its di§pdrato facéts be treated

N

N

-~
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descriptively o as | instances ot Wore gyeneral
constitueut—fronginq and extraposition phenomena {(Chomsky,
1970; R. Lakott, 1971, Stockvoll_gﬁ al., 1973) . Arguments
have even been presented, based on distr .outional and
enpiricaiievidencé, Lespectively, for generating passives in
their surface co ituent order, and doing awvway with the
‘ubject-object inversion aind other transformations
completely (Robson, 1972; Pridegu&, 1975) .

The empirical background of grammatical vgico as 4
psycholinguistié phenomenon was alsc reviewed in detail,
~beginning with a comprehensive taxonomic study of be -- V+ed
constructions in written English by  Svartvik (1966) » He
found six basic types of passive, ranging from full agentive
passives, unequivocally relatable to transitive active
counterparts, throﬁgh ambiguously agentive, dgentlesg,
quasi-agentive, and non-~-agentive phrases;z only remotely
relatable to some active, if at all. The 'passive scale,!
vith a number of syntactic and semantic factors dpparently
operating in slightly different combinations at each stage,
vas provosed as a npore realistic view of ‘the voice
phenomenon than the rigid and arbitrary dichotonmy eséoused
by transformationalisa.

Experimental investigations of voice' virtually date rronm
G. A. Miller's promulgation of the 'derivational’ theory of
' conplexity: (1962) , an outgrowth of the psychologization of
generative—trdnsfornatipnal gramaar by <Choasky (1959) .

After sonme encouraging initial results,  the Jreater
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processing ditficulty predicted by the DTC for passives
became almost impervious to émpizical test, with extran Hus
variables of all sorts beclouding the interpretation ot
results. For example, 4 number of attempts to establish the
psycholoéical reality of Yngve's linear theor& of sentence
production (1960) 'vs. a generative-transformational model
yielded mainly eguivoca}~outcoaes, because the experimental
manipulation of 'mean depth® through *left branching' phrase
structure had .no | consistént transformational correlate
(J. F. Miller, 1973). ExperilentsA vith sentence 'families®
generated by varying voice, wmood, modality, and other
syntaétic variables also proved irconclusive, because many
uoxker; ignored the variations in grammatical meaning which
vere engendered in their sentential stimuli, through the
systeaatic alternation of wvhat they ‘though; Was pure syntax
(Baker et al., 1973).

In spite of the many ambiguities of interpretation and
the occasional negative result, the preponderant weight of
accumul ated evidence continuéd to suggest that passivization
somehow complicates matters, but it remained altog: °r
unclear how. Probably the least controvertible evidence
came from the developmental»studies, wnhich showed that
children gain control over passive locutions much later than
actives, and over agentless passives befare agentful ones
(Turner &§ Rommetveit, 1967a; Bates, 1969). Studies of the
internal sjntactosenantic structure of sentences, and of

their contexts of occurrence, furthermore, led to the
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realization tbLt_ interconstituent relations in éassives do
not mirror those ot actives, that Passives aqre used to talk
about basiédlly ditferent kinds of things thanp are activesg,
and that both the discourse anq situational context can make
one form dppropriate, to the exclusion of the other.
Actives and Rassives, . in other vords, are seldonm
iutorchanqeable in use, to the point of being alternative
¥dYS of saying the same thing, as has so often been claimeq
(Carroll, "19%8; cClark s Begun, 1968; Hornby, 1972, 1974y ;
Al though the classical dctive-passive relation has
undeniable descriptive utility, the lack of tit on SO many
frbnts between the implications of grammar angd actual
language yse wilitates against the bassive (or any other)
transﬁornation having relevance to sentence production }Qr
interpretdtion, €xcept perhaps asg Part of sonme speakersg?
‘archival? avareness of language Structure (Watt, 1970).

Thé general .position adopted in this thesis, a5 4
consequence of bg%h the philosophical and the empirical
findings involving grammatical voice, is that sentences dre
produced ang understood lineaxly,‘ from start to fipish,
their inherently hierarchical structure being much npore
‘shallow' thap has generally been supposed, and governed by
the limitations of human memory. Although certain
Structural angd 'semantic fegularities are discernible amonyg
all sentence types occurring ip conversation, most Speakers
remain quite unavare of these abstract archival Celations,

it is here claimed, ang Such knowledge does not in any case
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ple a part in the speaking of understanding of sente' -es
themsejlves. The active-passive relation in particular 1is
calied 1nto question: 1its syntactosemantic components have
too many independent associations outside the volice
phenomenon for the rule. to have any reality-as a unitied
psychol inquistic pro.ess. Active and passive sentences,
furt hermore, are as amenable to independent formulation in
the minds of speakers as are any other amore or less
grammatical! related locution types, and this ought to be
evident 1in the ascendancy of shallow 'paradignatic'
similarities among sengence types over the abstract 'deepx
resemblances postulated by transformational grammar.

An experiment designed to test the tormer
('independence')(kypothesis'found the concept of voice to be
more . easily ide;tifiable in the verb phrase than 1in.
postverbal constituents. Understandably, the morphologiocal
and semant .c properties common to past tense, passive voice,
and pepfective aspect were ; source of cohfusion, in
distinguishing among sentence-type variants. Although the

agentive 1lmplications of sentence subjects vs. their

'patiehthood' in actives and passives wvere \?%estéd, in
this experiment, it was reasoned, on the basis of previous
work, that subject nominals have no independently
interpretable role apart from some verb phrase, ixn any case.
The results of the experiment were Judged to constitute
ampirical support for the view that the active—pasgive

Pl

alternation in English -- an (:}patural juxtaposition of

e
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sentence types in .ordinary lanquage use -- 1is basically
fragmentary in nature, involviny the bringing together in
the same utterance of two or more syntactosemantic devices
having overlapping but non-coterminous privileges of
occurrenée, and numerous ambigquities of meaning association,
as suggested by Svartvik (1966).

A second experiment, meant to test the ‘'paradigmai:.
similarity®' hypothesis, met with somewhat less success tuan
the first. On the presumption that passives are as much a
be -- Complement structure as are be -- NP and be -~ ADJ
statements, and rather éore like the latter than the former,
subjects were asked to sort out instances of these locut’
types as tdifferent kinds of th%ﬁgs to say' about a top.
The fact that sentence-subject piuraliﬁy was the principal
distinction made among all sentences indicates that the
differences among types of be predication are either not
immediately obvious ‘or not of prime importance; it follows,
in either case, that the three kinds of sentence are, to a
limited extent, at least, not adverted to as ‘tdifferent
mapners of speaking.' And yet, the further fact that
passiﬁg and non-passive sentences were clearly segregated,
at lower levels of the differéntiation hierarchy, precludes

—

. . . . e
the attribution of either main-verb status to passive be, or
of postverbal complement status to Vted part%Ziples, even
though other ormal features having nothing to do with

predicate constituents played a significant part in the

further subdivision of be-predication types. Recent
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grammatical proposals involt}nq' copular be -- Complement
analyses of passives «can thus be given omly partial
credence, as representations ot Bati;;\speaker knowledge;
the hypothesis is not totally denied by the result: of
Experiment 2, however, ‘and further, more enlightened
experimental tests might yield more encouraging results.

The thesis concluded ivith a discussion of a fecent
proposai for a an;transﬁormational mode]l of gramnar,
designed to summarize séeakers' functiopnal 1lingquistic
competence as a set bf learnable generalizations from the
apparent nested linear étructure of sentences, with sone
in ter-type correséondence rules as a sort of ‘tarchival®
component (Prideaux, 1975). Some suggestions vere made
whereby the ‘informatic structure? rules and
'linearization' rules of éhe grammar might be revised, in
llght of what 1s empirically known about grammatical vbice,f
in order to  accommodate active and bassive versions of thé
basic declarative, interrogative, ana imperative sentence
types already accounted for. Despite its fledgling state of
developeent, the information-structure model is applauded as
the first - significant step in years tovards making
theoretical linguistics responsible to empirical facts, as

vell as to philosophical supposition.
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APPENDIX A

THE FXPERIMENT 1 "THULUS SENTENCES

Note:  The sentences are grouped according to Jlexjical content
sets, in-order to make more evident the counterbalan
Clng of NPs and theip substYtutes vith respect to word co ,
definitene:.. ot Jdeterainer, and singularify/plurali‘ of
nouns.  The number at the end of each sentence indicat- »t
position ;t occupied  in the basic randomized presen

order (see Ch. 3). - The rows within séntence jroups ep: «eq
the eight syntactic types, in order, l.e.,

. (IAO) Iamperfective Active with direct Object;

2. (IAB) Imperfective Active witht adv. By-phrase;

3. (PaO) Perfective Active with direct Object;

4. (PAB) Perfective Active with adv. By-phrase;

5. (IPO) Imperfectiye Passive with Other adv. phrase;
6. (IPB) Imperfehblie Passive wjith agentive By-phrase;
7. (PPO) Perfective Passive vith Other adv. phrase;

8.

’ (PPB) Perfective Passive with agentive By-phrase.
Several strikers Picketed the pust office. (60)
Several strikers picketed by the entrance. (99)

,?Several strikers have picketed t-o post office. (76)
“everal strikers have pPicketed b, the entrance. (87)
The post office was picketed on uni n orters. (15)
The post office was picketed - sev-ora. strikers., . (18)
The post office has been p'-ketr.d on_union orders. (125)
The post office has been picketed by several strikers. (45)

\
The governor answereq Wy urgent appeal. (49)
The governor answered by rg&urn telegraa. (109)
The governor has ansvwered my urgent—appeal. (72)
The governor has answered by réturn telegraa. (35)
¥y urgent 2ppeal was ansverec within an hour. " (2)
My urgent _ppeal was ansvered by the governor. : (29)
My urgemnt ¢ 'peal been answered within an hour. (117)
My urgent ~al s been answvered by the governor. (4G}
These ladie- knitted some warm woollen socks. (44)
These ladies knitted by the cosy firesige. (61)
These ladies have knitted some wara voollen sorks. (98)
‘hese ladies have knitted by the Cosy fireside. (67)
Some warm woollen socks were knitted for the bazaar. (86)
Some warm woollen socks vere knitted by these ladies. (6)

Some wvara woollen socks have been knitted for the pazaar. (19)
Some warm woollen socks have been knitted by these ladies.
(123)
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That rookie scored the last two goals. (37)
That rookie scored by sheer good luck. (595)
That rookie has scored the last two goals. (107
That rookie has scored . by sheer good luck. (713)
The last two goals were scored with no assist. (91)
The last two goals were scored by that rookie. (14)
The last two goals have been scored with DO assist. (31)
The last two goals have been scored by that rookie. (116)
Some clever rustlers stole our cattle. (115)
some clever rustlers -»Hle by moonlight. (41)
Some clever rustlers ao.eo stolen our cattle. (63)
Some clever rustler:s ' .o stolen by moonlight. (104)
Our cattle were stolen off the south pasture. (75)
Qur cattle were stolen by some clever rustle;.. - (93)
Our cattle have been stolen off the south pasture. (5)
Our cattle have been stolen by some clever rustlers. (23)
The amateur artist painted some landscapes. (128)
The amateur artist painted by number. (33)
The amateur artist has painted some landscapes. (54)
The amateur artist has painted by number. (111)
Some landscapes were painted at the hobby show. (68)
Some landscapes vere painted by the amateur artist. (8u)
Some landscapes have been painted at the hobby show. (10)
Some landscapes have been painted by the amateur artist. (28)
The hungry children ate our picnic lunch. (26)
The hungry children ate by that fountain. (126)
The hungry children have eaten our picnic lunch. (36)
The hun children have eaten by that fountain. (52)
our picggi\lunch was eaten after the softball game. (106)
Our picnlic lunch was eaten by the hungry children. (70)

Our picric lunch has been eaten after the softball game. (96)
Our picnic lunch has been eaten by the hungry chi'dren. (11)

The grohnd controllers steered those unmanned airplanes. (22)

The ground controllers steered by radar contact. (12@)
The ground controllers have steered those unmanned airplanes.

. . (42)
The ground controllers have steered by radar contact. (64)

Those unmanned airplanes were steered from the control center.
. (101)
Those unmanned airplanes were steered by the ground
. controllers. (7u4)
‘'Those unmanned airplanes have been steered from the control
center. (81)
Those unmanned airplanes have been steered by the ground
ccntrollers. (3)
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Some band sembers rebearsed a difficult anew march. (12)
Some band members rehearsed by the parking 1lot. (30)
Some band members have rehearsed a difficult opev march. (119)
some band aembers have rehearsed by the parking lot. (48)

A difficult new march was rehearsed beforc¢ the big parade.
(51
A difficult new march was rehearsed by some hand members.
) (112)
A difficult new march has been rehearsed begore the big
parade. (69)

A difficult new march has been rehearsed by some band
mnembers. (94)

A large crowd applauded the three tired astrondauts. (4)
A large crowd applauded by the airport exit. (20)
A large.crowd has applauded the three tired astromauts. (127
A large crowd has applauded by the airport exit. (39)
The three tired astronauts were applauded on their safe

return. (58)

The three tired astronauts were applauded by a large crowd.
(97)
The three tired astronaut~ have been applauded on their safe
return. (77)

The three tired astronauts have been applauded by a large
crowd. (88)

-

A stern military dictator governed the country. (89)
A stern military dictator governed !y decree. - (16)
A stern military dictator has geyerned the country. (27)
A stern military dictator has governed by decree. (121)
The country was governed in a most undemocratic way. (38)
The country was governed by a stern military dictator. (53)

The country has been governed inm a most undemocratic way.
(110)

The country has been gover.od by a stern military dictator.

(80)

An old wvandering minstrel strummed a serenade. (85)
An old vandering minstrel strummed by ear. : (7)
An old vandering minstrel has struammed a serenade. (17)
An old wvandering aminstrel has struaméd- by ear. (114)
A serenade was strummed in the opera's third act. (u7)
serenade was strumrped by an old wandering minstrel. (62)

A
A serenade has been strummed in the opera's third act. (100)
A serenade has been strummed by an old vandering minstrel.

(65)
Several retired film stars performed the minor roles. (79)
Several retired film stars performed by special arr~ngement.
(82)

Several retired fiim stars have pertormed the minor roles.
. ; (13)

Several retired film stars have perfofngd by special
™~ _ ™. arCrangement. (21)
/ ~ ————

. N

™~



T
B\
T

T

A
.
A
S

S
S

S
T
T
T
T
A
A
A
A
T
T
T
T
A
A

A

Y

he wminor rol
he minor rol

he minor rol

285

¢. vere performed with very little stage makeup.
(113)

es vere performeq by several retired film stars.
(35)

€s have been performed with wery little stage
makeup. (59)

he minér roles have been performed by several ret.red film

blind gypsy
blipd gypsy
blind gypsy
blind gypsy
ome romantic

ome romantic
ome romantic

ome romantic

he school bo
he school bo

stars. (108)

woman sang some romantic ballads. (06)
voman sang by the campfire. . (92)
voman has sung some romantic ballads. (8)
woman has sung by the campfire. (25)
ballads were sung at the old folks! request.
(124)

ballads were sung by a blind gypsy woman. (43)
ballads have been sung at the old folks?
request. (56)

ballads have been sung by a blind gypsy woman.
(103)

ard members approved a new salary séhedule.(102)
ard members approved by unanimous voice vote.
- (7)

he school board members have approved a new salary schedule.

(83)

he school board members have approved by unanimous voice

new salary
nev salary
new salary
new salary
hat rich you
hat rich you
hat rich you
hat rich you
bright red
bright red
briight read

bright red

: Yote. (1)
schedule was approved at the last regular
, meeting. (32)
schedule was approved 'y the school board

meabers. (118)

schedule has been approved at the last reqgular
: ° meeting. (45)

schedule has been approved by the school board
mémbers. (50)

ng heiress drove a bright red Perrari. (105)
ng heiress drcve by the judges' stand. (78)
ng heiress has driven a bright red Perrari. (90)
ng heigess has driven by the judges' stand. (9)
Ferrari was driven around the oval race track.

: (24)
Ferrari was driven by that ‘rich Young heiress.
‘ (122)
Ferrari has been driven around the oval race
track. (34)

Ferrari has been driven by that rich Young
heiress. (57)

<
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A APPENDIX B { )
. N T
EXPERIMENT 1 INSTRUCTIONS TO SUBJECTS -
' ' )

’ -

- ‘ -
Note: These instructions were printéﬁw on computer terminals
in upper case italics, wusing an 1BN 988 (APL) typing
element . Rows of dots 1indicate entrv “points the

subjects’ responses.
Al l
THANK : U POR VOLUNTEERING TC TAKE PKRT\IN THIS RESERRCH.

PLEASE TYPE YOUR NAME, SURNAME® FIRST, | THE
RETURN KEY. ( '

HOW OLD ARE YOU? (NEAREST BIRTHDAY)

HOW MANY SCHOOL GRADES OR YEARS HAVE YOU COHP@ETED
ALTOGETHER? ﬂ - /)

- - - - {

{E}S PROCEDURE IS5 NOT A TEST OF YOUR INTELLIGENCE OR
SKILEx '

THE PURPOSE OF THIS RESEARCH IS TO DISCOVER, 1IN AN
OBJECTIVE, SCIENTIPIC MANNER, WHAT FEATURES OF SENTENCES ARE
MOST NOTICEABLE TO ORDINARY SPEAKERS OF ENGLISH. IF YOU HAVE
ANY QUALMS AT ALL ABOUT CONTINUING WITH THIS EXPERIMENT,
PLEASE TELL THE EXPERIMENTER NOW, AND HE WILL STOP THE

PROGRAN.

TOUCE THE RETURN IF YOU WISH TO GO ON WITH YOUE
INSTRUCTIONS.

IN THIS EXPERIMENT, YOU WILL SEE A LARGE NUMBER OF
DI FPERENT ENGLISH SENTENCES. SOME OF THEN MAY SEEN A LITTLE
ODD, QUT OF CONVERSATIONAL CONTEXT, BUT PAY NO ATTENTION TO
THAT. WHAT THE SENTENCES SAY IS NOT IMPORTANT; WHAT IS
IMPORTANT IS HOW THEY SAY IT.



S

IN THEHE SENTENCES, THE SAME FEW TOPICH ARE USED OVER AND
OVER. DO NOT LET THIS CONFUSF YOU, FITHFR, BECAUSE NO THO
SENTENCES ARE EXACTLY ALIKE. AGAIN, I1T*S NOT WHAT THE
SENTENCES SaAY, RUT HOW THEY SAY IT, THAT IS5 T8 PORTANT.

SENTENCES CAN BE ABOUT DLFFERENT TOPICS, AND YET BE VERY
SIMILAR IN HOW THEY AKE EXPRESSED. FOR EXAMPLE, /

THE CHEESE WASN'T FATEN RY MICE.

AND
SNOWBALLS WEREN'T THROWN BY MANY CHILDREN.
SAY ENTIRELY DIFFERENT THINGS, YET THV 2E TN MARY WAYS BOTH
THE SAME TYPE OF STAIFMENT. CAN YOU “v¥ THE SIMILARITIES?

(TYPE YES OR NO, THEN TO'ICH RETURN)

ON THF OTHER HAND, SENTENCES LIKE

THIEVES HAVE BROKEN INTO OUR HOUSE.

AND ) .
OUR HOUSE HAS BEFN BROKEN INTG BY THIEVES.

SAY VERY NEARLY THE SAME THING, BUT NOT IN QUITE THE SAME
WAY. THESE ~SENTENCES COULD THEREFORE BE CLASSIFIED AS
DIFFERENT TYPES. CAN YOU SEE THE DI FFERENCES?

YOUR TASK IN THIS EXPERIMENT IS TO LEARN TO RECOGNIZF ONE
CERTAIN TYPE OFP SENTENCE AMONG ALL THE DIFPFERENT TYPES YOU
WILL SEE. THE SENTENCES WILL BE PRESENTED ONE AT * TIME, IN
A MIXED-UP ORDER. IF YOU\ THINK A SENTENCE IS ONE OF YOUF
TARGET-TYPE SENTENCES, ENTER A 'YES!' RESPONSE; IF YOU THINK
IT IS NOT A TARGET SENTENCE, OR IF YOU DON'T KNOW, ENTER A
*NO' RESPONSE.

EACH TIME YOU RESPOND, THE COMPYTER WILL TELL YOU IP YOUR
GJESS WAS CORRECT OR WRONG. USE THIS INFORMATION TQ FIGURE
OUT WHAT YOUR TARGET TYPE IS, BUT DO NOT LOOK BACK AT YOUR
PREVIOUS RESPONSES. WHEN YOU HAVE MADE ENOUGH CORRECT
BESPONSES IN A ROW, THE COMPUTER WILL TERMINATE THE
EXPERIMENT. )

AT FIRST, YOU WILL HAVE NO IDEA AT ALL WHAT YOUR TARGET
TYPE IS, SO RESPOND 'NO' TO THE FIRST PEW SENTENCES YOU SEE.
WHEN YOU RESPOND 'NO! AND THE COMPUTER REPLIES 'CORRECT',
THAT MEANS YOU HAVE CORRECTLY REJECTED A NON-~TARGET SENTENCE.
BUT WHEN YOU RESPOND 'NO! AND THE COMPITER SAYS 'VRONG?',
STUDY THAT LAST SENTENCE, BECAUSE IT WAS ONE OF YOUR TARGET
SENTENCES, AND YOU SHOULD HAVE RESPONDED 'YES' TO IT.



JHE

ILF THEBRE 14 ANYTH/LN(; YOU DON'T UN[)F,h"' IAND, PLEASE ASK THF
FXPERIMENTFEHL. <

- [
f' TOUCH THF RETUEN WHEN YOU ARF READY TO GO ON.

THE FXPERIMENT WILL NOW BEG.N. AFTER EACH S ENTENCE HAS
BEEN PRESENTED, TYPE A *'Y? IF YOU THINK IT IS5 ONE OF YOUK
TARGET-TYPE SENTENCES: TYPE AN *N' IF YOU THINK IT IS NOT,
OF IF YOU DON'T KNOW, AS IN THE FIRST FEW INSTANCES.

IF YQU MAKE A TYPING FREOR, CALL THE EXPEFPIMENTER.

DO NOT LOOK BACK AT YOUR PREVIOUS PESPONSES, EXCEPT toR
THOS YOU CAN'T HELP SEFING.



APPENDIX C

THE EXPERIMENT 2 STIMULUS SENTENCES

Note: The sentences are grouped here according to length of
subject NP (twd, three, or four words), 1its definite-
ness, its sinqularity/plurality, and its anigateness.

Successive sentences within a group represent the five types
of be complementation under investigation, namely:

1. NP was/were (Det) N frep NP

2. NP was/were ADJ Prep NP

3. NP was/were agentive V+ted by agent NP

4. NP was/were agentive V+ed Prep non-agent NP
5. NP was/were statal Vted Prep non-agent NP

In the experiment, sentences were printed (and punched) all
in capitals on blank 80-coluan computer cards; the number at
the end of each sentence below indicates ‘the positiorn it
occupied in the basic randomized presentation crder.

A quitarist was the leader of the group. (11
A clown was available for the birthday party. (58)
A student was expelled by the principal. (99)
A violinist was introduced to the conductor. (86)
A crowvd vas gathered around the ent*rance. {30)
A symphony was the highlight c¢f the concer-*. (106)
A landscape wvas ideal for the clubhouse wall. (U
A story vas submitted by a well-known author. \\\ (54)
A sonata was played on the antique piano. \ (67)
A hurricane was headed for Miami. // (89)
Several teachers were meambers of the council. ( (45)
Several strikers vere insistent in their demands. (110)
Several suspects were arrested by the police. (33)
Several people were trampled in the riot. (118)
Several participants were tired of the routine. (119)
Some tests were a st éin on students' nerves. (113)
Soame products uere;iﬁferior in quality. (93)
Some suggestions wére ignored by the authorities. (101)
Some cars were trahsported to Chicago. (10)
Some sheets wereé frayed at the edges. (4)
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The deceased was a triend ot the tfamiiy. (59
The salesman was sincere in his approach. (69)
The ambassador was accompanied by a quardsman. (62)
The senator was assaulted during the rally. (108)
The scientist was devoted to his research. (48)
The nation was a model ot democracy. (9)
The area was rich in natural resources, ; (22)
The province was governed by a parliamentary majority. (112*-\\
The country was admitted to the United Nations. MR YA
The island was situated in the Mediterranean. | _ N (75)
R W
" These gilrls were the hostesses for our party. RSN (102
Those witnesses were ignorant of the true facte. = (1)
Those divers were assisted by a deckhand. : (2)
These musicians were auditioned for the orchestra. (9 1)
These ladies were refined in thelir behavior. (uu)
Those sculptures were the work of 4 creative person. (5)
Those textihooks were essvntial for the course. (115)
These paintings were donated by a wealthy widow. (87)
These towers were erected in the nineteenth century. (37)
Those proposals were doomed trom the start. (8)
A reckless idiot was the driver of the vehicle,. (65)
A visiting Clergyman was present for the ceremony. (105)
A recent graduate was intervieved ty the dean. (13)
A French chef was hired for the banquet. (56)
A certain miser was reputed to be rich. (80)
A one-act comedy was the entertainment for the evening. (32)
A bachelor apartment was vacant in our building. (3)
A bigger . .aputer was ordered by the management. (92)
A long petition was presented to the mayor. (42)
A station wvagon was suited ta. our needs. (104)

Han%/federal politicians vere a discredit to their party.

(120)

Na Club members were behind in their dues. (43)
Mafy radical priests were denounced by the Pope. (107)
ny prominent lawvyers were appointed to the commission. (35)
ny previous offenders were addicted to heroin. (60)
Many forest fires were the resul+ of carelessness. (90)
Many office buildings wvere grimy from air pollution. (85)

Many hidden talents were discovered by the assistant coach.

' (6)
Many violin solos were included in “e prograam. (23)
Many insuraunce claims were related Lo the accident. (66)



The team captain was high scorer ot the season.

The tat gentleman wa: uncomfortable on the buys.

The escaped convict was recaptured by the sheritf.
The goal tender was injured during the playoft s,

The youny magician was accustomed to large aud iencegs.
5ur bedioom furniture wa- Jift from my in-laws."
Our hall closet was full ot vinter coats.

Our picnic basket was carriedi by the oldest child.
Our wall safe was robbed during our absence.

Our lizen tablecloth was lined vith plastic.

My uistant cousins wvere-experts i1n cattle breeding.

My fellow conspirators were avare of the danger.

My summer employers were investigated by the Mounties.
My college classamates were 1npvited to the w dd ing.

My sister's girlfriends we:e Clothed in faded denia.

Those faulty mufflers were the cause of all the racket.

Those soaring gliders were graceful in their flight.
Those model airplanes were designed by their builders.

Those miniature rockets were controlled from the ground.

Thosé racing boats vere streamlined in appearance.
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(94)
(74)
(U6)
(52)
(114)

(1)
(77)
(<6)
(82)
(34)

(39)
(17)
(24)
(78)
(95)

(u9)
(53)
(79)
(61)
(109)

A junior cabinet minister vas the speaker at gur meeting. (51)

A senior military officer ¥as responsible for pational
security.

(98)

M popular bilingual candidate ¥as nominated by the Ljiberals.

A former state governor was elected to the presiden-y.

(41)
(103)

An elderly hospital patient was engaged in useful therapy.

a (15)
A bright red Ferrari was the car of his dreans. (96)
A shiny new Cadillac was conspicyous in the showrooa. (27)
A cosplete stereo systea was installed by a technician. (72)
A smashed red convertible ¥as consigned to the scrap heap.
(50)
A green panel truck was involved ir A night's robbery. (20)
Several school board members were & ‘v .smen of the

community.

(16)

Several Olyapic goid redalists wvere preseut in the audience.

4

Several retired film stars were honQ}ed by the Academy.

Several Australian tennis Players were provided with

accommodation.

Several Hollywood beauty gueens vere renowned for their
. complexions.

(117)
(68)

(28)

(84)
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keavy voollen blankets wore g requirement topr the traip.

(70)
extra canned rations were necessary tor CRECJONC1es. (63)
vars sleeveless sweaters were knitted by our wives. (38)
clean white shirts were delivered from the laundry. (14)
nylon fishing lines were entangyled in the veeds. (55)
busy rock collector was a student of geology. (H1)
noted brain surgeon was famous for his technique. (1)
nev heavyweight champion was congratulated by his

admirers. (116)

lone bank robber ¥as pursued across Nevada. (97)
amateur folk singer was endowed vith natural talent. (6u)

finance committee's SULvVey was one iteWw on the agenda.
- (29)
Supreme Court's decision was relevant to civil riglits.
(40)
improved hiring policy was proposed by the staff
association. (18)
new salary schedul¢ was approved at the last board
f meeting. (1)

The fOlpany representitive's report was. biased in their
, \

The
The
The
The
The

The
The
The

favor. (100)

.

N

three returning astrémauts vere the heroes of the spacge
program. (73j)
youthful mountain clikbers were praud of their
accocaplishment. (31)
fev surviving crewmen vere questioned by reporters. (57)
Prime Minister's children vere escorted to the plane.
, . (111)
nation's labor unions were opposed to higher taxes. (30)

cathedral's twin spires were a landmark of the city. (70)

proposed tax cuts were inportant to his constituents. (88)

rickety old tenements were condemned by the building
inspector. (83)

The student council's complaints were dismissed as a

The

; nuisance.
vest coast beaches were deserted in the winter. (25)
N



APPENDIX D

EXPEKIMENT 0 INSTRUCTIONS TO SHBJIECTS
Note:  7These jlustructions were read orally to all subject an,
Experiment 2. The 1ows of dots indicate  time Fapse:
tor answering subjects® questions and for performance ot +ho

tasks.

"The deck of computer cards in front of you contailns a
large number of siaple English sentences, one  on each card.
No two of the santence: are exactly . like,. but many of then
are very similar to each other in cegptain ways. The puropose
of thls resedarch is to find out vhich characteristics of
sentences are most important tor communicating in English.

Betore we begin, 1 would like you to get an 1d0§§or the

difterent kinds of sentences there are, here, 1n the ek
The sentence cdards are on the table, face down. When sé
'Go,' please turn the cards face up, one - 1 time; read each
sentence once, quickly, to yourself, the 11 e the card face
down in a second pile. As you go thro - he deck in this
way, some oOf the sentences may =trike Teu S strange, 1n
their wording. This 1is because the sentences are not

meaningfully connected with each other, and do not form part
of a normal conversation; 4ny sentence can sound strauye,
wvhen it is not being used in +*he approprriate circumstarces.
Please try to ignore these slight oddi*ies, and concentrate
instead on the different kinds of sentences there are, in the
deck. T[o you understand? . . . )

Go. - - -

As you probably .oticed, many of these sentences begin
with the same word. That 1is to say, many of them are
stateaents about similar subjects. This research, however,
1s not cancerned so much witn what people talk about as it is
vith how = people express their thoughts about  things;
therefore, please try to ignore the specific topic of each
sentenc . and concentrate instead on the different Xxinds of
sentenc s there are, in *he set. .

| W

For example, if 1 were to say to you: \

2

1. George ate bananas this BOrning.

- 293 -
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I would be expressing to You a  certain tact about Geopge,
namely that he pertormed a certain  act (he ate) on a certain
object (bananas)  at o certain taime (thic morning). Do you
understand? o

;

Then, 1f 1 waid to you:

¥ George ordered firied chicken yesterday.

DI
3. My tather bougyht ajnew car last w.ewek.

I would be  yivirg you intormation which 15 d1fferent 10
detail from the information in the firs example -~ different
subjects, difierent  actions, Jdifferent objects, ditferent
time: but I would not be expressing a difterent kind of
thouy. o: [ would still be telling you what someone did

(veorge ate; George orde: .d; ay father bought), to what
object he (ot she or they) did it {bananas; t:i1ed chicken; a
hew car), and when (this wmorning; yesterday; last week). Do
you understand? . . .

Now, on the other hand, if 1 were tg say to you: .

4. George ate heartily this WOrning.

or
5. The boys dived eagerly into the water.

I would not be telling You quite the same kind of information
as before, because I would no longer be telling you what
object(s) a certain action was done . to, or when, but I would
be telling vyou how an action was performed (heartily;
eagerly), and, in the last case, where (into the water). Do
you see the subtle difference between these two types of
sentences? . . .

As you vere reading the sentences on the cards, you may

have formed scome ideas about the different kinds of
Statements there are, in the deck. These sentence patterns
are not the same, of course, a-= > examples I have just
given you, but the kinds of dif es I want you to look
for are similar. That is, do not .ooj ierely for differences
in- detail as to who, what, wher vhe o, and so forth, but
look for important differences kind of information
that is being expressed. Try to ¢ the subject that is
being talked about, in each case; attention, rather, to

the kind of thing that is being said ..out it.

Your task will be to sort out all of these sentences into
plles,one pile for each of the different kinds of statement,
aS you perceive them. But you are not to perform this task
all at once: in order that I may get an idea of which
expressive differences are most meaningful to speakers of
English, I will ask you to sort the sentences out 4p three
stages, ﬁ%}

A
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Frpat, you widl be asked to  divide the  whole get a3
LONEVHCES int o two mdin gyroups, according to ¥Yhat ot ke you
¢S A he  most l@portant ditterence hetweon them.,  Then, you
o will be asked to  divide those two Jroup:s 1nto  two smaller
Jroups  each, again and again, until the ROsSt  1mportant
sentence  types are  all in separate piles, ¥hile you are
0Lt ing sentences out, you may, of ceurse, rearrange them on
the *able 4g you see fit; but once Yyou have fingshed
Sepdiating a group 1nto two smaller groups, you will not be
allowed to ‘Put those piles back together again, so  be sure
they are definitely ditferent in kind betore You separate
them. Do you understand? - . ;.

Now, ' would like you to dlivido the whole sentence set
lnto two main groups, so tth'éll the sentences in ope pile
are  similar to each other ih their thought pattern, put
diftferent in thought pattern fronp the sentences in the other
prle. Do not be ¢oncerned, at thisg point, with some bt ¢t
little differences in detail you noticed among the sentencest
You may take those differences int o account la*er on, when:
YOu subdivide the main sentence types. All I want you to do
Light now is to divide the entire sentence seot into two main
groups, with those sentences wvhich belong Loughly to the same
thought pattern in the same pile, and with those sentences
which belong to a different thought pattern together in the
other pile. I

!

The two pyﬂes of senteace cards do not need to be equal;
YOu may put as many or =s few sentences into ea pile as you
wish. It is important, however, that Yyou be consistent, and
that you sort all of the sentences out according to the sanme
Plan. Use whatever criterion Yyou wish, to separate them, but
be sure to Separate the sentences on the basis of what Yyou
consider to be the main difference between then. Do you
understand? . | , >

Go. . - -

Now, I would like vyou to subdivide these two sentence

of 3S into twc smaller groups ‘each, so that those sentences
+C are not completely alike in kind are put into separate
F- "« All of the sentences in each group have something in

common, because you Jjust put thenm together this wvay; but no
tvo sentences are exactly alike, so there must be something
different -about them, as well. Please Separate the sentences
of each group according to what you think is pow the main
difference between them. This difference might not be the
same for the sentences in Group 1 as for the sentences in
Group 2} you vill have to decide for yourself what the main
Subtypes are, in each group, and divide each group
accordingly.

\\ . Once again, you @ay put as many or as few sentences into

each of the smaller Files as you wish, as long as you
/

(
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separate the sentences ot each group consiistently, according

to the same plan. Please remember that it's not what the
sentences talk about that is important, hut tather, the kind
ot information that i« being expressed about the subject. po

you understaand? . . -
Go. . . .

And, now, I would 1like You to re-examine each of these
(tour) subgyroups of sentences, and see if You can subdivide
them one step further. YyYou ay, Or you may not, consider the
sentences in a subgroup to be very different in kjind from
@ach other now, but please go through eacn subgroup once
more, before you make Your decision. Keep in mind that we
are mdinly concerned with types of messages, and not with
specific messaqge content. If it seems to You that one of
these (four) subgroups still contains two distinguishable
subtypes of sentence, as far as thought pattern is concerned,
pPlease separate it into two smaller piles. If not, leave
that subgroup intact, and go On with the next one.

Once again, the new Piles you wmake do not need to be
equal, and the criterion for splitting a group 1is whatever
YOu consider to be . the most important thought-patternp
difference in that group, if any. This difference might
vary, froa one group tc another, but once you have decided to
split a group, Please use the sanme sorting criterion for all
the sentences in that group. Do you understand? -« ..

Go. . - N

If there are any further Subdivisions of sentence gtoups
that you think should be made, on the basis of message type,
I would like You to make them now. It is possible, of
course, to keep on sorting until You have 120 piles of one
Sentence\each, because the sentences are all different in
some wvay; but it will not be he€cessary to go that far.
Please do not go tarough the sentence groups again, but if
YOu remember one or two tha* still contain 6entences that are
different in sonme importaat way, Please separate those into
tvo smaller piles €ach. If not, that will be all. Thank you
for your help."

X



APPENDIX E

HIERARCHICAL CLUSTER ANALYSIS
OF EXPERIMENT 2 DATA, DIAMETER METHOD

Note: The cluster analysis shown below and on the next three
pPages was produced by a computer program described by
5. €. Johnson (1967). The ‘diameter!? Or 'maximum' method of

computation tends to yield highly interpretable, compact
clusters, emphasizing whate. :r hierarchical structure 1is
inherent in the similarity data. The sentence identification
codes are explained below.

Sentence Main Degree of Dissimilarity
. Codet Predicate 0 5 10 15 20 25 30

JIPI4 were transported ---)
41PI4 were delivered -~=)-)

3DPI4 were controlled =  ———=v ))
4IPIS were entangled @ == 06———--_ ))
2IPA4 were trampled - )—~-)
4UDPAY were escorted - ) )

2DPAY were auditioned: - ‘ ) )
3DPAY were invited . <) --)--) ) )
3IPA4 were appointed -=) ) ) )
4IPAY4 were provided with ==)=-=))----) )
3DPAS were clothed = = ———___ ) )
)

)

)

)

)

ZDSEQ were erected -}

4DPIS5 were deserted -))

3IPI4 were included -=-))

4DPAS were opposed =) ) ———_—————
UDPIU were dismissed =)=

3IPA3 were denounced -=)

)
4IPA3 vere honored -=)--) )
3DPA3 were investigated -=) )---) )
4DPA3 were questioned -=)--) ) —~-- ) )
2IPA3 were arrested ' --) &) ) )
2DPA3 vere assisted -=)-—-—--- ) ) )

‘ ) == ) )
3DPI3 vere designed --) ) )
UIPI3 were knitted T ==))--) ) . L)
3IPI3 were discovered --=) ) ) )
2DPI3 were donated --) )) —————-- ) )
4DPI3 were condenned ==)==-)) )
2IPI3 were ignored —————-) )

- 297 -



2IPA2
2IPAS
2DPAZ2
2DPIS
2DPAS

3DPA2
4DPAZ2
3IPAZ

2IPA1
4IPA1
2DPA1
3DPA1
4DPAN
3IPAN

31IPAS
4IPAS
4IPAZ2

2IPI2
31IPI2
2IP15
3IPI5
41PI2

3DPI2

3DPIS5
2DPI2
4DPI2

4IPIN
4DPIN
2DPI1
3DPI1
2IPIN
3IPI1

wvere
vere
vére
were
vere

were

were
wvere

were
were
were
were
were
were

were
were
were

were
were
were
were
were

were
were
were
were

were
were
were
were
were
were

insistent
tired
ignorant
doomed
refined

aware
proud
behind

members
businessmen
the hostesses
experts

the heroces
acfiscredit

addicted
renowned
present

inferior
grimy
frayed-
related ‘
necessary

graceful
streamlined
essential
important

a requirement
a landamark
the work

the cause

a strain

the result

=)

___))__
—==-)
--)
__))-__
-=-)

--)
__)_)__
--=-)
--)
a‘)_-_-

=)
--))

__-))__

--=-)

--)

)

)

=) )
) )
)) )
<)) )
)

)
)

)===)
) )

~
C N — —

. et S N N D P
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2DSAY
4DSAL
4ISAY

3I5A3
3DSA3
2ISA3
4ISA3

31SAu
3DS A4
2ISAl
2DSA3

3DSI3
4ISI3
31S13
2ISI3
2DSI3
4DpSI3
UDpSIY
4DSA3

3DSI4
UISTIY
3DS1IS
2ISTu
3IST14
2DS14

41sSAS5
4ISI5S
2ISAS
2ISI5

was
was
was

was
was
was
was

was
was
was
was

was
was
was
was
was
was
wvas
was

was
was
wvas
was
was
¥as

was
was
was

vas

assaulted
pursued
elected

interviewed
recaptured
expelled
nominated

hired
injured
introduced
accompanied

carried
installed
ordered
subnitted
governed
proposed
approved
congratulated

robbed
consigned
lined
played
presented
adritted

engaged
involved
gathered
headed
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N,

T N N N N e N e e e e e e e e v e e v e —

3ISI2 was vacant --)
3DSI2 was full T -=)-)--)

2ISI2 was 1deal -—==) )

2DSIZ2 was rich --) ) =)

2DS15 was situated —=)——==) )mm—————— )
31515 wvas suited ) ) )
4ISI2 was conspicuous -) - ) )

)
2ISA2 was available --) )
2DSA2 was sincere -=)--) )
JDSA2 was uncom‘ortable -) ) =) ' )----)
4DSA2 was famous -)-—--) )-——-- ) ) )
31ISA2 was present -) ) ) ) )
4ISA2 was responsible -)-——--- ) ) ) )

) -———-- ) )
4DSI2 was relevant --) ) )
4DSI5 was biased -=)-=-) ) )

) ) )
IDSAS was accustomed --) y——— == ) )
SA5 was endowed ‘ -=)=) )
2DSA5 was devoted -) ) =) ) —————- )
3Isi” wa reputed -)--) )
)
)
2ISA1 wes * = Le..er -=) )
2DSA1 was ~iend e ) ) )
3ISAT1 was t. < iver --) )) ——~——— ) )
3DSA1 was nigh -ccrer -=)=-)---)) ) )
4DSAY1 was a stu. en- -—=-) ) ) )
4ISA1 was the spe- - ser = 0o—meoeoo—o- ) ) )
| )~ )
2ISIV was the highi ~-=) )
2DSIt was a model -—) - ) )
3ISI1" was the ente-t. . en -t ) ~————-- )
4DSIT1 was one itenm =) )
3DSIT1 was a gift - Y e-)

4ISI1 was the car

™~
2, 3, or 4 = number of wo-d. 'mn e
D or T = definite or indefin: - = = 2iner
S or P = singular or plures su.
A or I = animate or inanima' - s1
1 2, 3, 4, or 5 = type of Lredil A 2L C) .



APPENDIX F

HIERARCHICAL CLUSTER ANALYSIS
OF EXPERIMENT 2 DATA, CONNECTEDNESS METHOD

Note: The cluster analysis shown below and on the next four
pages was produced by a computer brogram described by
S C. Johnson (1967) . The ‘connectedness' or ‘pinimum’

method of computation tends to yield less interpretable,
chain-like «clusters, emphasizing inter-cluster similarity
relations, as well as the hierarchical structure wvhich 1g
inherent in the data. The sentence identification codes are
explained above, in Appendix E.

Sentence Main Degree of Dissimilarity

Code "Predicate Q. 5 10 15 20 25 30

4IPIU were delivered ?---)
2IPI4 were transported --=))
4IPI3 were knitted e
3DPI4 were controlled =  —w-—w- ))
3DPI3 were designed  —______ ) ) —m—— - )
UIPIS were entangled = = @ o————____ )

3IPA3 were denounced --)

4IPA3 were honored -—)-————-- )
3DPA3 were investigated --) )
UDPA3 were questioned ==)===) 1))
2DPA3 wvere assisted --) ) —-))
2IPA3 were arrested -=))--) )
2DPI3 were donated --=) . )
4DPI3 were condemned = = ——mem—em___ )
3IPI3 were discovered = = ——m——ooo___ )

2DPAY4 were auditioned --)
3DPA4Y were invited -=))
3IPAU4 were appointed R e B e T )
UIPAY4 were provided with —-—===)

<DPI4 were erected = = —m—o—m—___
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2DSAY
4UDpSAY
IDSAY
JISA3
RYURY. W
2ISA3
3DSI1I3
LISI3
31513
31ISA4
2DSA3
3DS14
4ISTU
3JISIU
415A3
2IST4
2DS 14
3DS1I5
2ISAL
4ISAY
2IS15
4psi3

Lppau

25&13

4ISAS

4Is515

vas

wAa s

wvas
was
wvas
vas
¥as
vas
was
wvas
was
was
was
was
was
was
was
was
was
was

was

was

vere escorted

was submitted

was
¥as

assaulted -==)
pursued —==)=)--=)
lnjured o ) )

interviewed ---) )
recaptured
expelled o ——-_ )

carriled ~-)
installed
ordered -==-)

hired e ___ )

accompanied
robbed --)

consigned
presented —-—==)

nominated = = === @~a—o——_o____
played e
admitted = = =00l oo
lined = @ —emeceoao _—
introduced = = = @————meoo—___
elected = 0.
headed e
proposed = 0 =l

engaged ' -) ) -
involved

.



31512
3DSIZ
2ISI?2
2DSI2
2DS15
41S12

2DSI1
2ISI1
3DsI
4ISI1
4psI11
3ISIN

2ISAZ2
2DSA2

4psa2:

3DSA?2
31s5a2
4rSa2

-2ISA1
2DS A1
3DSA1
3Isal
4DsSA1
41ISA1

4DSI12
4ps1Is

3ISIS
2DSAS

4DSA3

2IsSAa5

wWas

was

vas
was
was
was

was
was
was
was
wvas
was

was
was
wvas
wvas
was
was

was
was
wvas
wvas
was
was

¥as
vas

wvas
was

was

was

vacant

full

1deal

rich
situated
conspicuous

a model

the highlight
a gift

the car

one itenm

the entertainment —-)--—-—______ <-

available
Sincere
famous
uncomfortable
present
responsible

the leader

a friend
high scorer
the driver
a student
the speaker

relevant
biased

suited
devoted

congratulated

gathered

==)-)--)
-==c) )

‘_) _) _——— -

-==-)

)

)

AAAAA—\AAA

)) -

)
)
)
))
)) -
))
)

AA“AAAAAAA

—_————

N et et " e e e
vwv\—ﬁs.«vvvvv

AA’-\AAAAAAA

AA’\’\AAAAAAAAAAAAAAAA
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2IPA2
2IPAS
LrpaAs

2DP1I5
ZDPA2
3DPA2
4DPA2
3IPA2
3IPAS

2DPAS

2IP12
3IPI2
UIPI2
3IPIS

Uppr>2

JIPIu
2IPIS

4IPI1
4pPIM
3DPI2
3DPIS
2DPI2
3DPI1
2DPI1

vere insistent
vere tired
¥Yere renowned

were doomed
vere ignorant
vere aware
were proud
vere behind
were addicted

vere refinegd

were inferior
vere grimy
vere necessary
vere related

wvere important

wvere included
vere frayed

WE€re a requirement

Were a landmark
vere graceful
vere streamlined
were essential
were the cause
were the work

--1)
-=1))
B R REEEEY
( )
-) )
- 0) ))
) )
7)) )
—={=-)) -=-)
i Rl
( )
B AT )
(
(=~ (
(=g

(
)
=) =) ¢
-===)H))
————— 1))

(()
————— 1)

((-)
————— 1))
————— t--))

()
=)o)
S m=t=--))
) )
=)= =t----))
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3IDSAS
4DSAS

3ISAS
3IPIN
4IPA2
2IPAY
4DPIS
4pPIU
4DpsI1y
2IPA1
41PA1
2DPA1

3DPA1
4DPA

3IPA1
2IPI3
2DSI3
3DPAS

2IPIN

¥as accustomed
vas endowed

ués reputed

were the result
vere present

vere trampled

wvere deserted

were dismissed

¥as approved

were members

were businessmen
were the hostesses

vere experts
were the heroes

were a discredit
were ignored
wWas governed
were clothed

vere a strain

) $)
=)
()
-—-1)
Q)
-—-F)
()
=== 0
0
-—A)
()
-—=Q
(--)
-€--)
(
“(
-1{-)
=€=))--)
-t--) )
(( ))
1) ))
€ ----))
(((==—--- )
tt---—-- )
((
1(
(--)
< )
(=-)
{--)
(
<
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