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Abstract

This thesis addresses two important topics of deflators and log-utility-related

optimal portfolios for markets stopped at a random time τ . This random time can

model the death time of an agent in life insurance or the default time of a firm in

credit risk. For the topic of deflators, the thesis elaborates extensively an explicit

parametrization of the set of all deflators, which constitutes the dual set of all “ad-

missible” wealth processes. We describe explicitly both cases of local martingale

deflators and supermartingale delators as well. These results are essentially based

on the martingales classification and representation introduced and developed re-

cently by Choulli et al. [33] for progressive enlarged filtration.

Concerning the second topic of optimal portfolios, we focus on quantifying the im-

pact of random time on these portfolios. In fact, we consider log-utility maximiza-

tion problem, whose solution relies and is intimately related to the optimal deflators.

Thus, we start by describing the optimal deflator for stopped models at random time

τ , and then elaborate the duality which lead to the log-optimal portfolio. In mean-

time, as an important intermediate result, we characterize the log-optimal deflator

and log-optimal portfolio for general semimartingale market models without the

no-free-lunch-with-vanishing-risk assumption. Finally, the numéraire portfolio for

model stopped at τ is also detailed and fully described in different manners.

For both topics, the thesis elaborates results for general semimartingales models

and illustrates those results on several practical models. Among theses, we cite

the exponential Lévy models (such as Jump-diffusion model and Black-Scholes mar-

ket model), the volatility models (such as Corrected Stein and Stein Model and

Barndorff-Nielsen Shephard Model), complete market model, and discrete time mar-

ket models.
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Preface

Chapter 3 of this thesis has been submitted as Choulli, T. and Yansori, S.,“Deflators

and log-optimal portfolios under random horizon: Explicit description and optimiza-

tion”, submitted to Finance and Stochastics, 2018.

Chapter 4 of this thesis has been submitted as Choulli, T. and Yansori, S.,“Notes on

the log-optimal portfolio: Necessary and sufficient conditions for its existence and

duality”, submitted to Applied Probability Trust, 2018.
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It is not knowledge, but the act of learning, not possession but the act of getting

there, which grants the greatest enjoyment.

– Carl Friedrich Gauss, 1808.
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Chapter 1

Introduction

About 2600 years ago, philosopher Thales came with an idea of a contract for press-

ing of olives in the forthcoming season which is known nowadays by ”call option”.

He also had some ”additional information” at the beginning, thanks to his expertise

in astrology, which allowed him to anticipate a great harvest season (see [20]). We

can find several examples of such interplay between finance and mathematics since

then. However, modern finance and mathematical finance were born in 1900 only.

In fact, on March 29th, 1900, Louis Bachelier defended his PhD thesis “Theory of

speculation” at Sorbonne University in Paris. On that date, via Bachelier’s thesis,

modern finance, mathematical finance, and stochastic calculus as we know them

today, were born. Since then, financial mathematics has been growing enormously

in academia and industry.

1.1 Random horizon in finance and economy

The economic problem of how a random horizon will impact an investment is old and

can be traced back to Fisher [70]. Fisher considered a time-horizon that is related to

the death of a life. He argued that even at the time loan seems to be ”risk-free” and

the financial risks related to the loan doesn’t exist, it is still affected by “uncertainty
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of human life” and as a consequence has an impact “on every business transaction

into which time enters”. In [70], he wrote

“Even when there is no risk (humanly speaking) in the loan itself, the rate real-

ized on it is affected by risk in other connections. The uncertainty of life itself casts

a shadow on every business transaction into which time enters. The uncertainty of

human life increases the rate of preference for present over future income for many

people, although for those with loved dependents it may decrease impatience. Con-

sequently, the rate of interest, even on the safest loans, will, in general, be raised by

the existence of such life risks. The sailor or soldier who looks forward to a short

or precarious existence will be less likely to make permanent investments, or, if he

should make them, is less likely to pay a high price for them”.

Since Fisher’s work, there were many debates and discussions in the economics lit-

erature about the impact of a random horizon on the market. In 1965, for instance,

Yaari [124] investigated the optimal consumption by considering the uncertain life-

time in a deterministic market. Optimal investment and optimal consumption stud-

ied by [115] for a first time with respect to death time with known distribution.

Later on in [78], the authors considered the optimal portfolio selection with two

independent exit times, exogenous and endogenous exit time. Exogenous exit time

is independent of the portfolio performance and can be considered as death time

and can be modelled as the jump of a Poisson process. The waiting time for first

Poisson jump is again the exponential distribution same as [29].

At the mathematical aspect, this problem is very difficult and only recently there

were some advances (see [40, 74] for details). This problem of random horizon in

finance can be viewed as a general setting for many other financial and economic

frameworks. Among these, we cite the example of credit risk theory where the ran-
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dom horizon is the default time of a firm, and life insurance with its challenging

mortality and/or longevity risks where the random time is the death time of an

insured.

Since random time contains additional information, it is clear that the random hori-

zon issue can be seen as a component of the important area of informational markets.

In these markets, there are groups of financial agents with a different flow of infor-

mation. A different and important component of this area is in the “insider trading

problem”. Herein, the insider group possesses extra valuable information from the

very beginning of the investment period. Both the financial and mathematical fi-

nance literature on this component is very extensive and rich. We refer the reader

to [75, 13, 52, 22, 23, 103] and the references therein. The key mathematical tool,

in the analysis of insider problem, is the initial enlargement of filtration (see the

works of Jeulin [86], Meyer and Dellacherie [60] and Jacod [82]. for more details).

A random time cannot be seen before it occurs. For instance, no one knows ahead

of time the death time or the time of financial crisis, and there is no single financial

literature that models the information in the default of a firm as fully seen from

the beginning. Hence the initial enlargement of the filtration is not adequate for

the random horizon problem at all. The appropriate mathematical techniques, for

modelling the discrepancy in the flow of information in the case of a random hori-

zon, resides in the progressive enlargement of filtration, see Bielecki and Rutkowski

[28], Jeulin [86], and Jeanblanc and Rutkowski [85] and the references therein. This

information modelling allows us to apply our obtained results to credit risk theory

and life insurance (mortality and/or longevity risk), where the progressive enlarge-

ment of filtration sounds tailor-fit, see [67, 15, 24].
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1.2 Deflator and optimal portfolio

The theory of utility maximization and optimal portfolio are among the important

and fundamental topics in Finance, Economics, and Mathematical Finance. The

most fundamental and essential works on optimal portfolios started in on the paper

of Markowitz [108] and the two seminal papers of Merton [110, 111]. On the one

hand, in [108], Markowitz tends to work on single-period mean-variance portfolio

selection (which is called efficient frontier) where he provided a platform for optimal

portfolio theory. On the other hand, Merton’s seminal papers developed the optimal

portfolio problem by using the utility (i.e. a function that models the agent’s pref-

erence) to address the risk and portfolio selection issues. He addressed the capital

asset pricing model (CAPM). Afterwards, the theory of utility maximization and

optimal portfolio has been developed successfully in many directions and in differ-

ent frameworks since these seminal works, see [97, 102, 118, 37] and the reference

therein. In this rich literature, the authors studied different utility functions for sev-

eral popular market models as well as general semimartingale models with a fixed

investment horizon. They practically neglected the impact of a random horizon on

the optimal selection portfolio and/or investor’s behaviour. For further details on

this topic, we refer to the works of Karatzas et al. [97], Kramkov and Schachermayer

[102], Cvitanic, Schachermayer, and Wang [53], Karatzas and Zitkovic [98], and the

references therein to cite few.

The logarithm utility case attracts tremendous attention, even in the general semi-

martingale models, due to the nice feature of the log-utility. From the rich literature

on the subject, it can be concluded that there are two types of optimum portfolio

linked to the logarithm utility due to the discrepancy between the assumption of

“admissibility” and the criterion of optimization. The first type is known as growth

optimal portfolio (GOP hereafter), whose origins can be traced back to the Kelly’s
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paper [100]. The growth optimal portfolio is the strategy which maximizes the

growth rate of wealth up to some time horizon T . Many papers have examined the

GOP since then, we refer to [71, 49] and the references therein. Mathematically, the

growth optimal portfolio is defined as the portfolio θ∗ solution to

maxE[ln(W θ
T )],

over all θ with W θ > 0 and E[ln(W θ
T )−] < +∞. In the thesis, we call it the log-

optimal portfolio. For the GOP, the growth is a measure relative to a zero growth

rate, and hence the GOP depends on the numéraire chosen.

The second type of log-utility related portfolio is known nowadays as numéraire

portfolio. It is definitely a kind of GOP that does not depend on the numéraire

chosen, it is a numéraire-independent-GOP. It can be defined as the portfolio θ∗

having a positive wealth process W θ∗ such that

E ln(
W θ
T

W θ∗
T

) ≤ 0,

for any other portfolio θ with W θ > 0, where T is a fixed finite investment hori-

zon. For details and related discussions, see [49], it is clear that this numéraire-

independent-GOP coincides with the numéraire portfolio in the sense of [27], (i.e.

the process W θ/W θ∗ is a positive supermartingale). The portfolio numéraire was

introduced in a paper of Long [106], where he examines the relationship between

GOP and the numéraire portfolio. Since then, many authors extended and ex-

tensively investigated it differently (especially its relationship to market’s viability

and arbitrage), see [36, 49, 79, 91, 94] and the references therein. Today, it is

known that GOP coincides with the numéraire portfolio whenever it exists. How-

ever, in general, the numéraire portfolio can exist while the GOP may fail to exit,

see [36] for an example and related discussions. Since the time of Arrow and De-
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breu, there has been a growing interest in understanding the relationship between

non-arbitrage, the viability of the market and the problem of utility maximization.

They showed in [21] that the optimal portfolio, no-arbitrage and equivalent mar-

tingale measure coincide. Recently, Karatzas and Kardaras [94] showed that the

No-Unbounded-Profit-with-Bounded-Risk (NUPBR) condition and the existence of

the NUPBR portfolio are equivalent. Under the No-Free-Lunch-with-Vanish-Risk

(called NFLVR hereafter) assumption, the most advanced literature on the log-

optimal portfolio, [71, 104, 13], characterizes explicitly this portfolio for the general

semimartingale market models. However, see [36, 105, 117], there are many financial

models that violates NFLVR, while they might admit the log-optimal portfolio. For

market models under progressive enlargement of filtration, which incorporate the

two important settings of credit risk and life insurance, NFLVR remains an open is-

sue, and hence [71] is not applicable to these cases. However, for these latter models,

see [6, 7], the no-unbounded-profit-with-bounded-risk (NUPBR) is fully analyzed,

as it is the minimal no-arbitrage condition for a model to be financial “worthy”.

Furthermore, see [31] for instance, recently there has been an interest in extending

the existing results on utility maximization to models satisfying NUPBR, while they

might violate NFLVR. One of the main contributions of this thesis is to establish

the duality for the log-utility maximization and describe its solution without the

No-Free-Lunch-with-Vanishing-Risk assumption on the market model.

In [30], the authers studied the optimal investment strategy problem with ran-

dom horizon time which is not a stopping time with respect to the flow generated

by the stock, but instead of knowing the conditional distribution function of the

time horizon. In [1], Aase studied the optimal investment/consumption problem

by considering the remaining lifetime as random time Tx and defined the survival

probability function as an exponential density function. Many literature considers

stopping times as death time so far, or the distribution function of the death time is
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known, contrary to our study. Here, in this thesis, the random horizon (death time)

is as general as it can be, and it might not be a stopping time with with respect to

the public flow of information.

The majority of the financial and the mathematical literature on the interplay of

information and optimal portfolio are devoted to the optimal investment/portfolio

problem and arbitrage for an insider who has a private information at the beginning

of the investment period. This requires the study of an initial enlargement of filtra-

tion (see e.g. [13, 72, 96]). They have recently studied an insider’s optimal portfolio

problem for the Hara utility function and suppose that the insider has access to more

information. You can find their achievements in the works of [62, 63, 75, 76, 77].

In a more general enlargement of filtration setting, the investment problem was

discussed in [101]. The case of a progressive enlargement of filtration as in credit

risk modelling or life insurance (mortality or longevity risk) is less investigated. Re-

cently, in [88], they study the optimal investment problem for logarithmic utility

under default risk where the information of default time is considered as an ex-

ogenous risk and consider the mixture of both enlargement methods. Recently, in

[84, 125, 126], the optimal strategy under random horizon τ which is external to

market was considered. Their method is based on the BSDE approach.

1.3 Summary of the Thesis

The thesis contains six chapters including the current one and one chapter for prelim-

inaries. This thesis is based on several research papers co-authored by the candidate

during his PhD studies under the supervision of Prof. Tahir Choulli, see[45, 46, 47].

The thesis includes four innovative chapters and a preliminary chapter. We keep

each chapter of this thesis as independent and self-contained as possible. The orga-

nization of these six chapters is further detailed, below.
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Chapter 2 recalls different financial concepts and some stochastic tools and theorems

that will be very useful throughout the thesis. In particular, this chapter includes a

review of deflators and no-arbitrage concepts, local martingale representations and

the predictable characteristics of semimartingales. In the last two sections, we ex-

plain a mathematical model for capturing the additional information borne by the

random time. Furthermore, we recall stochastic structures of the additional infor-

mation and slightly extend a martingale representation result of Choulli et al. [33],

which plays a vital role in our analysis and it is used frequently in this thesis.

Chapter 3 deals with the explicit parametrization of deflators for the models stopped

at the random time in terms of deflators of their original counterpart models and

the survival processes associated with the random time. We begin with local mar-

tingale deflators, and then deal with supermartingale deflators, as the largest class

of deflators. The explicit parametrization of deflators is achieved without any as-

sumption for the most general semimartingale model, whereas few sections of this

chapter illustrate our results on various popular and practical market models. In

addition, we will show how our parametrization is collective and certainly includes

all restricted models.

Chapter 4 addresses the log-optimal portfolio for a general semimartingale model.

We characterize a complete log-optimal portfolio and its associated optimal deflator,

we provide necessary and sufficient conditions for their existence, and we elaborate

their duality as well without NFLVR. There are many financial models that violate

NFLVR, while they might admit the log-optimal portfolio. We also elaborate on the

main result and discuss its relationship to the already existed literature. Chapter 4

closes the existing gaps in this research direction. Herein, it also contains some new

intermediate useful results.
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Chapter 5 addresses the dual problem of the log-utility maximization problem for the

models stopped at the random time, and completely characterizes the log-optimal

deflators for a quasi-left-continuous semimartingale model. Our main innovative

contribution in this chapter is the description of an optimum deflator for a log-

utility maximization in different manners and as explicit as possible. Thanks to

the deep result of martingale classification and explicit deflator parametrization in

Chapter 3, we assess the dual problem of the utility maximization problem. In the

last two sections, we illustrate our results on the many important market models

such as the case of the exponential Lévy market models, volatility models, and com-

plete market model.

Chapter 6 focuses on the log-utility maximization problem itself, this chapter gives

a complete characterization of the log-optimal portfolio under the random horizon,

its relationship to the corresponding log-optimal deflator of Chapter 5, and beyond

that. In particular, we discuss the impact of the random horizon on the numéraire

portfolio in different manners, and how the random horizon induces randomness in

an agent’s utility. It is worth mentioning that random utilities appeared first in

economics within the random utility model theory due to the psychometric litera-

ture that provided empirical evidence about stochastic choice behaviour. For details

about this theme, we refer the reader to [121, 109, 51, 50] and the references therein

to cite few. A random field utility represents the preference of an agent (or the

agent’s impatience as called in Fisher [70]), which is updated at each instant using

the available aggregate flow of public information about the market. While, several

popular and particular models are treated and discussed in this chapter.
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Chapter 2

Notations and Preliminaries

In this chapter, we review some concepts (mathematical, statistical or financial/eco-

nomic), and properties on stochastic processes, and their preliminary analysis. For

all mathematical terminologies and techniques that are not included in this chapter,

we refer to [57, 61, 81, 83, 59, 73].

This chapter contains six sections. Section 2.1 defines stochastic elements and pro-

cesses that we used in this thesis. Section 2.2 introduces deflators and no-arbitrage

concepts and some of their preliminary properties. Section 2.3 recalls Merton’s

optimal portfolio problem. In the fourth section, we present the predictable char-

acteristics of a semimartingale. Section 2.5 presents the mathematical models for

additional information. Section 2.6 introduces the G-local martingale representation

theorem and other related properties.

Throughout the rest of the thesis, our mathematical and economic model start with

a filtered probability space (Ω,H,H := (Ht)t≥0, P ), where filtration H := (Ht)t≥0

satisfies the usual conditions of completeness and right-continuity. The filtered

probability space is also called a stochastic basis in the literature.
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2.1 Universal notations and properties

This section recalls the stochastic elements, and related definitions that will be used

through out the thesis. Most of the definitions and results of this section can be

founded in Jacod and Shiryaev [83].

Definition 2.1: A process X is called càdlàg, or RCLL, if all its paths are right-

continuous and admit left-hand limits.

Definition 2.2: (i) The predictable σ-field is the σ-field P(H) on (Ω × R+) that

is generated by all càg (left continuous) H-adapted processes. Furthermore, a

process X that is P(H)-measurable is called predictable and it will be denoted

by X ∈ P(H).

(ii) The optional σ-field is the σ-field O(H) on (Ω × R+) that is generated by

all H-adapted and RCLL processes. Furthermore, a process X that is O(H)-

measurable is called optional and it will be denoted by X ∈ O(H).

Definition 2.3: If Y is a stochastic process and θ is a random time (i.e. a nonneg-

ative random variable), then Y θ is called stopped process and satisfies

Y θ
t := Yt∧θ, t ≥ 0.

Here, we define the following stochastic intervals as

[[σ, θ]] := {(ω, t) : t ∈ R+, σ(ω) ≤ t ≤ θ(ω)},

[[σ, θ[[ := {(ω, t) : t ∈ R+, σ(ω) ≤ t < θ(ω)},

]]σ, θ]] := {(ω, t) : t ∈ R+, σ(ω) < t ≤ θ(ω)},

]]σ, θ[[ := {(ω, t) : t ∈ R+, σ(ω) < t < θ(ω)},

where σ and θ are random times.
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Definition 2.4: [83] θ is called an H-stopping time, if θ is a random time such that

for all t ≥ 0, the set (θ ≤ t) := {ω ∈ Ω : θ(ω) ≤ t} belongs to Ht.

Lemma 2.1: [112] Let θ be a random time. θ is an H-stopping time if and only if

[[0, θ[[, or equivalently [[θ +∞[[, is an H-optional set.

If Y is an Hσ-measurable random variable, then the following processes are optional:

Y I]]σ,θ[[, Y I[[σ,θ[[, Y I]]σ,θ]], Y I[[σ,θ]].

Definition 2.5: An H-predictable stopping time is an H-stopping time such that

the stochastic interval [[0, θ[[ is H-predictable.

Proposition 2.1: [59, 112] Let T be an H-stopping time, which is the debut T (ω) =

inf{t : (ω, t) ∈ A} of an H-predictable set A. If [[T ]] ⊂ A, then T is an H-

predictable time.

The following concept could be a kind of partner for predictable stopping times.

Definition 2.6: Let T be an H-stopping time.

(i) T is called H-totally inaccessible if P (T = θ < +∞) = 0 for all H-predictable

times θ.

(ii) T is called H-accessible if there exists a sequence of H-predictable stopping

times σn, such that [[T ]] ⊆
∞⋃
n≥1

[[σn]].

Any stopping time can be presented by a totally inaccessible part and accessible

part. This idea is presented by the following theorem and we refer to [83, Theorem

2.22] for its proof.

Theorem 2.1: Let T be an H-stopping time. There exist a sequence of H-predictable

stopping times (Sn)n≥1 and a unique (up to P-null set) HT -measurable subset A

on {T < +∞}, such that the stopping time TA is totally inaccessible, and the

stopping time TAc satisfies [[TAc ]] ⊂
⋃

[[Sn]]. TA is called the H-totally inaccessible

part of T , and TAc its H-accessible part. They are unique, up to a P-null set.
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Definition 2.7: A càdlàg H-adapted process X is called quasi-left-continuous if

∆XT = 0 a.s. on the set {T < +∞} for every H-predictable stopping time T.

Here, we define martingale, sub-martingale, and super-martingale. We refer the

reader to [64, 83] for more details and related properties.

Definition 2.8: Let X be an H-adapted càdlàg process on the stochastic basis

(Ω,H,H, P ).

(i) X is called an H-martingale (resp. sub-martingale, resp. super-martingale) if

E|Xt| < +∞ and for all s ≤ t,

E[Xt|Hs] = Xs, (resp. E[Xt|Hs] ≥ Xs, resp. E[Xt|Hs] ≤ Xs). (2.1)

(ii) X is called an H-local martingale if there is an increasing sequence of H-

stopping times (θn)n≥1 ↑ +∞ , such that each stopped process Xθn is an H

martingale.

The set of all H-martingales is denoted byM(H), and also the set of nondecreasing,

right-continuous, H-adapted and integrable processes will be denoted by A+(H).

Definition 2.9: [99] Let M be a uniformly integrable martingale with M0 = 0, and

for 1 ≤ p < +∞ we set

||M ||BMOp = sup
θ
||E[|M∞ −Mθ− |p|Hθ]1/p||∞,

where the supremum is taken over all stopping time θ. Then we call

BMOp := {M : ||M ||BMOp <∞},

is denoted by BMOp. M is called an BMO1-martingale , if M ∈ BMO (i.e.

p=1).

Definition 2.10: C0(H) denotes a class of processes for the filtration H, withX0 = 0.

13



C0,loc(H) denotes a class for the family of processes X, if there exists a sequence

of H-stopping times (θn)n≥1, such that the family of processes Xθn ∈ C(H)

Definition 2.11: (i) Two H-local martingales M and N are called orthogonal if

their product MN is an H-local martingale.

(ii) An H-local martingale X is called a purely discontinuous H-local martingale

(or a pure jump H-local martingale ) if X0 = 0 and if it is orthogonal to all

continuous H-local martingales.

Below, the following corollary characterizing purely discontinuous H-local mar-

tingales.

Corollary 2.1.1: [83, Corollary I.4.55] Let M ∈ M0,loc(H). M is a pure jump H-

local martingale if for any continuous process N ∈M0,loc(H), we have [M,N ] = 0.

Here we state the decomposition theorem for local martingales.

Theorem 2.2: Any H-local martingale M admits a unique (up to indistinguisha-

bility) decomposition

M = M0 +M c +Md,

where M c is a continuous H-local martingale, and Md is a pure jump H-local

martingale.

For its proof, we refer to [83, Theorem I.4.18].

Definition 2.12: An H-semimartingale is a càdlàg H-adapted process X of the

form X = X0 + M + A, where X0 is a finite-valued and H0-measurable random

variable, M is an H-local martingale and A is a finite variation process.

If A is predictable, we call X a special semimartingale and the decomposition

X = X0+M+A is called the canonical decomposition of X. Furthermore, L(X,H)

denotes the set of H-predictable processes ϕ, integrable with respect to X in the

sense of semimartingale.
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Below, the following theorem explaining the optional and predictable projection

of a measurable process equipped with some integrability properties. For its proof,

we refer to [59].

Theorem 2.3: Let X be a positive or bounded B(R+)⊗H-measurable process. There

exist an H-optional process o,H(X) and an H-predictable process p,H(X) such that

E
[
XT I{T<+∞}|HT

]
= o,H(X)T I{T<+∞} a.s. for any H-stopping time T,

E
[
XT I{T<+∞}|HT−

]
= p,H(X)T I{T<+∞} a.s. for any H-predictable time T.

The two processes o,H(X) and p,H(X) are unique up to evanescent set; and they

are called the H-optional projection and H-predictable projection of X respectively.

Here, we state dual predictable projection theorem for an increasing, right-

continuous and H-adapted process.

Theorem 2.4: Let A be a process in A+
loc(H). There exists a process Ap,H, which

is unique up to an evanescent set, and is an H-predictable process in A+
loc(H)

satisfying one of the following three equivalent properties:

(a) A−Ap,H is an H-local martingale.

(b) E(Ap,HT ) = E(AT ) for all H-stopping times T .

(c) E[H �Ap,H∞ ] = E[H �A∞] for all nonnegative H-predictable process H.

The process Ap,H is called the dual H-predictable projection or compensator of A.

Proposition 2.2: For any H-semimartinagle L, we denote by E(L) the Doleans-

Dade (stochastic) exponential, which is the unique solution to the stochastic dif-

ferential equation

dX = X−dL, X0 = 1,

and is given by,

Et(L) = exp(Lt −
1

2
〈Lc〉t)

∏
0<s≤t

(1 + ∆Ls)e
−∆Ls , t ≥ 0.
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Here is another simple but useful result for the nondecreasing and predictable

processes.

Lemma 2.2: Suppose V be a càdlàg (i.e. RCLL), nondecreasing and H-predictable

process such that ∆V < 1. Then 1/(1−∆V ) is H-locally bounded.

For its proof, we refer the reader to [8, Lemma A.2].

2.2 No-arbitrage and Deflators

In this section, we recall the definitions of no-arbitrage and deflators and we re-

fer to [57, 61] for this topic. We start with no-arbitrage concepts and recall the

definitions of No-Free-Lunch-with-Vanish-Risk (hereafter we called it NFLVR) and

No-Unbounded-Profit-with-Bounded-Risk (NUPBR hereafter).

2.2.1 No-arbitrage concepts

Definition 2.13: Let a be a positive real number and X be an H-semimartingale.

An X-integrable H-predictable process H is called a-admissible if H0 = 0 and

H � Xt ≥ −a for all t ≥ 0. H is called admissible if it is admissible for some

a ∈ R+.

Definition 2.14: Let X be an H-semimartingale, and consider C0, as the cone of

functions dominated by components of the set K0, where

K0 :=

{
H �X∞

∣∣∣ H is X − admissible and lim
t→+∞

H �Xt exists

}
,

K := K0 ∩ L∞, and C := C0 ∩ L∞.

We say that the H-semimartingale X satisfies the condition of

(a) No Arbitrage (NA) if C ∩ L∞+ = {0}.

(b) No Free Lunch with Vanishing Risk (NFLVR) if C ∩ L∞+ = {0}.
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Remark 2.1: (1) It is clear that (b) implies (a). The no-arbitrage property (NA)

is equivalent to K0 ∩ L0
+ = {0} and has an obvious interpretation: there should

be no possibility of obtaining a positive profit by trading alone according to an

admissible strategy.

(2) The condition of NFLVR has the following economic interpretation: there

should be no sequence of final payoffs of admissible integrands, fn := Hn �XT such

that the negative parts f−n tends to 0 uniformly and such that fn tends almost

surely to a [0,∞]-valued function f0 satisfying P [f0 > 0] > 0. If (NFLVR) is not

satisfied then there is a f0 in L∞+ , not identically 0, as well as a sequence (fn)n≥1

of elements in C, tending almost surely to f0, such that for all n, we have that

fn ≥ f0 − 1
n . For more details we refer to [57].

Definition 2.15: The H-semimartingale X is said to satisfy the No-Unbounded-

Profit-with-Bounded-Risk (called NUPBR(P,H)) condition if the set

K1 :=

{
H �X∞

∣∣∣ H �X ≥ −1 and lim
t→+∞

H �Xt exists

}
, (2.2)

is bounded in L0(P ) (i.e. bounded in probability under P ).

Remark 2.2: The terminology of NUPBR is also articulated as The First Kind of

No Arbitrage in Kardaras [93] or (BK) in Kabanov [90].

In the following lemma, we state relationships between (NA), (NUPBR) and (NFLVR).

For its proof, we refer to [90].

Lemma 2.3: The semimartingale X satisfies (NFLVR) if and only if (NA) and

(NUPBR) are satisfied, i.e., NFLVR = NA + NUPBR.

In the following theorem, we state one of the most important and fundamental

concepts of asset pricing. We refer the reader to [55, 56].

Theorem 2.5: Let X be an (H, P )-semimartingale. Then X satisfies NFLVR if and

only if there exists a probability measure Q ∼ P such that X is a σ-martingale
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with respect to Q (i.e. there exists H-predictable process ϕ such that 0 < ϕ ≤ 1

and ϕ •X is a Q-martingale).

2.2.2 Deflators

In this subsection, we recall the different class of deflators, which we use it frequently

in this thesis. Namely, we define local martingale deflators, are also called in the

literature by local σ-martingale density, and supermartingale deflators.

Definition 2.16: Let X be an H-semimartingale and Z be a process.

(a) We call Z is an H-local martingale deflator for X ( or a local martingale

deflator for (X,H)) if Z > 0 and there exists a real-valued and H-predictable

process ϕ such that 0 < ϕ ≤ 1 and both processes Z > 0 and Z(ϕ •X) are H-local

martingales. Throughout the thesis, the set of all local martingale deflators for

(X,H) will be denoted by Zloc(X,H).

(b) We call Z is a H-deflator for X (or a deflator for (X,H)) if Z > 0 and ZE(ϕ•X)

is an H-supermartingale, for any ϕ ∈ L(X,H) such that ϕ∆X ≥ −1. Throughout

the thesis, the set of all deflators for (X,H) will be denoted by D(X,H).

Definition 2.17: Consider an H-semimartingale X and an H-positive local martin-

gale L > 0. We call L is the local martingale density for X if the product LX is

an H-local martingale.

We end this subsection by the simple but important lemma.

Lemma 2.4: Let σ be an H-stopping time. Z is a deflator for (Xσ,H) if and only if

there exists unique pair of processes (K1,K2) such that K1 = (K1)σ, E(K1) is also

a deflator for (Xσ,H), K2 is any H-local supermartingale satisfying (K2)σ ≡ 0,

∆K2 > −1, and Z = E(K1 +K2) = E(K1)E(K2).

Proof. Suppose Z is a deflator for (Xσ,H). Hence Z is a positive H-supermartingale.

Then there exists an H-local supermartingaleK, such that Z = E(K). PutK1 := Kσ
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and K2 := K −Kσ. Let ϕ be an H-predictable process and X-integrable such that

ϕ∆X > −1. Then ZE(ϕ •Xσ) = E(K+ϕ •Xσ+ϕ • [K,Xσ]) is an H-supermartingale

if and only if Y := K + ϕ •Xσ + ϕ • [K,X]σ is an H-local supermartingale. This is

equivalent to Y − Y σ and E(Y σ) = E(K1)E(ϕ • Xσ) are H-local supermartingales.

This ends the proof of the lemma.

This lemma shows, in a way or another, that when dealing with the stopped

model (Xσ,H), there is no loss of generality in focusing on the part up-to-σ of

deflators, and assume that the deflator is flat after σ.

2.3 Log-optimal portfolio and numéraire portfolio

In this subsection, we provide the mathematical definitions of the utility and the

corresponding Merton’s optimal portfolio problem afterwards, we refer to [110, 111].

Definition 2.18: A utility function is a function U satisfying the following:

(a) U is continuously differentiable, strictly increasing, and strictly concave on its

effective domain dom(U).

(b) There exists u0 ∈ [−∞, 0] such that dom(U) ⊂ (u0,+∞).

The effective domain dom(U) is the set of r ∈ R satisfying U(r) > −∞.

Given a utility function U , an H-semimartingale X, and a probability P , we

define the set of admissible portfolios as follows

A(X0) :=
{
ψ | ψ ∈ L(X), ψ �X ≥ −X0 & EP

[
U−(X0 + (ψ �X)T )

]
< +∞

}
.

(2.3)

When X = S, and U is fixed, we simply denote A(X0, S).

Utility function captures the agent’s preferences.
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Definition 2.19: The Merton’s optimal portfolio problem is given by

u(x) = maxψ∈A(X0) E[U(Xψ
T )], subject to X(ψ,X0) > 0. (2.4)

Here ψ which is X-integrable (i.e. ψ � S exists) and belongs to A(X0), which is

the set of all admissible strategies. Then, the dual problem is given by

minZ∈D(S,H) E[V (ZT )], (2.5)

where V (y) = maxx>0[U(x)− xy] is the conjugate function of U , and D(S,H) is

the set of all deflators for the model (S,H).

The solution to the Merton problem for a given initial wealth X0 is the optimal

strategy to determine our investment plan up to the horizon time T . The optimal

portfolio ψ, maximizes the expected utility function of the terminal wealth XT .

Below, we provide the mathematical definition of numéraire portfolio concept.

Definition 2.20: Let (X,H, P ) be a model and Q be a probability measure such

that Q � P . We call the numéraire portfolio, for the model (X,H, Q) when it

exists, the unique H-predictable process φ̃ ∈ L(X,H) such that E(φ̃ •X) > 0, and

E(φ •X)/E(φ̃ •X) is a supermartingale under Q, for any φ ∈ L(X,H) satisfying

E(φ •X) ≥ 0. When Q = P , we simply say numéraire portfolio for (X,H).

By comparing Definitions 2.16 and 2.20, it is clear that if the numéraire portfolio

φ̃ for (X,H) exists, then Z := 1/E(φ̃ •X) belongs to D(X,H).

It is known that this numéraire portfolio, that was initially introduced in [106],

is intimately related to the notion of deflator (or local martingale deflator) in a way

or another. The connection of the existence of numéraire portfolio to deflators was

first established by [94], see also [27, 36, 91] and the references therein for different
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proofs and/or related topics.

By taking into account a possible change of probability and or even a density, a

natural extension of the above definition will be as follows.

Definition 2.21: Consider (X,H, P ), and let Z be a positive H-local martin-

gale. We call numéraire portfolio for (X,H, Z), when it exists, is the unique

ψ̃ ∈ L(X,H) such that E(ψ̃ • X) > 0, and the process ZE(φ • X)/E(ψ̃ • X) is a

supermartingale, for any φ ∈ L(X,H) satisfying E(φ •X) ≥ 0.

Remark 2.3: In the definition above, it is enough to consider the test processes

φ ∈ L(X,H) such that E(φ • X) > 0. In fact, we consider φ0 ∈ L(X,H) such

that E(φ0 • X) > 0. Then for any φ ∈ L(X,H) satisfying E(φ • X) ≥ 0 and any

ε ∈ (0, 1] we have φε := εφ0 + (1− ε)φ belongs to L(X,H) satisfying E(φε •X) > 0

and E(φε •X) converges to E(φ •X) when ε goes to zero.

2.4 Predictable characteristics of a semimartingale

In this section, we will recall the theory of semimartingale. The use of semimartin-

gale characteristics in mathematical finance can be traced back to Yuri Kabanov in

[90]. Most of the results presented in this section can be founded in [81], Jacod and

Shiryaev [83], He et al [73], and Choulli and Schweizer [38]. For detailed proofs, we

refer the reader to the aforementioned works of literature.

An auxiliary measurable space (E, E) is Blackwell space if it is a separable space

and for any (E, E) measurable random variable ξ admits a regular condition dis-

tribution. Throughout this thesis, we consider (E, E) is Blackwell space and it is

presented by
(
Rd,B(Rd)

)
.

Definition 2.22: A random measure on R+×E is a family µ = µ(ω, dt, dx), ω ∈ Ω

of nonnegative measure on (R+ × E, B(R+) ⊗ E) satisfying µ(ω, {0} × E) = 0
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identically.

Throughout the thesis, on the space
(

Ω̃ := Ω× R+ × E, H̃ := H⊗ B(R+)⊗ B(E)
)

,

we will consider two σ-fields

Õ(H) = O(H)⊗ B(E) and P̃(H) = P(H)⊗ B(E). (2.6)

For an H-adapted càdlàg process X, we denote the jump random measure asso-

ciate with X by µ (µHX if confusion may arise), which is given by

µ(ω, dt, dx) :=
∑
s>0

I{∆Xs(ω)6=0}δ(s,∆Xs(ω))(dt, dx), (2.7)

where δa is the Dirac measure at the point a.

For an H-measurable function, we define the integral process W ? µ by

W ? µt(ω) :=


∫

[0,t]×EW (ω, s, x)µ(ω, ds, dx), if
∫

[0,t]×E |W (ω, s, x)|µ(ω, ds, dx) < +∞

+∞, otherwise.

Another important and useful measure on (Ω̃, H̃) is given by

MP
µ (B̃) := EP

[∫
R+×E

I
B̃

(ω, t, x) µ(ω, dt, dx)

]
, for all B̃ ∈ H̃. (2.8)

Thus, byMP
µ [g|P̃(H)], we denote the unique P̃(H)-measurable function, providing

it exists, such that for any bounded P̃(H)-measurable function W ,

MP
µ (Wg) := E

(∫
R+

∫
E
W (s, x)g(s, x) µ(ds, dx)

)
= MP

µ

(
WMP

µ

[
g
∣∣∣P̃(H)

])
.

Remark 2.4: In this thesis, the notation “?” presents integrals with respect to

random measures.
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Definition 2.23: A random measure µ is called Õ(H)-optional (resp. H-predictable)

if the process W?µ is H-optional (resp. H-predictable) for every Õ(H)-measurable

(resp. P̃(H)-measurable) function W.

For any µ, a jump random measure of a process X, we associate a P̃(H)-

measurable random measure ν satisfying W ?µ−W ?ν is an H-local martingale.

Moreover, there exists a predictable process A ∈ A+(H) and a kernel F (ω, t, dx)

from (Ω× R+,P(H)) into (E, E) such that

ν(ω, dt, dx) = dAt(ω) F (ω, t, dx). (2.9)

For any H̃-measurable function W , we define the following processes

Ŵt(ω) :=

∫
E
W (ω, t, x)ν(ω, {t} × dx),

W̃t(ω) := W (ω, t,∆Xt(ω))I{∆X 6=0}(ω, t)− Ŵt(ω).

Here, we evaluate two types of integrals corresponding to the pair of random mea-

sures (µ, ν). Their integrals are denoted by W ? (µ − ν) and g ? µ, if W belongs

to the set of integrands G1
loc(µ,H) and g belongs to the set of integrands H1

loc(µ,H)

respectively. The two sets of integrands are defined by

G1
loc(µ,H) :=

W ∈ P̃(H) :

√∑
s≤�

W̃ 2
s ∈ A+

loc(H)

 and

H1
loc(H, µ) :=

{
g : g ∈ Õ(H),Mp

µ[g|P(H)] = 0,
√
g2 ? µ ∈ A+

loc(H)
}
. (2.10)

Here, we state an important theorem of this subsection, which is the canonical

predictable representation for a semimartingale. We refer reader to [83, Theorem

2.34] for more details.
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Theorem 2.6: Let X be an H-semimartingale. Then X has the canonical repre-

sentation:

X = X0 +Xc + h ? (µ− ν) + (x− h(x)) ? µ+B, (2.11)

where Xc is the continuous martingale part of X, B is a predictable finite varia-

tion process and h is a truncation function with the form of h(x) = xI{|x|≤1}.

For the matrix C with entries Cij := [Xc,i, Xc,j ], the triple (B,C, ν) is called

predictable characteristics of X. Furthermore, we can find a version of the charac-

teristics triplet satisfying

B = b �A, C = c �A, and ν(ω, dt, dx) = dAt(ω)Ft(ω, dx). (2.12)

Here, A is an increasing and predictable process, b and c are predictable processes

and Ft(ω, dx) is a predictable kernel such that

• Ft(ω, {0}) = 0,
∫ (
|x|2 ∧ 1

)
Ft(ω, dx) ≤ 1,

• ∆Bt =
∫
h(x)ν({t}, dx), c = 0 on {∆A 6= 0},

• at := ν({t},Rd) = ∆AtFt(Rd) ≤ 1.

Below, the following corollary characterizing H-special semimartingales.

Corollary 2.6.1: Let X be an H-special semimartingale. Then X has the following

decomposition:

X = X0 +Xc + x ? (µ− ν) +B, (2.13)

where B is a predictable process with finite variation.

In the next theorem, we present the important Jacod’s representation of local mar-

tingale with respect to a semimartingale X. We refer the reader to [81, Theorem

3.75] for more details.
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Theorem 2.7: [Jacod’s representation] Suppose that X is quasi-left-continuous,

and let N ∈ M0,loc(H). Then, there exist β ∈ L(Xc,H), N ′ ∈ M0,loc(H) with

[N ′, X] = 0 and functionals f ∈ P̃(H) and g ∈ Õ(F) such that the following hold.

(a)
( t∑
s=0

(f(s,∆Ss) − 1)2I{∆Ss 6=0}

)1/2
and

( t∑
s=0

g(s,∆Ss)
2I{∆Ss 6=0}

)1/2
belong to

A+
loc.

(b) MP
µ (g | P̃(H)) = 0, P ⊗ µ-.a.e., and the process N is given by

N = β ·Xc + (f − 1) ? (µ− ν) + g ? µ+N ′. (2.14)

Moreover,

∆N = (f(∆X) + g(∆X)) I{∆X 6=0} + ∆N ′. (2.15)

Remark 2.5: The Jacod representation is used frequently in this thesis. From now

on, we call (β, f, g,N ′) the Jacod’s parameters of N with respect to X.

The following lemma can be found in [38, Proposition 2.2].

Lemma 2.5: Let E(N) be a positive local martingale and (β, f, g,N ′) be the Jacod’s

parameters of N . Then, E(N) > 0 (or equivalently 1 + ∆N > 0) implies that

f > 0, MP
µ − a.e.

Here we recall simple but an important definition for the relationship between a

local martingale M and a semimartingale X with characteristics (B,C, ν).

Definition 2.24: [83] Let M be an H-local martingale, then it has following repre-

sentation property related to semimartingale X if it has the form

M = M0 +H •Xc +W ? (µ− ν),

where H = (H i)i≤d ∈ L2
loc(X

c) and W ∈ G1
loc(µ,H).
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For more details about predictable characteristics and related issues, we refer to

[83, Section II.2]. For the sake of simplicity, we consider σ-special models, defined

as follows.

Definition 2.25: The model (X,H) is called σ-special if

∑
ϕ|∆X|I{|∆X|>1} ∈ A+

loc for some real-valued and predictable ϕ s.t. 0 < ϕ ≤ 1. (2.16)

It is clear that (2.16) is equivalent to
∫

(|x|>1) |x|F (dx) < +∞ P⊗A-a.e.. Through-

out Thesis we consider the following set

L(X,H) :=
{
ϕ d-dimensional and predictable

∣∣ ϕtr∆X > −1
}
. (2.17)

It is clear that ϕ belongs to L(X,H) if and only if ϕ ∈ P̃(H) and ϕtrt (ω)x > −1

P (dω)⊗ dAt(ω)Ft(ω, dx)-a.e. .

Lemma 2.6: Let Z = E(N) be a nonnegative local martingale such that

N = β � Sc + (f − 1) ? (µ− ν) + g ? µ+N ′.

Then the following assertions hold.

(1) ZS is a local martingale if and only if (x− h(x) + x(f(x)− 1 + g(x))) ? µ is

a process with locally integrable variation and

b •A+ cβ •A+ x− h(x) + x(f(x)− 1) ? ν = 0.

(2) Consider N1 := β • Sc + (f − 1) ? (µ − ν). If ZS is a local martingale, then

E(N1)S also is a local martingale.

For its proof, we refer reader to [43, lemma 2.4].
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2.5 Enlargement of the flow of information

In this thesis, the additional information comes from a random time τ (a positive

random variable) that would represent different concepts in finance, namely, a de-

fault or bankruptcy time in credit risk, retirement or death time in insurance, etc.

To capture the additional information from τ , two main methods have been investi-

gated. Precisely, these two methods are called initial enlargement of filtration, and

progressive enlargement of filtration. In this thesis, in order to study the additional

element and concept to the usual setup, in our case random horizon, we need to

find a suitable framework. The most adequate method is progressive enlargement of

filtration, as the random time cannot be seen before it occurs. By using this method

we can capture the additional information carried by the random horizon. Below,

we recall preliminary properties of progressive enlargement of filtration and we refer

the reader to Jeulin [86] for their proofs and other related topics.

For the rest of the thesis, we consider a filtered probability space (Ω,F ,F := (Ft)t≥0, P )

satisfying the usual conditions. Here F is the public flow of information. To this

initial model, we consider a random time τ : Ω → R+, that represents the random

horizon, which might not be an F-stopping time. Throughout the thesis, we will be

using the following associated process D and the filtration G := (Gt)t≥0,

D := I[[τ,+∞[[, Gt := G0
t+ where G0

t := Ft ∨ σ (Ds, s ≤ t) . (2.18)

Thus, the agent who has access to F, can only get information about τ through the

following survival probabilities, called in the literature by Azéma supermartingales

Gt := P (τ > t|Ft) and G̃t := P (τ ≥ t|Ft).

Both G and G̃ are supermartingales, where G is RCLL, but G̃ has right and left
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limits only. The process

m := G+Do,F, (2.19)

is an F-martingale. One has to note that the above process m is not the Doob-Meyer

decomposition of G in general. Since the second term above is H-dual optional

projection of process D and in the Doob-Meyer decomposition of G, its H-dual

predictable projection appears. The following important theorem from Jeulin [86],

provides a classic relationship between F-local martingales and G-local martingales

on [[0, τ ]], which has been developed recently in [10, 33] and references therein.

Proposition 2.3: Let τ be a random time. Then the following hold:

(a) If X is an F-semimartingale, Xτ (i.e. X stopped at τ) is a G-semimartingale.

(b) If X is an F-local martingale, then

Xt = Xt∧τ −
∫ t∧τ

0

1

Gs−
d〈X,m〉Fs , t ≥ 0. (2.20)

is a G-local martingale.

The following is an useful result, from [6, Lemma B.1], for relationships between

functional measurability in F and G.

Lemma 2.7: Suppose that τ is a random time. Let HG be an P̃(G)-measurable

functional and 0 ≤ HG ≤ 1. Then, there exists a P̃(F)-measurable functional HF

and 0 ≤ HF ≤ 1, such that

HG(ω, t, x)I[[0,τ ]] = HF(ω, t, x)I[[0,τ ]].

2.6 G-stochastic structures versus those of F

Next, we shall study about G-local martingale representations theorems.
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Theorem 2.8: For any F-local martingale, M , the process

T (M) := M τ − G̃−1I[[0,τ ]] • [M,m] + I[[0,τ ]] •

(∑
∆MI{G̃=0<G−}

)p,F
, (2.21)

is a G-local martingale.

For this claim we refer the reader to [10]. Thus, our first class of G-martingales

is given by

M(1)(G) :=
{
T (M) defined in (2.21)

∣∣ T (M)∞ ∈ L1(P ), M ∈M0,loc(F)
}
.

(2.22)

We recall from Choulli et al. [33] that the following process is a G-martingale. In

the following, they propose a new G-martingale, and show that it has nice features

such as a larger set of integrands than the usual G-predictable integrands. This new

martingale is the core generator of a second class of G-(local)martingales.

Theorem 2.9: Consider the following process

NG := D − G̃−1I[[0,τ ]] �D
o,F. (2.23)

Then, the following assertions hold.

(i) NG is a G-martingale with integrable variation.

(ii) Let K be an F-optional process, which is Lebesgue-Stieltjes integrable with

respect to NG. Then,

K �NG ∈ A(G) iff [K �NG] ∈ A+(G) iff K ∈ Io(NG,G), (2.24)

where

Ioloc(NG,G) :=
{
K ∈ O(F)

∣∣ E
[
|K|GG̃−1I

G̃>0
•D∞

]
< +∞

}
. (2.25)
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Furthermore, in the case where K belongs to Io(NG,G) (resp. to Ioloc(NG,G)),

the process K �NG is a G-martingale with integrable variation (resp. is a G-local

martingale with local integrable variation).

(iii) The elements of

M(2)(G) :=
{
K �NG ∣∣ K ∈ Ioloc(NG,G) i.e. K ∈ O(F) and |K| • V ar(NG) ∈ A+

loc(G)
}
,

are G-martingales orthogonal to locally bounded elements of M(1)
loc(G) defined in

(2.22).

(iv) For K ∈ Ioloc(NG,G) and F-stopping time σ, the process
(
K �NG)σ− is also

a G-local martingale.

Theorem 2.10: [33] The following assertions hold.

(i) For any k ∈ L1 (Prog(F), P ⊗D), there exists a unique (up to a µ := P ⊗D-

negligible set) F-optional process, h, satisfying

E
[
kτ
∣∣ Fτ ] = hτ P -a.s. on {τ < +∞}. (2.26)

(ii) The elements of the set

M(3)(G) :=
{
k �D

∣∣∣ k ∈ L1 (Prog(F), P ⊗D) and E[kτ |Fτ ] = 0 P -a.s
}

(2.27)

are G-martingales that are orthogonal to locally bounded elements ofM(1)
loc(G) and

M(2)
loc(G).

Now for parametrizing the class of G-deflators for the model (Sτ ,G), we need to

see the decomposition of any G-local martingales stopping at random time τ . For

the sake of this goal, we slightly extend the representation theorem [33, Theorem

2.8] to the case of G-local martingales when the process G never vanishes.

Theorem 2.11: Suppose that G > 0. Then for any G-local martingale MG, there
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exists a unique triplet (MF, ϕ(o), ϕ(pr)) that belongs to

M0,loc(F)× Ioloc
(
NG,G

)
× L1

loc

(
Ω̃,Prog(F), P ⊗D

)

and satisfies

E
[
ϕ(pr)
τ

∣∣ Fτ] I{τ<+∞} = 0, P -a.s., (2.28)

and

(
MG

)τ
= MG

0 +G−2
− I[[0,τ ]] • T (MF) + ϕ(o) •NG + ϕ(pr) •D. (2.29)

Proof. Let MG ∈ M0,loc(G), then there exists a sequence of G-stopping times,

Tn{n≥0}, that increases to infinity such that (MG)Tn is a G-martingale. On the one

hand, thanks to [6, Proposition B.2-(b)], we deduce the existence of a sequence of

F-stopping times (σn)n that increases to infinity and

Tn ∧ τ = σn ∧ τ, n ≥ 1.

On the other hand, due to the assumption G > 0 and by applying [33, Theorem

2.20] to each (MG)Tn − (MG)Tn−1 , we obtain the existence of sequence of triplet

(MF,n, ϕ(o,n), ϕ(pr,n)) that belongs to

M0,loc(F)× Ioloc
(
NG,G

)
× L1

loc

(
Ω̃,Prog(F), P ⊗D

)

and satisfies

E
[
ϕ(pr,n)
τ

∣∣ Fτ] I{τ<+∞} = 0, P -a.s.,

and

(MG)τ∧Tn − (MG)τ∧Tn−1 = G−2
− I]]0,τ ]] • T (MF,n) + ϕ(o,n) •NG + ϕ(pr,n) •D.
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Notice that (MG)τ −MG
0 =

∑
n≥1(MG)τ∧Tn − (MG)τ∧Tn−1), and put

σ0 = 0, ϕ(o) :=
∑
n≥1

I]]σn−1,σn]]ϕ
(o,n), ϕ(pr) :=

∑
n≥1

I]]σn−1,σn]]ϕ
(pr,n),

MF :=
∑
n≥1

I]]σn−1,σn]] •M
F,n.

This ends the proof of the theorem.

Here, we recall important results about computing the compensator of µG -which

is the jump measure Xτ - and the canonical representation of Xτ in G. For detailed

proofs of the next two theorems, we refer to [6, 8, 10].

Proposition 2.4: Let µ be the jump measure of X and ν be its F-compensator.

Then, on [[0, τ ]], the G-compensator of I[[0,τ ]] � µ is given by

νG :=
(
I[[0,τ ]] � µ

)p,G
=
MP
µ [G̃|P̃(H)]

G−
I[[0,τ ]] � ν. (2.30)

Theorem 2.12: Let X be an F-semimartingale with the canonical representation

X = X0 +Xc + (x− h) ? µ+ h ? (µ− ν) +B.

Then the canonical representation of Xτ is given by

Xτ = X0 + X̂c + h ? (µG − νG) + (x− h) ? µG + B̃, (2.31)

where X̂c is defined via (2.20) and,

B̃ := Bτ +
I[[0,τ ]]

G−
� 〈Xc,m〉H + h

MP
µ [∆m|P̃(H)]

G−
I[[0,τ ]] ? ν.

The following lemma recalls the G-compensator of any F-optional process stopped

at a random time τ .
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Lemma 2.8: [6] For any F-adapted process V with locally integrable variation, we

have (V τ )P,G = G−1
− I]]0,τ ]] • (G̃ • V )P,F.
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Chapter 3

Explicit description of all

deflators for models stopped at

random time

Throughout this chapter, we consider an initial market model, specified by its un-

derlying assets S and its flow of information F, and an arbitrary random time τ

which might not be an F-stopping time. In this setting, our principal goal resides in

describing as explicit as possible the set of all deflators, which constitutes the dual

set of all “admissible” wealth processes, for the stopped model Sτ . Since the death

time and the default time (that τ might represent) can be seen when they occur only,

the progressive enlargement of F with τ sounds tailor-fit for modelling the new flow

of information that incorporates both F and τ . Thanks to the deep results of Choulli

et al. [33], on martingales classification and representation for progressive enlarged

filtration, our aim is fully achieved for both cases of local martingale deflators and

supermartingale delators. The results are illustrated on several particular models

for (τ, S,F) such as the discrete-time and the jump-diffusion settings for (S,F), and

the case when τ avoids F-stopping times.
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This chapter contains six sections. The first section presents some useful inter-

mediate results that are interesting in themselves beyond their role in proving the

main theorems of this chapter. The second section states the explicit parametriza-

tion of local martingale deflators for (Sτ ,G). We illustrate the main theorems on

particular models and their related discussions in the third and fourth sections. Sec-

tion 5 addresses the case of supermartingale deflators. In the last section, we present

particular models for the supermartingale deflators.

3.1 Preliminary results

This section contains some useful technical (new and existing) results with detailed

proofs. The results might have applications beyond this chapter.

3.1.1 Some G-properties versus those in F

In the following proposition, we explain briefly some G-properties versus those in

F. These results appear naturally in the proofs of our important theorems of this

chapter. Besides this, they sound important in themselves.

Proposition 3.1: The following assertions hold.

(a) For any G-predictable process ϕG, there exists an F-predictable process ϕF

such that

ϕG = ϕF on ]]0, τ ]].

If, furthermore, ϕG is bounded, then ϕF can be chosen to be bounded with the

same constants.

(b) Suppose G > 0. Then for a bounded θ ∈ L(Sτ ,G) (i.e. θ is G-predictable

such that θtr∆Sτ > −1), there exists a bounded ϕ ∈ L(S,F) that coincides with θ

on [[0, τ ]].

(c) Suppose G > 0. Let V G be a G-predictable, RCLL and nondecreasing process
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with finite values such that (V G)τ = V G. Then there exists a unique nondecreasing

with finite values, RCLL, and F-predictable process, V , such that V G = V τ .

If furthermore ∆V G < 1, then ∆V < 1 holds also.

Proof. Remark that the boundedness condition for ϕG can be reduced to the condi-

tion 0 ≤ ϕG ≤ 1. Thus, assertion (a) is a particular case of the general case treated

in [6, Lemma B.1] (see also [86, Lemma 4.4 (b)]). Hence, its proof will be omitted,

and we refer the reader to [6] and [86]. Thus, the remaining part of this proof focuses

on proving assertions (b) and (c) in two parts.

Part 1. Here we prove assertion (b). Consider a bounded θ ∈ L(Sτ ,G). Then θ

is a bounded and G-predictable process satisfying θtr∆Sτ > −1. Thus, in virtue of

assertion (a), there exists a bounded and F-predictable process ϕ such that

θI[[0,τ ]] = ϕI[[0,τ ]].

Then by inserting this equality in θtr∆Sτ > −1, we deduce that

ϕtr∆SI]]0,τ ]] > −1,

which is equivalent to I]]0,τ ]] ≤ I{ϕtr∆S>−1}. By taking the F-optional projection on

both sides of this inequality, we get 0 < G ≤ I{ϕtr∆S>−1} on ]]0,+∞[[, or equivalently

ϕtr∆S > −1. Hence ϕ belongs to L(S,F), and the proof of assertion (b) is complete.

Part 2. This part proves assertion (c). Consider a G-predictable, RCLL, and

nondecreasing process with finite values V G such that (V G)τ = V G. It is clear that

there is no loss of generality in assuming that V G is bounded. Then due to [86,

Lemma 4.4 (b)] (see also [6, Lemma B.1]), there exists an F-predictable process V

such that

V GI[[0,τ ]] = V I[[0,τ ]]. (3.1)
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By writing V GI[[0,τ [[ = V G − V G
τ I[[τ,+∞[[ –which is obviously a RCLL bounded G-

semimartingale– and by taking the F-optional projection on both sides of (3.1), we

get V =o,F (V GI[[0,τ [[)/G. Hence V is a RCLL F-semimartingale that is predictable.

As a result, the Doob-Meyer decomposition guarantees the existence of a continuous

F-martingale L with L0 = 0 and an F-predictable process with finite variation B

such that V = L+B. Since V G is predictable with finite variation and

V G = V τ = Lτ +Bτ =
(
Lτ −G−1

− I]]0,τ ]] • 〈L,m〉F
)

+G−1
− I]]0,τ ]] • 〈L,m〉F +Bτ ,

then we conclude that the G-local martingale Lτ −G−1
− I]]0,τ ]] • 〈L,m〉F is null. This

implies that [L,L]τ is also a null process since L is continuous, or equivalently L ≡ 0

due to the assumption G > 0. This proves that V = B has a finite variation. To

prove that V is nondecreasing, it is enough to remark that (V G)p,F is nondecreasing

and V = G−1
− • (V G)p,F. This proves the first statement of assertion (c), while the

proof of the last statement of assertion (c) follows the same foot steps of part 1).

Indeed ∆V G = ∆V I]]0,τ ]] < 1 holds if and only if I]]0,τ ]] ≤ I{∆V <1} holds, and this

implies –after taking the F-predictable projection on both sides of this inequality–

that 0 < G− ≤ I{∆V <1} on ]]0,+∞[[. This is equivalent to ∆V < 1, due to G− > 0.

This property, (i.e.G− > 0), follows from the assumption G > 0 and the fact that

both sets {G− > 0} and {G > 0} have the same début. For this last fact, we refer

the reader to [86, Lemme (4.3)]. This ends the proof of the proposition.

The following lemma recalls the G-compensator of F-optional processes stopped

at a random time τ .

Lemma 3.1: Let V ∈ Aloc(F), then we have

(V τ )p,G = I]]0,τ ]]G
−1
− � (G̃ � V )p,F.

For the proof of this lemma and other related results, we refer to [6, 7, 8].
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3.1.2 Useful integration properties

Lemma 3.2: Let ϕ be a real-valued and F-predictable process, NF ∈ M0,loc(F),

ϕ(o) ∈ Ioloc(NG,G), and ϕ(pr) ∈ L1
loc(Prog(F), P ⊗D) such that

E[ϕ(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s., and

(
1 +

∆NF

G−G̃

)
I]]0,τ ]] + ϕ(o)∆NG + ϕ(pr)∆D > 0, 0 < ϕ ≤ 1. (3.2)

Then the process

W :=
∑

ϕ∆SI{|∆S|>1}

[(
1 +

∆NF

G−G̃

)
I]]0,τ ]] + ϕ(o)∆NG + ϕ(pr)∆D

]

has a G-locally integrable variation if and only if both processes

W (1) :=
∑

ϕ∆SI{|∆S|>1}(1 +
∆NF

G−G̃
)I]]0,τ ]] and

W (2) :=
∑

ϕ∆SI{|∆S|>1}[ϕ
(o)∆NG + ϕ(pr)∆D]

belong to Aloc(G).

Proof. Due to the first condition in (3.2), it is clear that W ∈ Aloc(G) iff

W+ :=
∑
|ϕ∆S|I{|∆S|>1}[(1 +

∆NF

G−G̃
)I]]0,τ ]] + ϕ(o)∆NG + ϕ(pr)∆D] ∈ A+

loc(G).

By stopping, there is no loss of generality in assuming that E[W+
∞] < +∞. Thus,

since both processes
∑
|ϕ∆S|I{k≥|∆S|>1}ϕ

(o)∆NG = |ϕ∆S|I{k≥|∆S|>1}ϕ
(o) •NG and∑

|ϕ∆S|I{k≥|∆S|>1}ϕ
(pr)∆D = |ϕ∆S|I{k≥|∆S|>1}ϕ

(pr) • D are G-local martingale,
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we derive

E

[∑
|ϕ∆S|I{|∆S|>1}[(1 +

∆NF

G−G̃
)I]]0,τ ]]

]
= lim

k−→+∞
E

[∑
|ϕ∆S|I{1<|∆S|≤k}(1 +

∆NF

G−G̃
)I]]0,τ ]]

]
= lim

k−→+∞
E[(I{|∆S|≤k} •W

+)∞] ≤ E[W+
∞] < +∞.

This proves that W (1) ∈ A(G), and hence W (2) = W −W (1) ∈ A(G). Thus, the

proof of the lemma is complete.

Lemma 3.3: Suppose G > 0. Let M be an F-local martingale with bounded jumps.

Then the following assertions hold.

(a) Let A be an F-predictable process with finite variation. Then [T (M), Aτ ] is a

G-local martingale.

(b) Let A(o) ∈ Ioloc
(
NG,G

)
. Then A(o) � [NG,M τ ] is a G-local martingale process.

(c) Let A(pr) ∈ L1
loc (Prog(F), P ⊗D) such that E

[
A

(pr)
τ | Fτ

]
I{τ<+∞} = 0 P -a.s..

Then A(pr) � [D,M τ ] is a G-local martingale process.

Proof. (a) Let A be an F-predictable process with finite variation. Then by applying

[83, lemma 4.49], we get [T (M), Aτ ] = ∆Aτ � T (M) which is a G-local martingale,

since T (M) is a G-local martingale and ∆A is locally bounded.

(b) By stopping, there is no loss of generality in assuming A(o) ∈ Io
(
NG,G

)
. Then,

A(o) �NG is a G-martingale. Since NG is a G-local martingale with finite variation

and M τ is a G-semimartingale, we derive

A(o) � [NG,M τ ] = [A(o) �NG,M τ ] = Σ∆MA(o)I]]0,τ ]]∆N
G = ∆MA(o) �NG. (3.3)

Then Ã(o) := ∆MA(o) is an F-optional process as it is a product of ∆M and A(o)

that are both F-optional processes. Therefore, since | ∆M | is bounded and A(o) ∈

Io
(
NG,G

)
, we obtain

E
[
|Ã(o)|GG̃−1I{G̃>0} �D∞

]
= E

[
|∆MA(o)|GG̃−1I{G̃>0} �D∞

]
< +∞ (3.4)
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This proves that Ã(o) ∈ Io
(
NG,G

)
. Hence, in virtue of Theorem 2.9 and (3.3), we

deduce that A(o) � [NG,M τ ] is a G-martingale process.

(c) Again, by stopping, we assume that A(pr) ∈ L1 (Prog(F), P ⊗D). Then, it is

clear that A(pr) �D is a G-martingale. Since both D and M τ are G-semimartingales,

we obtain

A(pr) � [D,M τ ] = [A(pr) �D,M τ ] = Σ∆MA(pr)I]]0,τ ]]∆D = ∆MA(pr) �D. (3.5)

Here, Ã(pr) := ∆MA(pr) is an F-progressive process, since A(pr) is an F-progressive

process and ∆M is a bounded F-optional process. Furthermore, these imply that

Ã(pr) ∈ L1 (Prog(F), P ⊗D) , and

E
[
Ã(pr)
τ | Fτ

]
I{τ<+∞} = ∆Mτ · E

[
A(pr)
τ | Fτ

]
I{τ<+∞} = 0.

Hence, by combining (3.5) and Theorem 2.10, one can conclude that A(pr) � [D,M τ ]

is a G-martingale. This completes the proof of the lemma.

Lemma 3.4: Suppose that X is an F-local martingale, Z := E (X) > 0 and Y is an

F-semimartingale. Then E (X)Y is an F-local martingale if and only if Y +[X,Y ]

is an F-local martingale.

Proof. First of all, since Z > 0, we conclude that both processes Z− and 1/Z− are

F-predictable and locally bounded. As a result, Z− �M is a F-local martingale for

any F-local martingale M . By combining Ito’s formula and Z = E (X) = 1+Z− �X,

we get the following

ZY = E (X)Y = Y− � Z + Z− � Y + Z− � [X,Y ] = Y− � Z + Z− � (Y + [Y,X]).

Thus, since Y− � Z is an F-local martingale and 1/Z− is locally bounded, we de-

duce that E (X)Y is an F-local martingale if and only if (Y + [Y,X]) is an F-local

martingale.
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The next section addresses the set of all local martingale deflators (also called

in the literature by the set of all local martingale densities) for (Sτ ,G).

3.2 Local martingale deflators: The general setting

This section focuses on describing completely the set of all local martingale deflators,

defined in Definition 2.16-(a), for the model (Sτ ,G) in terms of those of (S,F).

Throughout the rest of this section, we adopt the convention 1/0+ = +∞.

Below, we state the main result of this section. Recall that the set of all local

martingale deflators of (X,H) is donated by Zloc(X,H)

Theorem 3.1: Suppose G > 0, and let KG be a G-local martingale. Then the fol-

lowing assertions are equivalent.

(a) ZG := E
(
KG) is a local martingale deflator for (Sτ ,G).

(b) There exists
(
KF, ϕ(o), ϕ(pr)

)
such that (KF, ϕ(o)) ∈M0,loc(F)× Ioloc(NG,G),

ϕ(pr) ∈ L1
loc(Prog(F), P ⊗ D) and E[ϕ

(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s., and the fol-

lowing three conditions hold:

(b.1) E
(
KF) is a local martingale deflator for (S,F) (i.e. ZF := E

(
KF) ∈

Zloc(S,F)).

(b.2) The following inequalities hold

ϕ(pr) > −
[
G−(1 + ∆KF) + ϕ(o)G

]
/G̃, P ⊗D − a.e., (3.6)

−G−
G

(1+∆KF) < ϕ(o), P⊗Do,F-a.e. and ϕ(o)∆Do,F < (1+∆KF)G−. (3.7)

(b.3) The following decomposition holds.

KG = T (KF)−G−1
− • T (m) + ϕ(o) •NG + ϕ(pr) •D. (3.8)

Proof. The proof will be achieved in two steps. The first step proves that E(KG)
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is a local martingale for which there exists a G-predictable process ϕG satisfying

0 < ϕG ≤ 1 and E(KG)(ϕG • Sτ ) is a G-local martingale if and only if there exists a

quadruplet
(
KF, ϕ(o), ϕ(pr), ϕF) element of

M0,loc(F)× Ioloc(NG,G)× L1
loc(Ω̃,Prog(F), P ⊗D)× L(S,F)

such that (3.8) holds and E(KF)(ϕF • S) is an F-local martingale. The second step

proves that E(KG) > 0 if and only if the triplet (KG, ϕ(o), ϕ(pr)), found in the first

step satisfying (3.8), should fulfills (3.6)-(3.7) and 1 + ∆KF > 0.

Step 1) Suppose that ZG = E(KG) is a local martingale deflator for (Sτ ,G).

On the one hand, thanks to [33, Theorem 2.20], there exists a triplet (NF, ϕ(o), ϕ(pr))

such thatNF is an F-local martingale, ϕ(o) ∈ Ioloc(NG,G), ϕ(pr) ∈ L1
loc (Prog(F), P ⊗D),

and KG has the following unique decomposition in G ;

KG = KG
0 +G−2

− I]]0,τ ]] • T (NF) + ϕ(o) •NG + ϕ(pr) •D. (3.9)

On the other hand, thanks to a combination of Definition 2.16 and Lemma 3.1-(a),

we deduce the existence of an F-predictable process ϕ such that 0 < ϕ ≤ 1 and

ϕGI]]0,τ ]] = ϕI]]0,τ ]]. Then ZG(ϕ • Sτ ) is a G-local martingale, or equivalently

ϕ • Sτ + [ϕ • Sτ ,KG] is a G-local martingale. (3.10)

Thus, using the decomposition S = S0 + M + A +
∑

∆SI{|∆|>1} where M is an

F-local martingale with bounded jumps and A is an F-predictable process with finite
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variation, we derive

ϕ • Sτ + ϕ • [KG, Sτ ] = ϕ •M τ + ϕ •Aτ +
∑

ϕ∆SI{|∆S|>1}I]]0,τ ]] + ϕ • [KG, Sτ ],

= G-local martingale +
ϕ

G̃
I]]0,τ ]] • [M,m] + ϕ •Aτ

+
∑

ϕ∆SI{|∆S|>1}(1 +
∆NF

G−G̃
)I]]0,τ ]] +

ϕ

G−G̃
I]]0,τ ]] • [NF,M ]

+ ϕ∆SI{|∆S|>1}ϕ
(o) •NG + ϕ∆SI{|∆S|>1}ϕ

(pr) •D

= G-LM +
ϕ

G̃
I]]0,τ ]] • [M,m] + ϕ •Aτ +

ϕ

G−G̃
I]]0,τ ]] • [N

F,M ]

+
∑

ϕ∆SI{|∆S|>1}

[
(1 +

∆NF

G−G̃
)I]]0,τ ]] + ϕ(o)∆NG + ϕ(pr)∆D

]
.

Then ϕ • Sτ + ϕ • [KG, Sτ ] is a G-local martingale if and only if

W :=
∑

ϕ∆SI{|∆S|>1}[(1 +
∆NF

G−G̃
)I]]0,τ ]] + ϕ(o)∆NG + ϕ(pr)∆D], (3.11)

has a G-locally integrable variation (i.e. W ∈ Aloc(G)) and (due to Lemma 3.1)

0 ≡ ϕ

G−
I]]0,τ ]] • 〈M,m〉F + ϕ •Aτ +

ϕ

G2
−
I]]0,τ ]] • 〈NF,M〉F +W p,G. (3.12)

In virtue of Lemma 3.2, we conclude that W ∈ Aloc(G) iff both processes

W (1) :=
∑

ϕ∆SI{|∆S|>1}[(1 +
∆NF

G−G̃
)]I]]0,τ ]]

and W (2) :=
∑
ϕ∆SI{|∆S|>1}[ϕ

(o)∆NG + ϕ(pr)∆D] belong to Aloc(G).

It is clear that W (2) belongs to Aloc(G) if and only if it is a G-local martingale, and

hence in this case we get

W p,G = (W (1))p,G = G−1
− I]]0,τ ]] •

(∑
ϕ∆SI{|∆S|>1}

G−G̃+ ∆NF

G−

)p,F
.
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As a result, by inserting these remarks in (3.12), we obtain

0 ≡ ϕ • 〈M,m〉F + ϕG− •A+
ϕ

G−
• 〈NF,M〉F +

+G− •

(∑
ϕ∆SI{|∆S|>1}[1 +

∆m

G−
+

∆NF

G2
−

]

)p,F
,

or equivalently

0 = ϕ • 〈M,
1

G−
•m+

1

G2
−
•NF〉F + ϕ •A+

(∑
ϕ∆SI{|∆S|>1}[1 +

∆m

G−
+

∆NF

G2
−

]

)p,F
.

Thanks to Itô’s formula, this is equivalent to E(KF)(ϕ • S) is an F-local martingale

with KF := G−1
− •m+G−2

− •NF, and the first step is completed.

Step 2). Herein, we assume that (3.8) holds, and prove that E(KG) > 0 if and only

if (3.6)-(3.7) and 1 + ∆KF > 0 hold. To this end, due to

∆T (KF) =
G−∆KF

G̃
I]]0,τ ]], ∆NG = ∆D − G̃−1I]]0,τ ]]∆D

o,F, ∆m = G̃−G−

and ∆Do,F = G̃−G, we drive,

∆KG = ∆T (KF)−G−1
− ∆T (m) + ϕ(o)∆NG + ϕ(pr)∆D

=
G−∆KF −∆m

G̃
I]]0,τ ]] − ϕ(o) ∆Do,F

G̃
I]]0,τ ]] + (ϕ(pr) + ϕ(o))I[[τ ]]

=
G−∆KF −∆m

G̃
I]]0,τ ]] − ϕ(o) ∆Do,F

G̃
I]]0,τ [[ + (ϕ(pr) + ϕ(o)G

G̃
)I[[τ ]],

=

[
G−

G̃
(1 + ∆KF)− 1− ϕ(o) ∆Do,F

G̃

]
I]]0,τ [[ +

[
G−(1 + ∆KF)

G̃
− 1 + ϕ(pr) + ϕ(o)G

G̃

]
I[[τ ]].

Therefore, E(KG) > 0 if and only if 1 + ∆KG > 0 which is equivalent to

]]0, τ [[ ⊂
{
G−

G̃
(1 + ∆KF)− ϕ(o) ∆Do,F

G̃
> 0

}
,

and [[τ ]] ⊂
{
G−

G̃
(1 + ∆KF) + ϕ(o)G

G̃
+ ϕ(pr) > 0

}
. (3.13)
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Thus, by putting Σ1 :=
{
G−
G̃

(1 + ∆KF)− ϕ(o) ∆Do,F

G̃
> 0
}
∩]]0,+∞[[, the first inclu-

sion in (3.13) is equivalent to I]]0,τ [[ ≤ IΣ1 . Hence, by taking the F-optional projection

on both sides of this inequality, we get 0 < G ≤ IΣ1 on ]]0,+∞[[. This proves the

right inequality in (3.7) since it means that Σ1 > 0 holds. Notice that the second

inclusion in (3.13) is equivalent to

G−

G̃
(1 + ∆KF) + ϕ(o)G

G̃
+ ϕ(pr) > 0, P ⊗D − a.e.,

and (3.6) is proved. Now, we focus on proving the left inequality of (3.7). Thanks

to EP⊗D[ϕ(pr)|O(F)] = 0, P ⊗ D − a.e., by taking conditional expectation under

P ⊗D with respect to O(F) on the both sides of the above inequality, we get

Σ := G−(1 + ∆KF) + ϕ(o)G > 0, P ⊗D − a.e., (3.14)

or equivalently I[[τ ]] ≤ I{Σ>0}. Remark that the above inequality is equivalent to

the left inequality in (3.7), and hence (3.7) is completely proved. By taking the F-

optional projection in both sides of I[[τ ]] ≤ I{Σ>0}, we get ∆Do,F ≤ I{Σ>0}. Therefore,

we derive

{∆Do,F > 0} ⊆ {G−(1 + ∆KF) > −ϕ(o)G}. (3.15)

On the one hand, due to (3.7), we deduce that on set {∆Do,F = 0}, we have

1 + ∆KF > 0. On the other hand, using (3.15) and (3.7) afterwards, we get

{1 + ∆KF ≤ 0} ∩ {∆Do,F > 0} ⊆ {ϕ(o) > 0, 1 + ∆KF ≤ 0,∆Do,F > 0} = ∅,

or equivalently {∆Do,F > 0} ⊆ {1+∆KF > 0}. Thus, 1+∆KF > 0, or equivalently,

E
(
KF) > 0. Thus, the second step will be completed as soon as we prove the reverse

sense (i.e. it means (3.6)-(3.7) implies that E(KG) > 0), we assume that (3.6)-(3.7)

hold. Then (3.13) follows immediately, and hence E(KG) > 0. This ends the proof

of the theorem.
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In the following, we derive a multiplicative version of Theorem 3.1.

Theorem 3.2: Suppose G > 0, and let ZG be a G-local martingale. Then the

following are equivalent.

(a) ZG is a local martingale deflator for (Sτ ,G).

(b) There exists a unique triplet
(
ZF, ϕ(o), ϕ(pr)

)
such that ZF is a local martingale

deflator for (S,F), ϕ(o) ∈ Ioloc(NG,G), ϕ(pr) belongs to L1
loc(Ω̃,Prog(F), P ⊗D),

and satisfying E[ϕ
(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s.,

ϕ(pr) > −1, P ⊗D − a.e., −G̃
G
< ϕ(o) <

G̃

G̃−G
, P ⊗Do,F-a.e.. (3.16)

and

ZG =
(ZF)τ

E(G−1
− •m)τ

E(ϕ(o) •NG)E(ϕ(pr) •D). (3.17)

Proof. Thanks to Theorem 3.1, we conclude that ZG is a local martingale deflator

for (Sτ ,G) if and only if there exists a triplet
(
ZF, ϕ(o), ϕ(pr)

)
such that ZF := E(KF)

belongs to Zloc(S,F), ϕ(o) belongs to Ioloc(NG,G), ϕ(pr) ∈ L1
loc(Prog(F), P ⊗D) such

that E[ϕ
(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s., and (3.6), (3.7) and (3.8) hold. Thus, we put

Y := T (KF)−G−1
− • T (m), X := Y + ϕ(o) •NG

ϕ(o) :=
G̃ϕ(o)

G−(1 + ∆KF)
, ϕ(pr) :=

G̃ϕ(pr)

G−(1 + ∆KF) + ϕ(o)G
. (3.18)

Since the pair (ϕ(o), ϕ(pr)) satisfies (3.6)-(3.7), we conclude immediately that the

pair (ϕ(o), ϕ(pr)) satisfies (3.16). Furthermore, put

Γ := G−G̃
−1(1 + ∆KF)− 1, Ω̃ := Ω× [0,+∞),
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and calculate

1 + ∆X =

[
Γ + 1−∆Do,Fϕ

(o)

G̃

]
I]]0,τ [[ +

[
Γ + 1 + ϕ(o)G

G̃

]
I[[τ ]] + I

Ω̃\]]0,τ ]]
> 0.

1 + ∆Y =
G−

G̃
(1 + ∆KF)I]]0,τ ]] + I]]−∞,0]]∪]]τ,+∞[[ > 0.

Thanks to Yor’s formula (i.e. E(X1)E(X2) = E(X1 +X2 + [X1, X2])) we derive

E(X1 +X2) = E(X1)E(X2 −
1

1 + ∆X1

• [X1, X2]),

for any semimartingales X1, X2 with 1 + ∆X1 > 0. By applying this formula re-

peatedly, and using ϕ(o) = ϕ(o)/(1 + ∆Y ) and ϕ(pr) = ϕ(pr)/(1 + ∆X) P ⊗D-a.e.

which follow directly from (3.18), we obtain

E(KG) = E(X + ϕ(pr) •D) = E(X)E(
ϕ(pr)

1 + ∆X
•D) = E(X)E(ϕ(pr) •D)

= E(Y )E(
ϕ(o)

1 + ∆Y
•NG)E(ϕ(pr) •D) = E(Y )E(ϕ(o) •NG)E(ϕ(pr) •D).

Therefore, the equality (3.17) follows immediately from combining this equality

with E(Y ) = E(KF)τ/E(G−1
− •m)τ . This latter equality is a direct consequence of

1/E(G−1
− •m)τ = E(−G−1

− •T (m)) and E(K)τE(−G−1
− •T (m)) = E(T (K)−G−1

− •T (m)),

which both follow directly from Yor’s formula (easy to check), as follows.

E(−G−1
− • T (m))E(G−1

− •m)τ = E(− 1

G−
•mτ +

1

G̃G−
• [m]τ )E(G−1

− •m)τ = 1,
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and

E(K)τE(−G−1
− • T (m)) = E((K)τ −G−1

− • T (m)− [(K)τ , G−1
− • T (m)])

= E(T (K) +
1

G̃
I]]0,τ ]] • [K,m]−G−1

− • T (m)− [(K)τ , G−1
− • T (m)])

= E(T (K) +
1

G̃
I]]0,τ ]] • [K,m]−G−1

− • T (m)− 1

G̃
I]]0,τ ]] • [K,m])

= E(T (K)−G−1
− • T (m)).

This ends the proof of the theorem.

As a direct consequence of Theorem 3.1, or equivalently Theorem 3.2, we describe

below a family of local martingale deflators for (Sτ ,G), that will play important role

in Chapter 5, where we address the optimal deflator problem.

Corollary 3.2.1: For any F-local martingale (respectively an element of Zloc(S,F))

ZF := E(KF), the process ZG given by

ZG := E
(
T (KF)−G−1

− • T (m)
)

=
(ZF)τ

E(G−1
− •m)τ

, (3.19)

is a G-local martingale (respectively an element of Zloc(Sτ ,G)).

Proof. On the one hand, by choosing
(
ZF, ϕ(o), ϕ(pr)

)
=
(
ZF, 0, 0

)
in Theorem 3.2,

the decomposition (3.17) reduces to (3.19). On the other hand, T (KF)−G−1
− •T (m)

is the sum of two G-local martingales, therefore the stochastic exponential of it,

ZG, is also a G-local martingale. Furthermore, if ZF = E(KF) is a local martingale

deflator for (S,F), then ZG is a local martingale deflator for (Sτ ,G).

3.3 Particular cases for τ

This section illustrates the results of Section 3.2 on several frequently studied models

for the random time τ . We will consider the case of pseudo-stopping times, the case
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when either τ avoids all F-stopping times, and the case when all F-martingales are

continuous.

3.3.1 Pseudo-stopping times

The family of pseudo-stopping times was introduced and studied in [113]. Below,

we recall its definition.

Definition 3.1: τ is said a pseudo-stopping time if, for every bounded F-martingale

M , we have

E[Mτ ] = E[M0].

The following lemma recalls some characterizations of pseudo-stopping times.

Lemma 3.5: The following three properties are equivalent.

(a) τ is a pseudo-stopping time.

(b) m = m0 (this implies that E
(
G−1
− •m

)
≡ 1 and ∆m ≡ 0.)

(c) For any bounded F-local martingale M , we have T (M) = M τ .

Proof. Thanks to [113, Theorem 1], τ is an F-pseudo stopping time, if and only if

m ≡ m0. This leads to T (m) = m0 and G̃ = G−. Hence, we get E
(
G−1
− •m

)
≡ 1

and ∆m = 0. This proves (a) =⇒ (b). Furthermore, when τ is an F-pseudo stopping

time, {G̃ = 0 < G−} = ∅, and [M,m] = 0 for any F-local martingale M . Then, we

derive

T (M) = M τ − G̃−1I]]0,τ ]] • [M,m] + I]]0,τ ]] •

(∑
∆MI{G̃=0<G−}

)p,F
= M τ − G̃−1I]]0,τ ]] • [M,m] + 0 = M τ .

Hence, the proof of (a) =⇒ (c) is complete, while (c) =⇒ (a) is obvious. This is due
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to T (M) is G-martingale for any bounded F-martingale M , and hence

E[Mτ ] = E[Tτ (M)] = E[T0(M)] = E[M0].

This ends the proof of the lemma.

Theorem 3.3: Suppose that τ is a pseudo-stopping time, and G > 0. Let KG be a

G-local martingale. Then the following are equivalent.

(a) ZG := E
(
KG) is a local martingale deflator for (Sτ ,G) if and only if there

exists a unique triplet
(
KF, ϕ(o), ϕ(pr)

)
such that E(KF) ∈ Zloc(S,F), ϕ(o) be-

longs to Ioloc(NG,G), ϕ(pr) belongs to L1
loc(Ω̃,Prog(F), P ⊗ D), and satisfying

E[ϕ
(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s.,

1 + ∆KF > ϕ(o)(1− G

G−
), and − (1 + ∆KF) <

ϕ(o)G

G−
P ⊗Do,F-a.e.

ϕ(pr) > −
[
1 + ∆KF + ϕ(o) G

G−

]
, P ⊗D − a.e. (3.20)

and KG =
(
KF
)τ

+ ϕ(o) �NG + ϕ(pr) �D. (3.21)

(b) ZG := E
(
KG) is a local martingale deflator for (Sτ ,G) if and only if there

exists a unique triplet
(
ZF, ϕ(o), ϕ(pr)

)
that belongs to

Zloc(S,F)× Ioloc(NG,G)× L1
loc(Ω̃,Prog(F), P ⊗D),

and satisfying E[ϕ
(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s.,

ϕ(pr) > −1, P ⊗D − a.e., −G−
G

< ϕ(o) <
G−

G− −G
, P ⊗Do,F-a.e. (3.22)

ZG = (ZF)τE(ϕ(o) •NG)E(ϕ(pr) •D). (3.23)

Proof. (a) Thanks to Theorem 3.1, we have the following decomposition

KG = T (KF)−G−1
− • T (m) + ϕ(o) •NG + ϕ(pr) •D. (3.24)
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By Lemma 3.5, we deduce that T (KF) reduces to
(
KF)τ and G−1

− • T (m) vanishes.

As a result, the processes in (3.24) and in (3.21) coincide. Both inequalities in (3.20)

also follow from Theorem 3.1. This ends the proof of assertion (a).

(b) By combining Theorem 3.2, assertion (a), and the fact that E
(
G−1
− •m

)
≡ 1,

the proof of assertion (b) follows immediately.

3.3.2 τ avoids all F-stopping times

If a random time τ avoids all F-stopping times, then for any F-stopping time σ, we

have P (σ = τ < +∞) = 0. Throughout this section, put

N
G

:= D −G−1
− I]]0,τ ]] •D

p,F. (3.25)

It is clear that N
G

is the G-local martingale parts in the Doob-Meyer decomposition

under G of D respectively (see [86, Remark 4.5] for details). The following lemma

discusses the relationship between N
G

and NG, which is defined in (2.23).

Lemma 3.6: Suppose that τ avoids all F-stopping times. Then the following hold:

(a) It holds that NG = N
G

.

(b) For any ϕ(o) ∈ Ioloc(NG,G), there exists an F-predictable process ϕ that is

NG-integrable such that (ϕ(o) − ϕ) •NG ≡ 0.

(c) [N
G
, X] ≡ 0 for any F-semimartingale X.

Proof. (a) If τ avoids all F-stopping times, then G̃ = G, or equivalently ∆Do,F = 0.

This means that Do,F is continuous and hence Do,F = Dp,F. This implies that

G̃−1I]]0,τ ]] •D
o,F = G̃−1I]]0,τ ]] •D

p,F = G−1I]]0,τ ]] •D
p,F.

Thus, the G-local martingale NG given by (2.23) coincides with N
G

.

(b) Since {ϕ(o) 6= ϕ} =
⋃
n≥0

[[σn]] (see [59]), where (σn)n≥0 is a sequence of F-stopping
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times. Therefore, on one hand,

I{ϕ(o) 6=ϕ} •D =
∑
n≥0

I{σn=τ}I[[σn,+∞[[ = 0,

since τ avoids all F-stopping times. On the other hand, I{ϕ(o) 6=ϕ} •D
o,F is null as it

is the F-optional dual projection of I{ϕ(o) 6=ϕ} •D = 0. Thus, by definition of NG, we

get,

(ϕ(o) − ϕ) •NG ≡ 0.

(c) Since N
G

has a finite variation, we get [N
G
, X] =

∑
∆N

G
∆X = ∆X • N

G
.

Furthermore, {∆X 6= 0} =
⋃
n≥0

[[σn]], where (σn)n≥0 is a sequence of F-stopping

times. Thus,

∆N
G

∆X =

+∞∑
n≥1

∆XσnI{σn=τ<+∞}I[[σn]] = 0,

due to the fact that τ avoids all F-stopping times. This completes the proof.

Theorem 3.4: Suppose that G > 0, and τ avoids all F-stopping times. Let KG be

a G-local martingale. Then the following are equivalent.

(a) ZG := E
(
KG) is a local martingale deflator for (Sτ ,G) if and only if there

exists a unique triplet
(
KF, ϕ(p), ϕ(pr)

)
such that E(KF) ∈ Zloc(S,F), ϕ(p) belongs

to L1
loc(N

G
,G), ϕ(pr) ∈ L1

loc(Prog(F), P⊗D) and E[ϕ
(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s.,

satisfying

−1 < ϕ(p), P ⊗Dp,F − a.e. − ϕ(p) − 1 < ϕ(pr), P ⊗D − a.e.

and KG = T (KF)−G−1
− • T (m) + ϕ(p) •N

G
+ ϕ(pr) •D. (3.26)

(b) ZG is a local martingale deflator for (Sτ ,G) if and only if there exists a unique

triplet
(
ZF, ϕ(p), ϕ(pr)

)
belongs to Z(S,F)×L1

loc(N
G
,G)×L1

loc(Ω̃,Prog(F), P⊗D),
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and E[ϕ
(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s., such that ϕ(pr) > −1, P ⊗D − a.e.,

−1 < ϕ(p), P ⊗Dp,F − a.e. and ZG =
(ZF)τ

E(G−1
− •m)τ

E(ϕ(p) •N
G

)E(ϕ(pr) •D). (3.27)

Proof. (a). The proof of assertion (a) follows from combining Theorem 3.1 with the

three assertions of Lemma 3.6. In fact, on the one hand, thanks to Theorem 3.1, we

have

KG = T (KF)−G−1
− • T (m) + ϕ(o) •NG + ϕ(pr) •D. (3.28)

On the other hand, since τ avoids all F-stopping times, Lemma 3.6 implies that

NG = N . Thus by plugging these in (3.26),(3.28) follows and the proof of assertion

(a) is completed.

(b). The proof of this part follows immediately from combining assertion (a),

Yor’s formula, and Lemma 3.6-(c). This ends the proof of the theorem.

3.3.3 The case when all F-martingales are continuous

Throughout this section, we consider the following notations

M := M τ −G−1
− I]]0,τ ]] • 〈M,m〉F, for any M ∈Mloc(F),

N
G

:= D −G−1
− I]]0,τ ]] •D

p,F. (3.29)

Here, we compare the processes M and N
G

to T (M) and NG respectively, in the

following Lemma.

Lemma 3.7: Suppose that all F-martingales are continuous. Then NG = N
G

, and

for any F-local martingale M , we have T (M) = M .

Proof. If we assume that all F-martingales are continuous then we have ∆m = 0,

or equivalently, G̃ = G−, D
o,F − Dp,F = 0, and [M,m] = 〈M,m〉 for any F-local

martingale M . As a result, we deduce that NG given by (2.23) coincides with N
G
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immediately. Furthermore, due to ∆M = 0 for any M ∈Mloc(F), we get

T (M) = M τ − G̃−1I]]0,τ ]] • [M,m] + I]]0,τ ]] •

(∑
∆MI{G̃=0<G−}

)p,F
= M τ −G−1

− I]]0,τ ]] • 〈M,m〉F = M.

This ends the proof of the lemma.

Theorem 3.5: Suppose that G > 0, and all F-martingales are continuous. Let KG

be a G-local martingale. Then the following are equivalent.

(a) ZG := E
(
KG) is a local martingale deflator for (Sτ ,G) if and only if there

exists
(
KF, ϕ(o), ϕ(pr)

)
such that E(KF) ∈ Zloc(S,F), ϕ(o) belongs to L1

loc(N
G
,G),

ϕ(pr) ∈ L1
loc(Prog(F), P ⊗D) and E[ϕ

(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s., satisfying

−G−
G

< ϕ(o) <
G−

G− − G
, P⊗Do,F−a.e., ϕ(pr) > −ϕ(o) G

G−
−1, P⊗D−a.e.,

and KG = KF −G−1
− •m+ ϕ(o) •N

G
+ ϕ(pr) •D. (3.30)

(b) ZG is a local martingale deflator for (Sτ ,G) if and only if there exists a

unique triplet
(
ZF, ϕ(o), ϕ(pr)

)
such that ZF is a local martingale deflator for

(S,F), ϕ(o) ∈ Ioloc(N
G
,G), ϕ(pr) belongs to L1

loc(Ω̃,Prog(F), P ⊗ D), satisfying

E[ϕ
(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s.,

−G−
G

< ϕ(o) <
G−

G− − G
, P ⊗Do,F − a.e. ϕ(pr) > −1, P ⊗D − a.e.,

ZG =
(ZF)τ

E(G−1
− •m)τ

E(ϕ(o) •N
G

)E(ϕ(pr) •D). (3.31)

Proof. (a) The proof of assertion (a) follows from combining Theorem 3.1 with the

three assertions of Lemma 3.7. Thanks to Theorem 3.1, we obtain

KG = T (KF)−G−1
− • T (m) + ϕ(o) •NG + ϕ(pr) •D. (3.32)
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By Lemma 3.7, we deduce that NG = N , and T (M) = M , respectively. As a result,

the processes in (3.32) and (3.30) coincide. This ends the proof of assertion (a).

(b) The proof is fairly similar to Theorem 3.4-(b), and hence we omit it.

3.4 Particular cases for (S,F)

This section illustrates Theorems 3.1-3.2 on several regularly used models, such as

the case of Lévy market model, jump-diffusion for S, two important volatility market

frameworks and few other cases.

3.4.1 The exponential Lévy market models

In this subsection, we focus on the case of Lévy market model. Precisely, we assume

that S is given by the following stochastic differential equation

Xt =

∫ t

0
σsdWs +

∫ t

0

∫
|x|≤1

xÑF(dt, dx) +

∫ t

0

∫
|x|>1

xN(dt, dx) +

∫ t

0
µsds,

St = S0E(X)t, ÑF(dt, dx) = N(dt, dx)− FX(dx)dt, (3.33)

where σ > 0 and µ are bounded adapted processes, W is a one-dimensional Brow-

nian motion, N(dt, dx) and is a Poisson random measure on [0, T ] × R \ {0} and

ÑF is a compensated Poisson measure with Lévy measure (intensity) FX(dx)dt.

Stock price process defined on the filtered probability space (Ω,F ,F, P ), where F is

the completed and right continuous filtration generated by W and ÑF. For more

details about the application of Lévy market model in finance, we refer the reader

to [25], [65], [66] and the references therein. Lévy model is a quasi-left-continuous

process and has some extra nice features comparing to general semimartingale. We

parametrize local martingale deflators for general Lévy market models in this sec-

tion, then in Chapters 5 and 6, we continue to study their characterization for

optimal deflator and Log-optimal portfolio. Once the general Lévy model is treated
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in the next paragraph, the remaining part of this section is divided into two subsec-

tions where we discuss two popular cases of Lévy market model.

For the parametrization of local martingale deflator for (Sτ ,G), we need to know

its parametrization for model (S,F). This is the aim of the following Lemma.

Lemma 3.8: Suppose S is given by (3.33). Then E
(
KF) is a local martingale

deflator for (S,F) if and only if there exists a unique quadruple (β, f, g,K ′) that

belongs to (L1
loc(W,F) × G1

loc(µ,F) × H1
loc(µ,F) ×M0,loc(F), MP

µ (g | P̃(F)) = 0,

P ⊗ µ-.a.e., ∆KF > −1, and [K ′, S] = 0, satisfying

(i)

∫
|x(f(x)− I|x|≤1)FX(dx) < +∞ P ⊗ dt− a.e. ,

(ii) µ+ σβ +

∫
x(f(x)− I|x|≤1)FX(dx) ≡ 0, P ⊗ dt− a.e. , (3.34)

and then the process KF has following decomposition

KF := β •W + (f − 1) ? (µ− ν) + g ? µ+K ′. (3.35)

Proof. For any KF ∈Mloc(F), the Jacod’s representation with respect to S, is given

by (3.35). For more details about the decomposition of KF, we refer the reader to the

Theorem 2.7. Therefore, by applying Lemma 3.4, S + [S,KF] is F-local martingale

if and only if the process

X + [X,KF] = F− local martingale +

∫ t

0

[
µ+ σsβs +

∫
x(f(x)− I|x|≤1)FX(dx)

]
ds

is an F-local martingale. This is equivalent to (3.34), and the proof of the lemma is

complete.

The main result in this section is given in the following.

Theorem 3.6: Suppose S given by (3.33) and G > 0. Let ZG := E
(
KG) be a

positive G-local martingale. Then the following assertions are equivalent.
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(a) ZG is a local martingale deflator for (Sτ ,G),

(b) There exists a unique (β, f, g,K ′, ϕ(o), ϕ(pr)) that belongs to

L1
loc(W,F)×G1

loc(µ,F)×H1
loc(µ,F)×M0,loc(F)×Ioloc(NG,G)×L1

loc(Ω̃,Prog(F), P⊗D),

satisfying MP
µ (g | P̃(F)) = 0 P ⊗ µ-.a.e., E[ϕ

(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s.,

KG = T (KF)−G−1
− • T (m) + ϕ(o) •NG + ϕ(pr) •D,

KF = β •W + (f − 1) ? (µ− ν) + g ? µ+K ′, (3.36)

ϕ(pr) > −
[
G−

(
f(∆X) + g(∆X))I{∆X 6=0} + (1 + ∆K ′)I{∆X=0}

)
+ ϕ(o)G

]
/G̃, P ⊗D-a.e.,

−

(
f(∆X) + g(∆X)

)
G−

G
< ϕ(o) <

(
f(∆X) + g(∆X)

)
G−

∆Do,F P ⊗Do,F-a.e. on {∆X 6= 0},

−(1 + ∆K ′)G−
G

< ϕ(o) <
(1 + ∆K ′)G−

∆Do,F P ⊗Do,F-a.e. on {∆X = 0},∫
|x(f(x)− I|x|≤1)FX(dx) < +∞ P ⊗ dt− a.e. ,

and µ+ σβ +

∫
x(f(x)− I|x|≤1)FX(dx) ≡ 0, P ⊗ dt− a.e., ∆KF > −1, [K ′, S] = 0.

(c) There exists a unique (β, f, g,K ′, ϕ(o), ϕ(pr)) belongs to

L1
loc(W,F)×G1

loc(µ,F)×H1
loc(µ,F)×M0,loc(F)×Ioloc(NG,G)×L1

loc(Ω̃,Prog(F), P⊗D),

satisfying MP
µ (g | P̃(F)) = 0 P ⊗ µ-.a.e., E[ϕ

(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s.,

ZG =
E(KF)τ

E(G−1
− •m)τ

E(ϕ(o) •NG)E(ϕ(pr) •D).

KF = β •W + (f − 1) ? (µ− ν) + g ? µ+K ′,

ϕ(pr) > −1, P ⊗D-a.e., −G−
G

< ϕ(o) <
G−

∆Do,F P ⊗Do,F-a.e. (3.37)
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∫
|x(f(x)− I|x|≤1)FX(dx) < +∞ P ⊗ dt− a.e. ,

and µ+ σβ +

∫
x(f(x)− I|x|≤1)FX(dx) ≡ 0, P ⊗ dt− a.e., ∆KF > −1, [K ′, S] = 0.

Proof. The proof follows from combining Theorems 3.1 and 3.2 with Theorem 2.7.

3.4.1.1 Jump-diffusion market model

This subsection focuses on the important case of jump-diffusion framework for the

market model (S,F, P ) defined as follows. Herein, we suppose that a standard

Brownian motion W and a Poisson process N with intensity λ > 0 are defined

on the probability space (Ω,F , P ), and the filtration F is the complete and right

continuous filtration generated by W and N . Then the stock price process is given

by the following dynamics.

St = S0E(X)t, Xt =

∫ t

0
σsdWs+

∫ t

0
ζsdN

F
s +

∫ t

0
µsds, Nt

F := Nt−λt. (3.38)

We suppose that there exists a constant δ ∈ (0,+∞) such that

µ, σ, and ζ are bounded F-adapted processes, (3.39)

and σ > 0, ζ > −1, σ + |ζ| ≥ δ, P ⊗ dt-a.e..

Lemma 3.9: Suppose S is given by (3.38). Then E
(
KF) is an F-local martingale

deflator for (S,F) if and only if there exists a unique pair (ψ1, ψ2) that belongs to

L1
loc(W,F)× L1

loc(N
F,F) and satisfies

KF = ψ1 •W + (ψ2 − 1) •NF, (3.40)
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∫ t

0

(
(ψ1s)

2 + |ψ2s |
)
ds < +∞ P -a.s. for all t ≥ 0

and µ+ ψ1σ + (ψ2 − 1)ζλ ≡ 0, ψ2 > 0 P ⊗ dt− a.e. . (3.41)

Proof. Define (β, f, g,K ′) = (ψ1, ψ2, 0, 0), where f(x) = f(1), in Lemma 3.8, then

(3.41)-(3.40) coincide with (3.34)-(3.35) respectively. This ends the proof.

Lemma 3.10: There exists two F-predictable processes ϕ(m) and ψ(m) such that

∫ t

0

(
(ϕ(m)

s )2 + |ψ(m)
s |

)
ds < +∞ P -a.s. for all t ≥ 0

G−1
− •m = ϕ(m) •W + (ψ(m) − 1) •NF.

Below, we state our main result of this subsection.

Theorem 3.7: Suppose S given by (3.38) and G > 0. Let ZG := E
(
KG) be a

positive G-local martingale. Then the following assertions are equivalent.

(a) ZG is a local martingale deflator for (Sτ ,G),

(b) There exist (ψ1, ψ2) ∈ L1
loc(W,F) × L1

loc(N
F,F) , ϕ(o) ∈ Ioloc(NG,G) and

ϕ(pr)) ∈ L1
loc(Prog(F),P⊗D) satisfying E[ϕ

(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s.,

KG = (ψ1 − ϕ(m)) • T (W ) + (ψ2 − ψ(m)) • T (NF) + ϕ(o) •NG + ϕ(pr) •D.

ϕ(pr) > −
[ ψ2

ψ(m)
+

ϕ(o)G

ψ(m)G−

]
, and − ψ2G−

G
< ϕ(o) <

ψ2G−
∆Do,F P ⊗Do,F-a.e. on {∆N 6= 0},

ϕ(pr) > −

[
1 +

ϕ(o)G

G−

]
, and − G−

G
< ϕ(o) <

G−
G− −G

P ⊗Do,F-a.e. on {∆N = 0},∫ t

0

(
(ψ1(s))2 + |ψ2(s)|

)
ds < +∞ P -a.s. for all t ≥ 0,

and µ+ ψ1σ + (ψ2 − 1)ζλ ≡ 0, ψ2 > 0 P ⊗ dt− a.e. .

(c) There exists unique quadruplet (ψ1, ψ2, ϕ
(o), ϕ(pr)) that belongs to the following

set L1
loc(W,F) × L1

loc(N
F,F) × Ioloc(NG,G) × L1

loc(Prog(F),P ⊗ D), and satisfies
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E[ϕ
(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s.,

ZG =
E(ψ1 •W + (ψ2 − 1) •NF)τ

E(G−1
− •m)τ

E(ϕ(o) •NG)E(ϕ(pr) •D),

ϕ(pr) > −1, P ⊗D-a.e., −G−
G

< ϕ(o) <
G−

∆Do,F P ⊗Do,F-a.e.,∫ t

0

(
(ψ1(s))2 + |ψ2(s)|

)
ds < +∞ P -a.s. for all t ≥ 0,

and µ+ ψ1σ + (ψ2 − 1)ζλ ≡ 0, ψ2 > 0 P ⊗ dt− a.e. .

Proof. The proof follows immediately from Theorems 3.1-3.2 and the fact that for

any M ∈ Mloc(F), there exists a unique (ψ1, ψ2) ∈ L1
loc(W,F) × L1

loc(N
F,F) such

that M = M0 +ψ1 •W + (ψ2 − 1) •NF, for more details about the representation of

M , we refer the reader to the Definition 2.24 and Theorem 2.7.

3.4.1.2 Black-Scholes market model

In this subsection, we focus on the case of Black-Scholes market model, where S is

given by the following stochastic differential equation

St = S0E(X)t, Xt :=

∫ t

0
σsdWs +

∫ t

0
µsds. (3.42)

Here W is a one-dimensional Brownian motion, σ > 0 and (µ, σ) are bounded

adapted processes. The filtration F is the right continuous and complete filtration

that is generated by Brownian motion W . Then, by Theorem 2.7, any F-local

martingale M , can be represented as

M = M0 + h •W,

where h is progressively measurable process satisfying
∫ T

0 h2
tdt <∞ P − a.s. .

Lemma 3.11: Suppose that S is given by (3.42). Then E
(
KF) is local martingale

deflator for the model (S,F) if and only if KF = −µ
σ

•W.
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Proof. Thanks to Theorem 2.7, KF is a continuous local martingale and hence

(ψ1, ψ2) of Lemma 3.9 takes the form of (β, 0) and the proof of the lemma follows

immediately.

By combining the parametrization of local martingale deflator for Jump-diffusion

model given by Theorem 3.7, with the case that all F-local martingales are contin-

uous, we derive the following result.

Theorem 3.8: Suppose S given by (3.42) and G > 0. Let ZG := E
(
KG) be a

positive G-local martingale. Then the following assertions are equivalent.

(a) ZG is a local martingale deflator for (Sτ ,G),

(b) There exists a pair (ϕ(o), ϕ(pr)) ∈ (L1
loc(N

G
,G)× L1

loc(Prog(F), P ⊗D)) such

that E[ϕ
(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s.,

KG = −(
µ

σ
+ ϕ(m)) •W + ϕ(o) •N

G
+ ϕ(pr) •D, and (3.43)

−G−
G

< ϕ(o) <
G−

G− − G
, P ⊗Do,F − a.e., ϕ(pr) > −ϕ(o) G

G−
− 1, P ⊗D − a.e. .

(c) There exists a unique pair (ϕ(o), ϕ(pr)) ∈ (L1
loc(N

G
,G)×L1

loc(Prog(F), P ⊗D))

such that E[ϕ
(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s.,

ZG = E(−(
µ

σ
+ ϕ(m)) •W )E(ϕ(o) •N

G
)E(ϕ(pr) •D). (3.44)

−G−
G

< ϕ(o) <
G−

G− − G
, P ⊗Do,F − a.e. and ϕ(pr) > −1, P ⊗D − a.e. .

Proof. In Lemma 3.10 and Theorem 3.7, put ψ(m) = 1, ψ(m) = ψ2 = 1 respectively.

Then the Poisson process vanishes, and we have the following decomposition

KG = −(
µ

σ
+ ϕ(m)) • T (W ) + ϕ(o) •NG + ϕ(pr) •D. (3.45)

Since all F-local martingale are continuous, thanks to Theorem 3.5, the decomposi-
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tion (3.45) coincides with

KG = −(
µ

σ
+ ϕ(m)) •W + ϕ(o) •N

G
+ ϕ(pr) •D.

To prove the multiplicative representation in assertion (c), the same calculation

using Yor’s formula as in the previous sections applies, and we will omit it here.

When the Black-Scholes market model is stopped at random time τ , it is not com-

plete market anymore, and the random time τ causes this incompleteness. Therefore

the class of deflators for this model is characterized by (ϕ(o), ϕ(pr)).

3.4.2 Jump-diffusion for (S,F) and a particular random time

In the subsection 3.4.2, we discuss a particular model for τ that was introduced in

[6, Example 2.12] and [9, Subsection 5.2.2, page 108]. Consider the same model

for (S,F) as in Theorem 3.7, and let τ := (aT2) ∧ T1, where a ∈ (0, 1) and T1 and

T2 are the first and the second jump times of the Poisson process N (i.e. N :=∑+∞
n=1 I[[Tn,+∞[[). Since F is generated by (W,N) and W is independent of τ , the

same calculations for the three processes (G,G−, G̃) as in [6, 9] remain valid. Thus,

we get

G̃t = e−βt(βt+ 1)I[[0,T1[[(t) + e−βtI[[T1]](t), Gt = e−βt(βt+ 1)I[[0,T1[[(t)

Gt− = G̃t− = e−βt(βt+ 1)I[[0,T1]](t).

However the arguments for the calculations of m and Do,F differ slightly from that

of [6, 9]. Let mc be the continuous local martingale part of m, and hence m−mc is

a pure jump local martingale with jumps equal to

∆m = G̃−G− = φ∆NF where φt := −βte−βt, β := λ(a−1 − 1).

62



Hence m = mc + φ •NF on the one hand. On the other hand, by writing

Gt = e−βt(βt+ 1)(1−H(1)
t ), H(1) := I[[T1,+∞[[, M

(1) := H(1) − λ(t ∧ T1) = (NF)T1 ,

and by applying Itô’s formula to the process G and using G = m+Do,F (see (2.19)),

we deduce that mc ≡ 0. Hence, we get

m = m0 + φ •NF and Do,F
t =

∫ t

0
e−βsdH(1)

s + (β + λ)β

∫ t∧T1

0
se−βsds.(3.46)

Since in the current case we have {G̃ = 0 < G−} = ∅, we derive

T (W ) = W τ , T (NF) = (NF)τ +
βt

1 + βt
• (N)τ ,

1

G−
• T (m) = − βt

1 + βt
• T (NF),

NG = I{aT2<T1}I[[aT2,+∞[[ − (λ+ β)

∫ t∧τ

0

βs

1 + βs
ds. (3.47)

Furthermore, we have ]]0, τ ]] ⊂ {G− > 0} =]]0, T1]], and hence the condition G > 0 is

redundant in the current case, as one can work with ST1 instead. This confirms our

claim that the condition G > 0 is technical and can be relaxed at the expenses of

technicalities (in both the statements of the results and the proofs) that we tried to

avoid here. A combination of this analysis with Theorem 3.7 leads to the following.

Corollary 3.8.1: ZG ∈ Z(Sτ ,G) is equivalent to each of the following:

(a) There exist (ψ1, ψ2) ∈ L1
loc(W,F)× L1

loc(N
F,F) , ϕ(o) = ϕ(o)I]]0,T1]] belongs to

Ioloc(NG,G) and ϕ(pr) ∈ L1
loc(Prog(F), P ⊗D) satisfying the following

KG = ψ1 •W
τ + (ψ2 −

1

1 + βt
) • T (NF) + ϕ(o) •NG + ϕ(pr) •D,

µ+ ψ1σ + (ψ2 − 1)ζλ ≡ 0, ψ2 > 0, −ψ2 < ϕ(o)I]]0,T1[[, P ⊗ dt− a.e.
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and the following inequalities hold P -a.s.

ϕ(o)(T1) < ψ2(T1)(1 + βT1),

ϕ(pr)(aT2 ∧ T1) > −[ψ2(aT2) + ϕ(o)(aT2)]I{aT2<T1} − ψ2(T1)[1 + βT1]I{aT2≥T1},

(b) There exists a unique quadruplet (ψ1, ψ2, ϕ
(o), ϕ(pr)) belonging to the following

set L1
loc(W,F)× L1

loc(N
F,F)× Ioloc(NG,G)× L1

loc(Prog(F),P⊗D), satisfying

ZG = E(L)τE(ϕ(o) •NG)E(ϕ(pr) •D),

L := ψ1 •W + ((1 + βt)ψ2 − 1) •NF +

∫ ·
0

λβt

1 + βt
[(1 + βt)ψ2(t)− 1]dt,

ϕ(pr)(aT2 ∧ T1) > −1, P−a.s., ϕ(o)(T1) < ψ2(T1)(1 + βT1) P -a.s.,

and µ+ ψ1σ + (ψ2 − 1)ζλ ≡ 0, ψ2 > 0, −1 < ϕ(o)I]]0,T1[[ P ⊗ dt− a.e.

Proof. By Theorem 3.7, we have the following decomposition for any local martin-

gale deflators ZG ∈ Zloc(Sτ ,G), where S is given by 3.38,

KG = ψ1 • T (W ) + (ψ2 − 1) • T (NF)−G−1
− • T (m) + ϕ(o) •NG + ϕ(pr) •D.

Since in the current particular case of stopping time τ , we have {G̃ = 0 < G−} = ∅

and by inserting (3.46) and (3.47) in KG, we get

KG = ψ1 •W
τ + (ψ2 −

1

1 + βt
) • T (NF) + ϕ(o) •NG + ϕ(pr) •D.

The proof for the multiplicative representation, stated in assertion (b), follows im-

mediately from assertion (a), and will be omitted here.

3.4.3 Volatility market models

In this section, we discuss two popular volatility models. Precisely, we address the

corrected Stein and Stein Model and the Barndorff-Nielsen Shephard Model. For
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more details about these models and their role in the financial markets we refer to

[26] and [114]. We evaluate local martingale deflators parametrization for these two

models in the next two subsections.

3.4.3.1 Corrected Stein and Stein Model

The corrected Stein and Stein financial market is given by the following stochastic

differential equations and it has no jumps,

St = S0E(X)t , Xt = X0 +

∫ t

0
VsσsdW

(1)
s +

∫ t

0
µV 2

s dt,

where, Vt = V0 +

∫ t

0
(m− aVs)dt+

∫ t

0
αsdW

(2)
s , and t ∈ [0, T ]. (3.48)

W (i), i = 1, 2, are two one-dimensional Brownian motions with the correlation co-

efficient ρ ∈ (−1,+1) and the filtration F is generated by the W (i), i = 1, 2, where

F = (FW
1,W 2

t )t∈[0,T ]. All the coefficients σ, α,m, a and µ are positive constants.

Thanks to Theorem 2.7, we deduce that any F-local martingale M can be repre-

sented as follows

M = M0 + h1 •W (1) + h2 •W (2). (3.49)

Here h(i), i = 1, 2, are progressively measurable processes satisfying the following

fact that
∫ T

0 (h1
t )

2 + (h2
t )

2dt <∞ P − a.s. .

Lemma 3.12: Suppose S is given by (3.48). Then E
(
KF) is an F-local martin-

gale deflator for (S,F) if and only if there exists a unique pair (β(1), β(2)) of

F-progressively measurable process such that
∫ T

0 [(β1
t )2 + (β2

t )2]dt <∞. P − a.s. ,

KF = β(1) •W (1) + β(2) •W (2), (3.50)

and V σβ(1) + V σβ(2)ρ+ µV 2 ≡ 0, P ⊗ dt-a.e. . (3.51)

Proof. The representation (3.50) for the process KF follows from the equation (3.49).

Therefore, by applying Lemma 3.4, we conclude that S+[S,KF] is F-local martingale
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if and only if X + [X,KF] is F-local martingale on one hand. On the other hand,

we have

X + [X,KF] = F− local martingale +

∫ t

0
Vsσsβ

(1)
s + Vsσsβ

(2)
s ρ+ µV 2

s ds.

Thus, the condition (3.51) follows immediately. This ends the proof.

For the corrected Stein and Stein financial market model, we have the following

parametrization for local martingale deflators.

Theorem 3.9: Suppose S given by (3.48) and G > 0. Let ZG := E
(
KG) be a

positive G-local martingale. Then the following assertions are equivalent.

(a) ZG is a local martingale deflator for (Sτ ,G).

(b) There exists a unique triplet (β(2), ϕ(o), ϕ(pr)) belongs to

L1
loc(W

(2),F)× L1
loc(N

G
,G)× L1

loc(Prog(F), P ⊗D),

satisfying E[ϕ
(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s.,

KG = −(
µV

σ
+ ρβ(2)) •W

(1)
+ β(2) •W

(2) −G−1
− •m+ ϕ(o) •N

G
+ ϕ(pr) •D,

and− G−
G

< ϕ(o) <
G−

G− − G
, P ⊗Do,F − a.e., ϕ(pr) > −ϕ(o) G

G−
− 1, P ⊗D − a.e. .

(c) There exists a unique triple (β(2), ϕ(o), ϕ(pr)) belongs to

L1
loc(W

(2),F)× L1
loc(N

G
,G)× L1

loc(Prog(F), P ⊗D),

satisfying E[ϕ
(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s.,

ZG =
E(−(µV σ−1 + ρβ(2)) •W (1) + β(2) •W (2))τ

E(G−1
− •m)τ

E(ϕ(o) •N
G

)E(ϕ(pr) •D),(3.52)

−G−
G

< ϕ(o) <
G−

G− − G
, P ⊗Do,F − a.e. ϕ(pr) > −1, P ⊗D − a.e. . (3.53)
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Proof. From the dynamics of S in (3.48), we deduce that all F-local martingale

are continuous. On one hand, thanks to Theorem 3.5, there exists a unique triplet(
KF, ϕ(o), ϕ(pr)

)
such that the process KG gets the following decomposition

KG = KF −G−1
− •m+ ϕ(0) •N

G
+ ϕ(pr) •D. (3.54)

On the other hand, by Lemma 3.12, we get

KF = −(
µV

σ
+ ρβ(2)) •W

(1)
+ β(2) •W

(2)
.

By inserting it in (3.54), this ends the proof of assertion (b).

The proof of assertion (c) follows immediately from combining assertion (b), equa-

tion (3.77) and Lemma 3.12, and we will omit it here.

Remark When ρ = 0, it’s clear that the decomposition (3.52) becomes

KG =
−µV
σ

•W
(1)

+ β(2) •W
(2) −G−1

− •m+ ϕ(o) •N
G
,

This fact follows from the equation (3.51) in Lemma 3.12.

3.4.3.2 Barndorff-Nielsen Shephard Model

The Barndorff-Nielsen Shephard financial market is presented by the filtration gen-

erated by a one dimensional Lévy process Y , where Y := Y c + Ỹ d. The process Y c

is the continuous part of Lev́y process and Ỹ d is driven by random measure of Y ,

donated by µ̃(dt× dx) with componsator measure ν̃(dt× dx) = F̃ (dx)dAt, for more

details about the model see [26] and [114].

By considering As = s, we have < Y c >s= s. Then Barndorff-Nielsen Shephard
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process, St, follows stochastic differential equations below

St = S0e
Xt , dXs = (µ+ ξσ2

s)ds+ σsdY
c
s + d(ρx ? µ̃Y )s,

and dσs = −λσ2
sdt+ d(x ? µ̃Y )s, (3.55)

where all the coefficients ξ, ρ, λ and µ are real constants with ρ < 0 and λ > 0.

Therefore by Ito’s formula, we calculate the dynamics of S,

dSt
St−

= αtdt+ σtdY
c
t + d(eρx − 1) ? (µ̃− ν̃)t, (3.56)

where α := µ+σ2(ξ+ 1
2)+

∫
(eρx−1)F̃ (dx). The predictable characteristic of Section

2.4 for Barndorff-Nielsen Shephard process is

Sct = St−σt • Y
c
t , ∆St = St−(eρ∆σ2

t − 1), bt = St−α,

ct = S2
t−σ

2
t , νS(dt× dx) = FSt (dx)dt, f(x)FSt (dx) = f(St−(eρx − 1))F̃t(dx).

Here, we don’t compute the truncation function h(x), since we don’t have big jumps.

In the following lemma, we parametrize deflators for the model (S,F), given by

(3.55).

Lemma 3.13: Suppose S is given by (3.55). Then E
(
KF) is an F-local martingale

deflator for S if and only if there exists a unique quadruple (β, f, g,K ′) that be-

longs to (L1
loc(Y

c,F)×G1
loc(µ̃,F)×H1

loc(µ̃,F)×M0,loc(F), satisfying MP
µ (g | P̃(F)) =

0, P ⊗ µ-.a.e., ∆KF > −1 and [K ′, Y ] = 0, satisfiying

(i)

∫
|(eρx − 1)f(St−(eρx − 1))|F̃ (dx) < +∞ P ⊗ dt− a.e. ,

(ii) µ+ σ(σξ +
σ

2
+ β) +

∫
(eρx − 1)f(St−(eρx − 1))F̃ (dx) ≡ 0, P ⊗ dt-a.e. (3.57)
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then the process KF has following decomposition

KF := β • Y c + (f − 1) ? (µ̃− ν̃) + g ? µ̃+K ′. (3.58)

Proof. For any KF ∈Mloc(F), by applying the Jacod’s representation with respect

to S, we get (3.58). For more details about the decomposition of KF, we refer the

reader to the Theorem 2.7. Therefore by applying Lemma 3.4, S+ [S,KF] is F-local

martingale if and only if

Y + [Y,KF] = F− local martingale +

∫ t

0
µ+ σs(σsξ +

σs
2

+ βs)ds

+

∫ t

0

∫
(eρx − 1)fs(e

ρx − 1)F̃ (dx)ds

is an F-local martingale if and only if the right side of above equation vanishes.

Thus, the condition (3.57) follows immediately. This ends the proof.

Our main result in this subsection is presented by the following Theorem.

Theorem 3.10: Suppose S is given by (3.55) and G > 0. Let ZG := E
(
KG) be a

positive G-local martingale. Then the following assertions are equivalent.

(a) ZG is a local martingale deflator for (Sτ ,G).

(b) There exists a unique (β, f, g,K ′, ϕ(o), ϕ(pr)) that belongs to

L1
loc(Y

c,F)×G1
loc(µ̃,F)×H1

loc(µ̃,F)×M0,loc(F)×Ioloc(NG,G)×L1
loc(Ω̃,Prog(F), P⊗D),

satisfying MP
µ (g | P̃(F)) = 0, P ⊗ µ-.a.e., E[ϕ

(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s.,

KG = T (KF)−G−1
− • T (m) + ϕ(o) •NG + ϕ(pr) •D,
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ϕ(pr) > −
[
G−

(
f(∆X) + g(∆X))I{∆X 6=0} + (1 + ∆K ′)I{∆X=0}

)
+ ϕ(o)G

]
/G̃, P ⊗D-a.e.,

−

(
f(∆X) + g(∆X)

)
G−

G
< ϕ(o) <

(
f(∆X) + g(∆X)

)
G−

∆Do,F P ⊗Do,F-a.e. on {∆X 6= 0},

−(1 + ∆K ′)G−
G

< ϕ(o) <
(1 + ∆K ′)G−

∆Do,F P ⊗Do,F-a.e. on {∆X = 0},∫
|(eρx − 1)f(St−(eρx − 1))|F̃ (dx) < +∞ P ⊗ dt− a.e. ,

and µ+ σ(σξ +
σ

2
+ β) +

∫
(eρx − 1)f(S−(eρx − 1))F̃ (dx) ≡ 0, P ⊗ dt− a.e. ,

where KF = β • Y c + (f − 1) ? (µ̃− ν̃) + g ? µ̃+K ′, ∆KF > −1, [K ′, Y ] = 0. (3.59)

(c) There exists a unique (β, f, g,K ′, ϕ(o), ϕ(pr)) that belongs to

L1
loc(Y

c,F)×G1
loc(µ̃,F)×H1

loc(µ̃,F)×M0,loc(F)×Ioloc(NG,G)×L1
loc(Ω̃,Prog(F), P⊗D),

satisfying MP
µ (g | P̃(F)) = 0, P ⊗ µ-.a.e., E[ϕ

(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s.,

ZG =
E(KF)τ

E(G−1
− •m)τ

E(ϕ(o) •NG)E(ϕ(pr) •D). (3.60)

and ϕ(pr) > −1, P ⊗D-a.e., −G−
G

< ϕ(o) <
G−

∆Do,F P ⊗Do,F-a.e.,∫
|(eρx − 1)f(St−(eρx − 1))|F̃ (dx) < +∞ P ⊗ dt− a.e. ,

µ+ σ(σξ +
σ

2
+ β) +

∫
(eρx − 1)f(S−(eρx − 1))F̃ (dx) ≡ 0, P ⊗ dt− a.e. ,

where KF = β • Y c + (f − 1) ? (µ̃− ν̃) + g ? µ̃+K ′, ∆KF > −1, [K ′, Y ] = 0.

Proof. The proof follows immediately from Theorems 3.1-3.2. By Theorem 3.1, we

have the following decomposition

KG = T (KF)−G−1
− • T (m) + ϕ(o) •NG + ϕ(pr) •D. (3.61)

Thanks to Lemma 3.13, define KF as follows KF := β •Y c+(f−1)?(µ̃−ν̃)+g?µ̃+K ′,

then decomposition (3.61) coincides with (3.59). Similarly, one can see the prove of

the multiplicative form. This ends the proof of theorem.
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3.4.4 The case of the complete market model (S,F)

In this subsection, we illustrate our results of Section 3.2 in the case where the initial

market model, (S,F, P ), is complete.

Theorem 3.11: Suppose G > 0 and S be a F-semimartingale such that the model

(S,F) is complete and Z(1) := E(K(1)) is its unique local martingale deflator (i.e.

ZF ∈ Zloc(S,F)). Let KG be a G-local martingale, then the following assertions

are equivalent.

(a) ZG := E
(
KG) is a local martingale deflator for (Sτ ,G) (i.e. ZG ∈ Z(Sτ ,G)).

(b) There exists a unique pair
(
ϕ(o), ϕ(pr)

)
, such that ϕ(o) ∈ Ioloc(NG,G), ϕ(pr)

belongs to L1
loc(Ω̃,Prog(F), P ⊗D), satisfying E[ϕ

(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s.,

ϕ(pr) > −
[
G−(1 + ∆K(1)) + ϕ(o)G

]
/G̃, P ⊗D − a.e., (3.62)

− G−
G

(1 + ∆K(1)) < ϕ(o), P ⊗Do,F-a.e. and ϕ(o)∆Do,F < (1 + ∆K(1))G−,

(3.63)

and

KG = T (K(1))−G−1
− • T (m) + ϕ(o) •NG + ϕ(pr) •D. (3.64)

(c) There exists a unique pair
(
ϕ(o), ϕ(pr)

)
, such that ϕ(o) ∈ Ioloc(NG,G), ϕ(pr) be-

longs to L1
loc(Ω̃,Prog(F), P ⊗D), and satisfying E[ϕ

(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s.,

ϕ(pr) > −1, P ⊗D − a.e., −G̃
G
< ϕ(o) <

G̃

G̃−G
, P ⊗Do,F-a.e. , (3.65)

and ZG =
(Z(1))τ

E(G−1
− •m)τ

E(ϕ(o) •NG)E(ϕ(pr) •D). (3.66)

Proof. Since the model (S,F) is complete, there exists a unique local martingale de-

flator for this model that we denote by Z(1) = E(K(1)). Thus, by combining this fact

with Theorem 3.1, we deduce the existence of
(
ϕ(o), ϕ(pr)

)
and the decomposition
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KG = T (KF)−G−1
− • T (m) +ϕ(o) •NG +ϕ(pr) •D. By substituting (KF = K(1), the

proofs of assertions (a) and (b) follow.

The proof for the multiplicative representation, stated in assertion (c), follows im-

mediately from assertion (b) and Yor’s formula, and it will be omitted here.

3.5 Super-martingale deflator: The general setting

Throughout this section, for any H-semimartingale X, we denote by Xp,H and de-

fined in Section 2.1, when it exists (i.e. when X is a special semimartingale), the

H-predictable with finite variation part in its Doob-Meyer decomposition. Recall

that all the set of deflators for the model (X,H), defined in Section 2.2.2, will be

denoted by D(X,H) throughout the rest of the thesis. Furthermore, stochastic

processes will be compared to each other in the following sense.

Definition 3.2: Let X and Y be two processes with X0 = Y0. Then

X � Y if X − Y is an increasing process.

We start this section by parametrizing deflators as follows.

Lemma 3.14: Let X be an H-semimartingale, and Z be a positive H-supermartingale.

Then the following assertions are equivalent.

(a) Z is a deflator for (X,H).

(b) There exists a unique pair (N,V ) of N ∈ M0,loc(H), and a nondecreasing,

RCLL and H-predictable process V , such

Z := Z0E(N)E(−V ), N0 = V0 = 0, ∆N > −1, ∆V < 1 (3.67)

sup
0<s≤·

|∆Y (ϕ)
s | ∈ A+

loc(H) and
1

1−∆V
• V � (Y (ϕ))p,H. (3.68)
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Here (Y (ϕ))p,H is the predictable with finite variation process such that

Y (ϕ) − (Y (ϕ))p,H ∈Mloc(H) and Y(ϕ) := ϕ • X + [ϕ • X,N],

for any bounded ϕ that belongs to L(X,H) given by

L(X,H) :=
{
ϕ is H-predictable

∣∣∣ ϕ∆X > −1
}
. (3.69)

Proof. The proof of this lemma will be achieved in two steps. The first step proves

that there exists a unique pair (N,V ) satisfying (3.67) as soon as Z is a deflator for

(X,H). The second step shows that for a process Z, for which there exists a pair

(N,V ) satisfying (3.67), there is equivalence between ZE(ϕ •X) is supermartingale

and (3.68), for any bounded ϕ ∈ L(X,H).

Step 1. Suppose that Z is a deflator. This implies that Z is a positive supermartin-

gale (since ϕ = 0 ∈ L(X,H)), and hence X := Z−1
− • Z is a local supermartingale

having the unique Doom-Meyer decomposition X := K − V , where K ∈ M0,loc(H)

and V is nondecreasing and predictable with ∆V < 1 (since Z > 0). It is clear that

the predictable process (1−∆V )−1 is well defined and is locally bounded. Hence

N :=
1

1−∆V
•K ∈M0,loc(H), ∆N > −1 and Z = Z0E(N)E(−V).

This ends the first step.

Step 2. Suppose that there exists a pair (N,V ) such that Z = Z0E(N)E(−V )

and (3.67) holds. Let ϕ be a bounded element of L(X,H). Then by applying Yor’s

formula to ZE(ϕ •X) = Z0E(N)E(−V )E(ϕ •X), one get

ZE(ϕ •X) = Z0E(N)E(ϕ •X)E(−V ) = Z0E
(
N + ϕ •X + ϕ • [X,N ]

)
E(−V )

= Z0E(Y (ϕ))E(−V ) = Z0E
(
Y (ϕ) − V − [Y (ϕ), V ]

)
= Z0E

(
(1−∆V ) • Y (ϕ) − V

)
,
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where Y (ϕ) := N +ϕ •X +ϕ • [X,N ]. Since Z is positive and ϕ ∈ L(X,H), then the

process ZE(ϕ •X) is an H-supermartingale if and only if (1 −∆V ) • Y (ϕ) − V is a

local H-supermartingale, or equivalently Y (ϕ) is a special semimartingale (which is

equivalent to the first condition of (3.68)) and its predictable with finite variation

part, (Y (ϕ))p,H, satisfies (Y (ϕ))p,H � (1−∆V )−1 • V . This finishes the second step,

and the proof of the lemma as well.

Below, we state our last main theorem of this chapter.

Theorem 3.12: Suppose G > 0, and let ZG be a G-semimartingale. Then the

following assertions are equivalent.

(a) ZG is a deflator for (Sτ ,G) (i.e. ZG ∈ D(Sτ ,G)).

(b) There exists a unique
(
KF, V F, ϕ(o), ϕ(pr)

)
such that KF ∈ M0,loc(F), V F

is an F-predictable and nondecreasing process, ϕ(o) ∈ Ioloc(NG,G), ϕ(pr) belongs

to L1
loc(Prog(F), P ⊗ D) such that E[ϕ

(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s., the process

E(KF)E(−V F) belongs to D(S,F),

ϕ(pr) > −
[
G−(1 + ∆KF) + ϕ(o)G

]
/G̃, P ⊗D − a.e., (3.70)

− G−
G

(1 + ∆KF) < ϕ(o) <
(1 + ∆KF)G−

∆Do,F , P ⊗Do,F-a.e.. (3.71)

ZG = ZG
0 E(KG)E(−V F)τ , KG = T (KF)−G−1

− • T (m) + ϕ(o) •NG + ϕ(pr) •D.

(3.72)

(c) There exists unique
(
ZF, ϕ(o), ϕ(pr)

)
such that ZF ∈ D(S,F), (ϕ(o), ϕ(pr)) be-

longs to Ioloc(NG,G)× L1
loc(Prog(F), P ⊗D), E[ϕ

(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s.,

ϕ(pr) > −1, P ⊗D − a.e., −G̃
G
< ϕ(o) <

G̃

G̃−G
, P ⊗Do,F-a.e., (3.73)

and

ZG =
(ZF)τ

E(G−1
− •m)τ

E(ϕ(o) •NG)E(ϕ(pr) •D). (3.74)
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Proof. The proof will be achieved in three steps, where we prove the implications

(a)=⇒(b), (b)=⇒(c), and (c)=⇒(a) respectively.

Step 1. Herein, we prove (a)=⇒(b). To this end, we suppose that ZG is a deflator

for (Sτ ,G). Thus, due to Lemma 3.14, we deduce the existence of KG ∈M0,loc(G)

and V G a G-predictable and nondecreasing process such that

ZG = Z0E(KG)E(−V G), sup
0<s≤·

|ϕs∆Sτs |(1 + ∆KG
s ) ∈ A+

loc(G)

∆KG > −1, ∆V G < 1, (1−∆V G)−1 • V G � (ϕ • Sτ + [ϕ • Sτ ,KG])p,G,

for any bounded ϕ ∈ L(Sτ ,G). Then a direct application of Theorem 2.11 to KG

and Lemma 3.1 to V G, leads to the existence of the triplet (NF, ϕ(o), ϕ(pr)) that

belongs to Mloc(F)×Ioloc(NG,G)×L1
loc(Prog(F), P ⊗D) and an F-predictable and

nondecreasing process V with finite values such that

KG = KG
0 +

1

G2
−
I]]0,τ ]] • T (NF) + ϕ(o) •NG + ϕ(pr) •D, V G = V τ .

Consider a bounded ϕ ∈ L(S,F), and remark that ϕ • Sτ + [ϕ • Sτ ,KG] ∈ Aloc(G) is

equivalent to W :=
∑

(ϕ∆Sτ + ϕ∆[Sτ ,KG])I{|∆S|>1} ∈ Aloc(G). As a result,

W p,G = lim
n−→+∞

(
I{n≥|∆S|>1} •W

)p,G
.

By combining

ϕ • Sτ + [ϕ • Sτ ,KG] = ϕ • Sτ +
I]]0,τ ]]

G2
−

• [T (NF), ϕ • Sτ ]

+ϕ∆Sϕ(o) •NG + ϕ∆Sϕ(pr) •D,

the fact that ϕ∆Sϕ(o)I{|∆S|≤n} •N
G and ϕ∆Sϕ(pr)I{|∆S|≤n} •D are G-local martin-

gales for any n ≥ 1, and [T (NF), ϕ • Sτ ] = G−G̃
−1I]]0,τ ]] • [NF, ϕ • Sτ ], we deduce
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that

(
ϕ • Sτ + [ϕ • Sτ ,KG]

)p,G
=
(
ϕ • Sτ +

1

G2
−
I]]0,τ ]] • [T (NF), ϕ • S]

)p,G
=
(
ϕ • Sτ +

1

G−G̃
I]]0,τ ]] • [NF, ϕ • S]

)p,G
.

By inserting in this equation the following decomposition of S,

S = S0 +M +A+
∑

∆SI{|∆S|>1},

where M is a locally bounded F-local martingale and A is an F-predictable process

with finite variation, we obtain

(
ϕ • Sτ + [ϕ • Sτ ,KG]

)p,G
= ϕ •Aτ +

I]]0,τ ]]

G−
• 〈m,ϕ •M〉F +

I]]0,τ ]]

G2
−

• 〈NF, ϕ •M〉F +

+

(∑
ϕ∆S(1 +

∆NF

G−G̃
)I]]0,τ ]]I{|∆S|>1}

)p,G
= ϕ •Aτ +

I]]0,τ ]]

G−
• 〈m,ϕ •M〉F +

I]]0,τ ]]

G2
−

• 〈NF, ϕ •M〉F +

+G−1
− I]]0,τ ]] •

(∑
ϕ∆S(G̃+

∆NF

G−
)I{|∆S|>1}

)p,F
.

As a result, for any bounded ϕ ∈ L(S,F), V (ϕ) := ϕ • S + [ϕ • S, 1
G−

•m+ 1
G2

−
•NF]

has an F-compensator, and

1

1−∆V F
• V F � ϕ •A+ 〈 1

G−
•m+

1

G2
−
•NF, ϕ •M〉F +

(∑
∆V (ϕ)I{|∆S|>1}

)p,F
=

(
ϕ • S + [ϕ • S,

1

G−
•m+

1

G2
−
•NF]

)p,F
.

On the one hand, this is equivalent to E(KF)E(−V )E(ϕ •S) is an F-supermartingale

for any bounded ϕ ∈ L(S,F), where KF := G−1
− • m + G−2

− • NF. On the other

hand, as in the proof of Theorem 3.1 (see step 2 of that proof), it is clear that

E(KG) > 0 if and only if 1 + ∆KG > 0 if and only if the triplet (KF, ϕ(o), ϕ(pr))
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satisfies 1+∆KF > 0 and (3.70)-(3.71). This proves assertion (b), and the first step

is completed.

Step 2. This step proves (b)=⇒(c). Hence, we suppose that assertion (b) holds.

Then there exists a unique
(
KF, V F, ϕ(o), ϕ(pr)

)
such that E[ϕ

(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0

P -a.s., and

ZG = E
(
T (KF)−G−1

− • T (m) + ϕ(o) •NG + ϕ(pr) •D
)
E(−V F)τ .

Then by mimicking the analysis (calculations) that starts from (3.18), we derive

ZG =
E
(
KF)τE(−V F)τ

E(G−1
− •m)τ

E(ϕ(o) •NG)E(ϕ(pr) •D)

=
(ZF)τ

E(G−1
− •m)τ

E(ϕ(o) •NG)E(ϕ(pr) •D).

Here ϕ(o) := G̃ϕ(o)/G−(1 + ∆KF) and ϕ(pr) := G̃ϕ(pr)[G−(1 + ∆KF) +Gϕ(o)]−1

are the F-optional and F-progressive processes respectively that satisfy (3.73) as a

direct consequence of the conditions (3.70)-(3.71) fulfilled by the pair (ϕ(o), ϕ(pr)).

This ends the proof of (b)=⇒(c).

Step 3. Herein, we deal with (c)=⇒(a). Thus, we suppose that assertion (c) holds,

and deduce the existence of a triplet
(
ZF, ϕ(o), ϕ(pr)

)
that belongs to D(S,F) ×

Ioloc(NG,G)× L1
loc(Prog(F), P ⊗D) satisfying (3.73) and

ZG =
(ZF)τ

E(G−1
− •m)τ

E(ϕ(o) •NG)E(ϕ(pr) •D). (3.75)

Then for any bounded ϕ ∈ L(S,F), ZFE(ϕ • S) is an F-supermartingale, and hence

there exist N ∈ M0,loc(F) and V is an F-predictable and non decreasing process

such that

ZFE(ϕ • S) = E(N)E(−V ).

Therefore, by combining the above product with (3.75), we deduce that, for any
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bounded ϕ ∈ L(S,F),

ZGE(ϕ • S)τ =
E(N)τ

E(G−1
− •m)τ

E(ϕ(o) •NG)E(ϕ(pr) •D)E(−V )τ .

Thus, thanks to Corollary 3.2.1 which allows us to conclude that the process

(E(N)τ/E(G−1
− •m)τ )E(ϕ(o) •NG)E(ϕ(pr) •D)

is in fact a G-local martingale, we deduce that ZGE(ϕ•S)τ is a G-supermartingale, for

any bounded ϕ ∈ L(S,F). Then assertion (a) follows immediately from combining

this with the fact that, for any bounded ϕG that belongs to L(Sτ ,G), there exists a

bounded ϕF ∈ L(S,F) such that ϕG = ϕF on ]]0, τ ]] (see Lemma 3.1-(a)). This ends

the proof of the theorem.

3.6 Particular cases for supermartingale deflators

This section illustrates the results of Theorem 3.12 on several frequently studied

cases. We will discuss the general Lévy market model, two popular cases of Lévy

market model such as the case of jump-diffusion and Black-Scholes model, different

cases for random times τ , two important volatility market frameworks and few more

cases.

3.6.1 The case when all F-martingales are continuous

In this subsection, we consider the following notations, defines in (3.29), that we

recall here for the reader’s convenience.

M = M τ −G−1
− I]]0,τ ]] • 〈M,m〉F, for any M ∈Mloc(F),

N
G

= D −G−1
− I]]0,τ ]] •D

p,F.
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It is clear that both M and N
G

are the G-local martingale parts in the Doob-

Meyer decomposition, of M τ and D respectively, under G. In Lemma 3.7, we discuss

the relations between N
G

and NG, M and T (M), and their properties.

Theorem 3.13: Suppose that G > 0, all F-martingales are continuous. Let KG

be a G-local martingale and V G be a nondecreasing and G-predictable. Then the

following assertions are equivalent.

(a) ZG := E
(
KG) E(−V G) is a deflator for (Sτ ,G) if and only if there exists a

unique
(
KF, V F, ϕ(o), ϕ(pr)

)
such that (KF, ϕ(o)) ∈M0,loc(F)×Ioloc(N

G
,G), ϕ(pr)

belongs to L1
loc(Prog(F), P ⊗ D) and E[ϕ

(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s., V F is

nondecreasing with finite values and F-predictable, E(KF)E(−V F) ∈ D(S,F),

−G−
G

< ϕ(o) <
G−

G− − G
, P ⊗Do,F − a.e., ϕ(pr) > −ϕ(o) G

G−
− 1, P ⊗D − a.e.,

V G := (V F)τ , and KG := KF −G−1
− •m+ ϕ(o) •N

G
+ ϕ(pr) •D. (3.76)

(b) ZG is a deflator for (Sτ ,G) if and only if there exists a unique unique

triplet
(
ZF, ϕ(o), ϕ(pr)

)
such that ZF is a supermartingale deflator for (S,F),

ϕ(o) ∈ Ioloc(N
G
,G), ϕ(pr) belongs to L1

loc(Ω̃,Prog(F), P ⊗ D), and satisfying the

following E[ϕ
(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s.,

−G−
G

< ϕ(o) <
G−

G− − G
, P ⊗Do,F − a.e. ϕ(pr) > −1, P ⊗D − a.e.,

and ZG = (ZF)τ
E(ϕ(o) •N

G
)

E(G−1
− •m)τ

E(ϕ(pr) •D). (3.77)

Proof. (a) The proof of assertion (a) follows from combining Theorem 3.12-(a) with

the following three facts. Under the assumption that either τ avoids F-stopping

times or all F-martingales are continuous, then, by Lemma 3.7, we can get these

two equalities: NG = N , and T (M) = M for any F-local martingale M . This proves

assertion (a).

(b) The proof of assertion (b) follows immediately from combining assertion (a) and
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the fact that, under the assumption that when all F-martingales are continuous,

we have [N
G
,M ] = [N

G
,M ] ≡ 0 for any F-local martingale M . This fact, indeed,

implies that

E(M + ϕ(o) •N
G

) = E(M)E(ϕ(o) •N
G

),

for M ∈M0,loc(F) with 1 + ∆M > 0. This ends the proof of the theorem.

Theorem 3.13 states results that work for both cases of τ avoids F-stopping times

and when all F-martingales are continuous. The main difference between the two

cases lies in the condition on the parameter ϕ(p). Indeed, for the case when τ avoids

F-stopping times, the condition (3.76) (or equivalently the inequalities in (3.77))

becomes −1 < ϕ(p) P ⊗ Dp,F-a.e. instead. This is due to G̃ = G which follows

from the avoidance property of τ . However, when all F-martingales are continuous,

(3.76) takes the form of −G̃/G < ϕ(p) < G̃/(G̃−G) P ⊗Dp,F-a.e., since in this case

G̃ = G− and p,F(G) = G.

Corollary 3.13.1: Suppose τ is a pseudo-stopping time, and G > 0. Let KG be a

G-local martingale and V G be a nondecreasing and G-predictable. Then ZG :=

E
(
KG) E(−V G) is a deflator for (Sτ ,G) if and only if there exists a unique triple(

ZF, ϕ(o), ϕ(pr)
)

that belongs to D(S,F)× Ioloc(NG,G)× L1
loc(Ω̃,Prog(F), P ⊗D)

and satisfying ϕ(pr) > −1, P ⊗D − a.e., −G−
G < ϕ(o) < G−

G−−G , P ⊗Do,F-a.e.

and ZG = (ZF)τE(ϕ(o) •NG)E(ϕ(pr) •D). (3.78)

3.6.2 The exponential Lévy market model

In this section, we focus on the case of Lévy market model. Consider the Lévy

market models given in Section 3.4.1. The stock price process, S, presented by St =

S0E(X)t, is a locally bounded Lévy process and set up by the stochastic differential

equation (3.33). All elements are all the same way as in Section 3.4.1, where σ > 0

and µ are bounded adapted processes, W is a one-dimensional Brownian Motion,
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N(dt, dx) and is a Poisson random measure on [0, T ]×R/{0}, ÑF is a compensated

Poisson measure with Lévy measure (intensity) FX(dx)dt and AX is an increasing

and predictable process. Filtration F is generated by W and ÑF. For more details

about the application of Lévy market model in finance, we refer the reader to [25],

[65], [66] and the references therein. Lévy model is a quasi-left-continuous process, so

it has some extra nice features comparing to general semimartingale. For instance,

For locally bounded Lévy model, the truncation function h(x) in characteristics of

semimartingales, vanishes.

For the parametrization of general deflators for (Sτ ,G), we need to know its

parametrization for model (S,F) in advance. We present it in the following lemma.

Lemma 3.15: Suppose S is given by (3.33) and Z is a positive F-supermartingale.

Then Z is a deflator for (S,F) if and only if there exists a unique (β, f, g,K ′, V )

such that (β, f, g,K ′) belongs to (L1
loc(W,F)×G1

loc(µ,F)×H1
loc(µ,F)×M0,loc(F),

MP
µ (g | P̃(F)) = 0, P ⊗ µ-.a.e., [K ′, S] = 0, and a nondecreasing, RCLL and

F-predictable process V , such that

Z := Z0E(N)E(−V ), ∆V < 1, ∆N > −1, N0 = V0 = 0, (3.79)

where N := β •W + (f − 1) ? (µ− ν) + g ? µ+K ′,

and the triple (β, f, v) satisfying the following inequality

(i)

∫
|x(f(x)− I|x|≤1)FX(dx) < +∞ P ⊗ dt− a.e. ,

(ii)
(
µ+ σβ +

∫
x(f(x)− I|x|≤1)FX(dx)

)
•AX � 1

1−∆V
• V. (3.80)

Proof. In the same spirit as Theorem 2.7, we have the following decomposition for

any local martingale N with respect to a quasi-left-continuous process, X,

N = N0 + β •W + (f − 1) ? (µ− ν) + g ? µ+K ′.
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Assume that Z is a positive F-supermartingale. Therefore, by applying Lemma

3.14, Z is a deflator if and only if (1 − ∆V ) • Y (ϕ) − V is an F-supermartingale,

or equivalently, 1
1−∆V

• V � (Y (ϕ))p,F, where Y (ϕ) := N + ϕ • X + ϕ • [X,N ], and

ϕ ∈ L(X,F). Thus, by computing the dual predictable projection of Y (ϕ), we get

(Y (ϕ))p,F = ϕ • (X + [X,N ])P,F =

∫ t

0
ϕs

(
µs + σsβs +

∫
xfs(x)FX(dx)

)
dAXs .

Therefore, we obtain the following inequality

(Y (ϕ))p,F − 1

1−∆V
• V =

∫ t

0
ϕs

(
µs + σsβs +

∫
xfs(x)FX(dx)

)
dAXs

− 1

1−∆V
• V � 0,

if and only if the condition (3.80) holds. This ends the proof.

Since the Lévy model is a quasi-left-continuous and the process At is continuous,

there is no loss of generality in defining At = t. The main result in this section is

given in the following theorem.

Theorem 3.14: Suppose S is given by (3.33), G > 0, and let ZG be a G-semimartingale.

Then the following are equivalent.

(a) ZG is a deflator for (Sτ ,G) (i.e. ZG ∈ D(Sτ ,G)).

(b) There exists a unique
(
β, f, g,K ′, V F, ϕ(o), ϕ(pr)

)
such that(β, f, g,K ′) belongs

to (L1
loc(W,F)× G1

loc(µ,F)×H1
loc(µ,F)×M0,loc(F), ϕ(o) ∈ Ioloc(NG,G), ϕ(pr) be-

longs to L1
loc(Ω̃,Prog(F), P ⊗D), and a nondecreasing, RCLL and F-predictable

process V F, satisfying

MP
µ (g | P̃(F)) = 0, P ⊗ µ, -a.e., E[ϕ(pr)

τ

∣∣ Fτ ]I{τ<+∞} = 0, P -a.s. ,
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ϕ(pr) > −
[
G−

(
f(∆X) + g(∆X))I{∆X 6=0} + (1 + ∆K ′)I{∆X=0}

)
+ ϕ(o)G

]
/G̃, P ⊗D-a.e.,

−

(
f(∆X) + g(∆X)

)
G−

G
< ϕ(o) <

(
f(∆X) + g(∆X)

)
G−

∆Do,F P ⊗Do,F-a.e. on {∆X 6= 0},

−(1 + ∆K ′)G−
G

< ϕ(o) <
(1 + ∆K ′)G−

∆Do,F P ⊗Do,F-a.e. on {∆X = 0},∫
|x(f(x)− I|x|≤1)FX(dx) < +∞ P ⊗ dt− a.e. ,

and
(
µ+ σβ +

∫
x(f(x)− I|x|≤1)FX(dx)

)
•AX � 1

1−∆V F
• V F, ∆V F < 1, f + g > 0,

ZG = ZG
0 E(KG)E(−V F)τ , (3.81)

KG = T (β •W + (f − 1) ? (µ− ν) + g ? µ+K ′)−G−1
− • T (m) + ϕ(o) •NG + ϕ(pr) •D.

(c) There exists a unique
(
β, f, g,K ′, V F, ϕ(o), ϕ(pr)

)
such that(β, f, g,K ′) belongs

to (L1
loc(W,F) × G1

loc(µ,F) × H1
loc(µ,F) × M0,loc(F), ϕ(o) ∈ Ioloc(NG,G), ϕ(pr)

belongs to L1
loc(Ω̃,Prog(F), P ⊗ D), V F is an F-predictable and nondecreasing

process, satisfying MP
µ (g | P̃(F)) = 0, P ⊗ µ-.a.e., E[ϕ

(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0

P -a.s.,

ZG =
E(β •W + (f − 1) ? (µ− ν) + g ? µ+K ′)τE(−V F)τ

E(G−1
− •m)τ

E(ϕ(o) •NG)E(ϕ(pr) •D).

and ϕ(pr) > −1, P ⊗D-a.e., −G−
G

< ϕ(o) <
G−

∆Do,F P ⊗Do,F-a.e.,∫
|x(f(x)− I|x|≤1)FX(dx) < +∞ P ⊗ dt− a.e. ,(

µ+ σβ +

∫
x(f(x)− I|x|≤1)FX(dx)

)
•AX � 1

1−∆V F
• V F,∆V F < 1, f + g > 0.

Proof. The proof is immediately follows from combing Theorem 3.12, Theorem 3.6

and lemma 3.15 with the similar discussion of next subsection (i.e. the Jump-

diffusion model) and it is omitted here.

3.6.2.1 Jump-diffusion framework

This subsection focuses on the important case of jump-diffusion framework for the

market model (S,F, P ) defined in Section 3.4.1.1. Herein, we suppose that a one-
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dimentional Brownian motion W and a Poisson process N with intensity λ > 0 are

defined on the probability space (Ω,F , P ), and the filtration F is the completed and

right continuous filtration generated by W and NF. Then the stock price process is

given by the following dynamics

St = S0E(X)t, Xt =

∫ t

0
σsdWs+

∫ t

0
ζsdN

F
s +

∫ t

0
µsds, Nt

F := Nt−λt. (3.82)

All elements are all the same way as in Section 3.4.1.1, where a constant δ ∈ (0,+∞)

such that µ, σ, and ζ are bounded F-adapted processes and we also assume that

σ > 0, ζ > −1, σ + |ζ| ≥ δ, P ⊗ dt-a.e. . F-martingale, m, defines in Lemma 3.10

and it has following decomposition G−1
− •m = ϕ(m) •W + (ψ(m) − 1) •NF.

Theorem 3.15: Suppose S given by (3.82) and G > 0. Let ZG be a G-semimartingale.

Then the following are equivalent.

(a) ZG is a deflator for (Sτ ,G) (i.e. ZG ∈ D(Sτ ,G)).

(b) There exists a unique
(
ψ1, ψ2, V

F, ϕ(o), ϕ(pr)
)

such that (ψ1, ψ2) ∈ L1
loc(W,F)×

L1
loc(N

F,F), V F is a nondecreasing, RCLL and F-predictable process, ϕ(o) ∈

Ioloc(NG,G), ϕ(pr) ∈ L1
loc(Ω̃,Prog(F), P ⊗D) such that E[ϕ

(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0

P -a.s., satisfying the following

E(ψ1 •W + (ψ2 − 1) •NF) exp (−V F) ∈ D(S,F), (3.83)

ϕ(pr) > −
[ ψ2

ψ(m)
+

ϕ(o)G

ψ(m)G−

]
, and − ψ2G−

G
< ϕ(o) <

ψ2G−
∆Do,F P ⊗Do,F-a.e. on {∆N 6= 0},

ϕ(pr) > −

[
1 +

ϕ(o)G

G−

]
, and − G−

G
< ϕ(o) <

G−
G− −G

P ⊗Do,F-a.e. on {∆N = 0},(3.84)∫ t

0

(
(ψ1(s))2 + |ψ2(s)|

)
ds < +∞ P -a.s. for all t ≥ 0

and

∫ ·
0

(µ+ ψ1σ + (ψ2 − 1)ζλ)ds � 1

1−∆V F
• V F, ∆V F < 1, ψ2 > 0, P ⊗ dt− a.e. (3.85)

such that ZG = ZG
0 E(KG) exp (−V F)

τ
, (3.86)

KG = ψ1 • T (W ) + (ψ2 − 1) • T (NF)−G−1
− • T (m) + ϕ(o) •NG + ϕ(pr) •D.

84



(c) There exists (ψ1, ψ2, ϕ
(o), ϕ(pr)) that belongs to

L1
loc(W,F)× L1

loc(N
F,F)× Ioloc(NG,G)× L1

loc(Ω̃,Prog(F), P ⊗D),

and E[ϕ
(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s., and a nondecreasing, RCLL and H-predictable

process V F, satisfying the following

ZG =
E(ψ1 •W + (ψ2 − 1) •NF − V F)τ

E(G−1
− •m)τ

E(ϕ(o) •NG)E(ϕ(pr) •D) (3.87)

ϕ(pr) > −1 P ⊗D-a.e. , −G−
G

< ϕ(o) <
G−

∆Do,F P ⊗Do,F-a.e. , (3.88)∫ t

0

(
(ψ1(s))2 + |ψ2(s)|

)
ds < +∞ P -a.s. for all t ≥ 0

and

∫ ·
0

(µ+ ψ1σ + (ψ2 − 1)ζλ)ds � 1

1−∆V F
• V F, ∆V F < 1, ψ2 > 0, P ⊗ dt− a.e.

Proof. In Lemma 3.15, define (β, f) = (ψ1, ψ2), where f(x) = f(1). Therefore,

E(N)E(V F) ∈ D(S,F) if and only if N := ψ1 •W + (ψ2 − 1) •NF, and V F = V ,

∫ ·
0

(µ+ ψ1σ + (ψ2 − 1)ζλ)ds � 1

1−∆V
• V,∆V < 1, ψ2 > 0, P ⊗ dt-a.e. .

Then by Theorem 3.12 and above explanation, there exists a unique
(
ψ1, ψ2, ϕ

(o), ϕ(pr)
)

such that KG has the following form

KG = ψ1 • T (W ) + (ψ2 − 1) • T (NF)−G−1
− • T (m) + ϕ(o) •NG + ϕ(pr) •D.

Moreover, the inequalities (3.85)-(3.88) are fulfilled. It ends the proof of assertion

(b). For the remaining parts of the proof, in Theorem 3.12 assertion (c), define

ZF := E(ψ1 •W + (ψ2 − 1) • NF) exp(−V F). Then, by using the Yor’s formula, we

get (3.87). This complete the proof of Theorem.
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3.6.2.2 Black-Scholes market model

In this subsection we focus on the case of Black-Scholes market model, as it defines

in subsection 3.4.1.2. The financial market is presented by following stochastic

differential equation

St = S0E(X)t, Xt :=

∫ t

0
σsdWs +

∫ t

0
µsds, (3.89)

where W is a one-dimensional Brownian motion. For this model, we have the

following parametrization of supermartingale deflators.

Theorem 3.16: Suppose S is given by (3.89) and G > 0. Let KG be a G-local

martingale. Then the following assertions are equivalent.

(a) ZG is a deflator for (Sτ ,G) if and only if there exists a unique (β, ϕ(o), ϕ(pr)) ∈

(L1
loc(W,F)×L1

loc(N
G
,G)×L1

loc(Prog(F), P⊗D)) such that E[ϕ
(pr)
τ

∣∣ Fτ ]I{τ<+∞} =

0 P -a.s., and a nondecreasing, RCLL and F-predictable process V F,

E(β •W ) exp(−V F) ∈ D(S,F), and

∫
µ+ σβdt � (1−∆V F)−1 • V F, ∆V F < 1 (3.90)

−G−
G

< ϕ(o) <
G−

G− − G
, P ⊗Do,F − a.e., ϕ(pr) > −ϕ(o) G

G−
− 1, P ⊗D − a.e.,

ZG = ZG
0 E(KG) exp(−V F)τ , and KG = −(

µ

σ
+ ϕ(m)) •W + ϕ(o) •N

G
+ ϕ(pr) •D.

(b) ZG is a deflator for (Sτ ,G) if and only if there exists a unique triplet

(
ZF, ϕ(o), ϕ(pr)

)
that belongs to D(S,F)× L1

loc(N
G
,G)× L1

loc(Prog(F), P ⊗D)

such that E[ϕ
(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s.,

−G−
G

< ϕ(o) <
G−

G− − G
, P ⊗Do,F − a.e. ϕ(pr) > −1, P ⊗D − a.e.,

ZG =
(ZF)τ

E(G−1
− •m)τ

E(ϕ(o) •N
G

)E(ϕ(pr) •D). (3.91)
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Proof. In Lemma 3.15, define (β, f) = (β, 0). Therefore, E(N)E(V F) ∈ D(S,F) if

and only if N := β •W, V F := V, and
∫
µ + σβdt � (1 − ∆V )−1 • V, ∆V < 1.

The decompositions (3.90)-(3.91) for ZG and inequalities (3.90)-(3.91) follow from

Theorem 3.13 due to the fact that all F-local martingale are continuous.

Remark. It clear that F-deflator in the multiplicative representation can be

replace by ZF = E(β •W − V F), where the condition (3.90) holds.

3.6.3 Volatility market models

In this subsection we focus on the case of Volatility Models model, which has huge

application in financial industry. Corrected Stein and Stein Model and Barndorff-

Nielsen Shephard Model are well know and most interested in Finance. We evaluate

parametrization of these two models in this subsection.

3.6.3.1 Corrected Stein and Stein Model

In this subsection we focus on the case of corrected Stein and Stein financial market.

Consider the corrected Stein and Stein market model given in Section 3.4.3.1. The

stock price process, S, presented by St = S0E(X)t, is represented by the following

stochastic differential equations

Xt = X0 +

∫ t

0
VsσsdW

(1)
s +

∫ t

0
µV 2

s dt

Vt = V0 +

∫ t

0
(m− aVs)dt+ αsdW

(2)
s (3.92)

W (i), i = 1, 2, is a one-dimensional Brownian motion with the filtration is generated

by the processes W (i), i = 1, 2, and all coefficients are all the same way as in Section

3.4.3.1. Any F-local martingale M represents same as equation (3.49) (i.e. M =

M0 + h1 •W 1 + h2 •W 2). For this model, we have the following decomposition of

F-deflator.

87



Lemma 3.16: Suppose S is given by (3.92) and Z be a positive F-supermartingale.

Then Z is a deflator for (S,F) if and only if there exists a unique triple (β(1), β(2), v)

such that (β(1), β(2)) are F-progressively measurable processes such that

∫ T

0
[(β1

t )2 + (β2
t )2]dt <∞. P − a.s. ,

and a nondecreasing, RCLL and H-predictable process V F, such that

Z := Z0E(N)E(−V F), N := β(1) •W (1) + β(2) •W (2), (3.93)

and the following inequality holds

∫ t

0
ϕs

(
σsβ

(1)
s + σsβ

(2)
s ρ+ µV 2

s

)
dt � (1−∆V F)−1 • V F, ∆V F < 1. (3.94)

Proof. The representation (3.93) for process N , follows from the equation (3.49).

Therefore by applying Lemma 3.14, ZE(ϕ•X) is an F-supermartingale, if and only if,

1
1−∆V F •V

F � (Y (ϕ))p,F is an F-supermartingale, where Y (ϕ) := N+ϕ •X+ϕ • [X,N ],

and ϕ ∈ L(X,F). Therefore,

(Y (ϕ))p,F − 1

1−∆V
• V =

∫ t

0
ϕs

(
σsβ

(1)
s + σsβ

(2)
s ρ+ µV 2

s

)
dt− (1−∆V F)−1 • V F � 0,

which is equivalent to the condition (3.94). This is the end of the proof.

For the corrected Stein and Stein financial market model, we have the following

parametrization for deflators in (Sτ ,G).

Theorem 3.17: Suppose S given by (3.92) and G > 0. Let KG be a G-local mar-

tingale. Then the following assertions are equivalent.

(a) ZG is a deflator for (Sτ ,G) if and only if there exists a unique there exists a

unique (β(1), β(2), V F, ϕ(o), ϕ(pr)) and a nondecreasing, RCLL and F-predictable

process V F, such that (β(1), β(2), ϕ(o)) belongs to L1
loc(W

1,F) × L1
loc(W

2,F) ×
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L1
loc(N

G
,G) and ϕ(pr) belongs to L1

loc(Prog(F), P⊗D), satisfying E[ϕ
(pr)
τ

∣∣ Fτ ]I{τ<+∞} =

0 P -a.s.,

E(β(1) •W (1) + β(2) •W (2))E(−V F) ∈ D(S,F), (3.95)

−G−
G

< ϕ(o) <
G−

G− − G
, P ⊗Do,F − a.e., ϕ(pr) > −ϕ(o) G

G−
− 1, P ⊗D − a.e.,

ZG = ZG
0 E(KG) exp (−V F)

τ
, (3.96)∫ t

0
ϕs

(
σsβ

(1)
s + σsβ

(2)
s ρ+ µV 2

s

)
dt � (1−∆V F)−1 • V F, ∆V F < 1,

and KG = β(1) • (W
(1)

) + β(2) • (W
(2)

)−G−1
− •m+ ϕ(o) •N

G
+ ϕ(pr) •D. (3.97)

(b) ZG is a deflator for (Sτ ,G) if and only if there exists a unique (β(1), β(2), ϕ(o), ϕ(pr))

belongs to L1
loc(W

1,F)×L1
loc(W

1,F)×L1
loc(N

G
,G)×L1

loc(Prog(F), P ⊗D) and a

nondecreasing, RCLL and F-predictable process V F, satisfying E[ϕ
(pr)
τ

∣∣ Fτ ]I{τ<+∞} =

0 P -a.s.,

−G−
G

< ϕ(o) <
G−

G− − G
, P ⊗Do,F − a.e. ϕ(pr) > −1, P ⊗D − a.e.,∫ t

0
ϕs

(
σsβ

(1)
s + σsβ

(2)
s ρ+ µV 2

s

)
dt � (1−∆V F)−1 • V F, ∆V F < 1,

and ZG = (β(1) •W (1) + β(2) •W (2) − V F)τ
E(ϕ(o) •N

G
)

E(G−1
− •m)τ

E(ϕ(pr) •D). (3.98)

Proof. On one hand, by Lemma 3.16, we have

N = N0 +

∫ t

0
β(1)
s dW (1)

s +

∫ t

0
β(2)
s dW (2)

s , V F = V

On the other hand, since all F-martingales are continuous, thanks to Theorem

3.13, there exists a unique parametrization for general deflator ZG such that ZG =

ZG
0 E(KG)E(−(V )τ ), and KG = KF −G−1

− •m+ ϕ(o) •N
G

+ ϕ(pr) •D. Therefore, by

putting the pair (KF, V F) in (N,V ) respectively, and also considering the following

(β(1) •W (1) + β(2) •W (2)) = β(1) • (W
(1)

) + β(2) • (W
(2)

),
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the proof of assertion (a) follows immediately. The remaining parts of proof is easy

to see with same explanation.

3.6.3.2 Barndorff-Nielsen Shephard Model

Here, we turn to the Barndorff-Nielsen Shephard financial market which is presented

in Section 3.4.3.2. The filtration is generated by a one dimensional Lévy process Y ,

where we have Y = Y c + Ỹ d. The stock price process is an exponential of a Lévy

process such that St = S0e
(X)t and follows these stochastic differential equations

dXs = (µ+ ξσ2
s)ds+ σsdY

c
s + d(ρx ? µ̃Y )s

dσ2
s = −λσ2

sdt+ d(x ? µ̃Y )s (3.99)

dSt
St−

= αtdt+ σtdY
c
t + d(eρx − 1) ? (µ̃− ν̃)t, (3.100)

where all the coefficients B, ρ, λ and µ are real constants with ρ < 0 and λ > 0, and

α = µ+ σ2
t (ξ +

1

2
) +

∫
(eρx − 1)F̃ (dx), Sct = St−σt • Y

c
t , ∆St = St−(eρ∆σ2

t − 1),

bt = St−α, ct = S2
t−σ

2
t , νS(dt× dx) = FSt (dx)dt.

By the above-mentioned decomposition for Barndorff-Nielsen Shephard process, we

parametrize supermartingale deflators for model (S,F) in the following lemma. The

model is a quasi-left-continuous and the process At is continuous. Thus, there is no

loss of generality on defining At = t.

Lemma 3.17: Suppose S is given by (3.99) and Z be a positive F-supermartingale.

Then Z is a deflator for (S,F) if and only if there exists a unique (β, f, g,K ′, V )

such that (β, f, g,K ′) belongs to (L1
loc(Y

c,F)×G1
loc(µ,F)×H1

loc(µ,F)×M0,loc(F),

[K ′, Y ] = 0, and a nondecreasing, RCLL and F-predictable process V , such that
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MP
µ (g | P̃(F)) = 0, P ⊗ µ-.a.e.,

Z := Z0E(N)E(−V ), ∆V < 1 ∆N > −1,

N := NF
0 + βt • Y

c + (f − 1) ? (µ̃− ν̃)t + g ? µ̃+K ′ , (3.101)

and the following inequalities hold

(i)

∫
|(eρx − 1)f(S−(eρx − 1))|F̃ (dx) < +∞ P ⊗ dt− a.e. , (3.102)

(ii)

∫ ·
0
ϕs

(
µs + σs(σsξs +

σs
2

+ βs)
)
ds+

∫
(eρx − 1)f(S−(eρx − 1))F̃ (dx) � (1−∆V )−1 • V.

Proof. Thanks to Lemma 3.13, we have the representation (3.101) for process N .

Therefore by applying Lemma 3.14, Z is a positive F-supermartingale and ZE(ϕ •X)

is an F-supermartingale, if and only if

(Y (ϕ))p,F − 1

1−∆V
• V =

∫ ·
0
ϕs

(
µs + σs(σsξs +

σs
2

+ βs)
)
ds

+

∫ ·
0
ϕs

(∫
(eρx − 1)fs(e

ρx − 1)F̃ (dx)
)
− (1−∆V )−1 • V � 0,

which is equivalent to the condition (3.102). This is the end of proof.

The main result in this subsection is given in the following theorem.

Theorem 3.18: Suppose S given by (3.99) and G > 0. Let KG be a G-local mar-

tingale. Then the following assertions are equivalent.

(a) ZG is a deflator for (Sτ ,G) if and only if there exists a unique
(
β, f, g,K ′, v, ϕ(o), ϕ(pr)

)
and a nondecreasing, RCLL and F-predictable process V F, such that, (β, f, g,K ′, ϕ(o), ϕ(pr))

belongs to

L1
loc(Y

c,F)×G1
loc(µ,F)×H1

loc(µ,F)×M0,loc(F)×Ioloc(NG,G)×L1
loc(Ω̃,Prog(F), P⊗D),

satisfying the following MP
µ (g | P̃(F)) = 0, P ⊗µ-.a.e., E[ϕ

(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0
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P -a.s., ∆V F < 1, f + g > 0,

ϕ(pr) > −
[
G−

(
f(∆X) + g(∆X))I{∆X 6=0} + (1 + ∆K ′)I{∆X=0}

)
+ ϕ(o)G

]
/G̃, P ⊗D-a.e.,

−

(
f(∆X) + g(∆X)

)
G−

G
< ϕ(o) <

(
f(∆X) + g(∆X)

)
G−

∆Do,F P ⊗Do,F-a.e. on {∆X 6= 0},

−(1 + ∆K ′)G−
G

< ϕ(o) <
(1 + ∆K ′)G−

∆Do,F P ⊗Do,F-a.e. on {∆X = 0},∫
|(eρx − 1)f(S−(eρx − 1))|F̃ (dx) < +∞ P ⊗ dt− a.e. , (3.103)∫ ·

0
ϕs

(
µs + σs(σsξs +

σs
2

+ βs)
)
ds+

∫
(eρx − 1)f(eρx − 1)F̃ (dx) � (1−∆V F)−1 • V F,

ZG = ZG
0 E(KG) exp(V F)τ , (3.104)

KG = T (β • Y c + (f − 1) ? (µ̃− ν̃) + g ? µ̃+K ′)−G−1
− • T (m) + ϕ(o) •NG + ϕ(pr) •D.

(b) ZG is a deflator for (Sτ ,G) if and only if there exists a unique
(
β, f, g,K ′, V F, ϕ(o), ϕ(pr)

)
such that V F is an F-predictable and nondecreasing process, (β, f, g,K ′, ϕ(o), ϕ(pr)) ∈

L1
loc(Y

c,F)×G1
loc(µ,F)×H1

loc(µ,F)×M0,loc(F)×Ioloc(NG,G)×L1
loc(Ω̃,Prog(F), P⊗

D), such that MP
µ (g | P̃(F)) = 0, P ⊗ µ-.a.e., E[ϕ

(pr)
τ

∣∣ Fτ ]I{τ<+∞} = 0 P -a.s.,

∆V F < 1, f + g > 0,

ZG =
E(β • Y c + (f − 1) ? (µ̃− ν̃) + g ? µ̃+K ′ − V F)τ

E(G−1
− •m)τ

E(ϕ(o) •NG)E(ϕ(pr) •D),

ϕ(pr) > −1, P ⊗D-a.e., −G−
G

< ϕ(o) <
G−

∆Do,F P ⊗Do,F-a.e., (3.105)∫
|(eρx − 1)f(S−(eρx − 1))|F̃ (dx) < +∞ P ⊗ dt− a.e. , (3.106)

and

∫ ·
0
ϕs

(
µs + σs(σsξs +

σs
2

+ βs)
)
ds+

∫
(eρx − 1)f(eρx − 1)F̃ (dx) � (1−∆V F)−1 • V F.

Proof. On the one hand, in Lemma 3.17, we calculate the corresponding F-supermartingale

deflator Z = Z0E(N)E(−V ) for Barndorff-Nielsen Shephard financial market model,

where N := NF
0 +β •Y c+(f−1)?(µ̃− ν̃)+g?µ̃+K ′, satisfying condition (3.102). On

the other hand, thanks to Theorem 3.12, there exists a unique
(
β, f, V F, ϕ(o), ϕ(pr)

)
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such that KG has the following decomposition

ZG = ZG
0 E(KG)E(−(V F)τ ), KG = T (KF)−G−1

− • T (m) + ϕ(o) •NG + ϕ(pr) •D.

Therefore, by substituting pair (KF, V F) with N and V respectively, and the fact

that

E(−V F) = exp (−V F),

the proof follows immediately.

3.6.4 The discrete-time market models

This subsection considers the setting where the time is n = 0, 1, 2, ..., T. Our intial

market model takes the form
(
S = (Sn),F := (Fn)n≥0

)
. To this initial model, we

consider random variable τ that takes values in {0, 1, 2, ..., T}. In this setting, our

principal goals reside in describing as explicit as possible the set of all deflators (i.e.

the dual set of all wealth processes) for the stopped model Sτ and the discrete-time

version of the representation of G-martingales.

Here, we consider a filtered probability space (Ω,F ,F := (Fn)n≥0, P ). The trad-

ing time is finite and countable. Thus, the agent who has access to F, can only get

information about τ through the following survival probabilities,

Gn :=

T∑
k=n+1

P [τ = k|Fn], G̃n :=

T∑
k=n

P [τ = k|Fn], n = 0, ..., T..

To capture the additional information of random time τ , we adopt the progressive

enlargement of filtration in discrete time. Thus, we consider G := (Gn)n≥0 given by

Gn = Fn ∨ σ (τ ∧ 1, ..., τ ∧ n) , S = (Sn)n=0,1,...,T ,
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Besides the processes G and G̃, the process m given by

mn := Gn +

n∑
j=0

P [τ = j|Fj ], (3.107)

is an F-martingale and plays crucial role in our analysis. In the following lemma,

we prove that indeed m is F-martingale.

Lemma 3.18: The process m is an F-martingale.

Proof. For n = 0, 1, 2, ..., (T − 1), we drive

E[∆m(n+1)|Fn] = E
[
∆G(n+1) + E[I{τ=n+1}|Fn+1]|Fn

]
= E

[
− E[I{τ=n+1}|Fn+1] + E[I{τ=n+1}|Fn+1]|Fn

]
= 0.

Here, we recall an important and critical Lemma. It demonstrates the relation-

ship between F-predictable projection and G-predictable projection of X.

Lemma 3.19: Let X be an integrable and F-measurable random variable. Then,

(a) E[X|Gn]I{τ>n} = E[XI{τ>n}|Fn]
1

Gn
I{τ>n}, on {τ > n}.P − a.s. (3.108)

(b) If X is an Fn-measurable on {n = 0,1,2,...,T}, then

E[X|Gn−1]I{τ≥n} = E[XG̃n|Fn−1]
1

Gn−1
I{τ≥n}, on {τ ≥ n}, P − a.s..(3.109)

Proof. We refer readers to Jeulin [86, Theorem 2.3] for its proof.

For the reader’s convenience, we recall the discrete version of the Doleans-Dade

(stochastic) exponential. For any Y , we denote by E(Y ) the Doleans-Dade (stochas-
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tic) exponential, it is the unique solution to the stochastic differential equation

∆Xn = Xn−1∆Yn, X0 = 1, and is given by En(Y ) =

n∏
s=0

(1 + ∆Ys).

In the following lemma, we state the discrete-time version of the operator T (.)

defined in Theorem 2.21.

Lemma 3.20: For any F-martingale, M , and the random time τ , the process

Tn(M) =
n∧τ∑
k=1

P (τ ≥ k|Fk−1)

P (τ ≥ k|Fk)
∆Mk +

n∧τ∑
k=1

E(∆MkI{P (τ≥k|Fk)=0}|Fk−1), (3.110)

is a G martingale, where ∆Mn := Mn −Mn−1, for all n = 1, ..., T .

Proof. Let M be an F martingale and n = 1, ..., (T − 1). We start our proof with a

simple but useful remark: for any processes Y = (Yn)n=1,...,T , we have

Y(n+1)∧τ − Yn∧τ = (Y(n+1) − Yn)I{τ≥n+1},

Since one can write Tn(M) = Yn∧τ , where

Yn :=
n∑
k=1

P (τ ≥ k|Fk−1)

P (τ ≥ k|Fk)
∆Mk +

n∑
k=1

E(∆MkI{P (τ≥k|Fk)=0}|Fk−1),

we deduce that

Tn+1(M)− Tn(M) = (Yn+1 − Yn)I{τ≥n+1}

=
( P (τ ≥ n+ 1|Fn)

P (τ ≥ n+ 1|Fn+1)
∆Mn+1 + E(∆Mn+1I{P (τ≥n+1|Fn+1)=0}|Fn)

)
I{τ≥n+1}.

Hence by taking the expectation with respect to Gn, in both sides of the above

95



equation, we deduce that

E[Tn+1(M)|Gn] = Tn(M) + E[
P (τ ≥ n+ 1|Fn)

P (τ ≥ n+ 1|Fn+1)
∆Mn+1|Gn]I{τ≥n+1}

+E[E(∆Mn+1I{P (τ≥n+1|Fn+1)=0}|Fn)I{τ≥n+1}|Gn]I{τ≥n+1}

Thus, as a direct application of Lemma 3.19-(b), we obtain that

E[Tn+1(M)|Gn] = Tn(M).

Here, we state a G-martingale representation in discrete time. Basically, it is a

discrete-version of Theorem 2.11 ( see here [33, Theorem 2.8] for more details). To

this end, we start by providing the discrete-time version of the process NG defined

in (2.23)

Theorem 3.19: Consider the following process,

NG
n := I{n≥τ} −

n∧τ∑
k=1

P (τ = k|Fk)
P (τ ≥ k|Fk)

. (3.111)

Then the following assertions hold:

(a) NG is a G-martingale.

(b) For any integrable F-adapted process k, the process
∑
ϕn∆NG is a G-martingale.

Proof. For n = 1, ..., (T − 1), we drive

NG
n+1 −NG

n = I{τ=n+1} −
p(τ = n+ 1|Fn+1)

P (τ ≥ n+ 1|Fn+1)
I{τ≥n+1}.

Therefore, by taking the expectation with respect to Gn, in both sides of the above

equation and applying Lemma 3.19-(b) afterwards, the proof follows immediately.
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τ is a G-stopping time and Gτ is defined as usual, while Fτ is given by

Fτ := σ
(
Xτ , X F-adapted and bounded

)
.

Below, we discuss the relationship between Gτ and Fτ , as this role is very important

in our analysis.

Lemma 3.21: Consider the discrete-time setting of (3.107). Then the σ-fields Fτ

and Gτ coincide, and hence for any Gτ -measurable random variable X, there exists

an F-adapted process ξ such that X = ξτ P -a.s.

Proof. Since τ is a G-stopping time and due to [58, Theorem 64, Chapter IV], we

conclude that for any Gτ -measurable random variable X, there exists a G-adapted

process, ξG = (ξGn )n=0,1,...,T such that X = ξGτ . Thus, the lemma follows immediately

if we prove that for any n ∈ {0, ..., T}, and any Gn-measurable random variable XG
n ,

there exists an Fn-measurable random variable XF
n such that

XG
n = XF

n on (τ = n). (3.112)

Thus, on the one hand, it is clear that (3.112) holds for random variables having

the form of XG
n = ξFnf(τ ∧ 1, ..., τ ∧ n), where ξFn is a bounded and Fn-measurable

random variable and f is a bounded and Borel-measurable real-valued function on

Rn. On the other hand, these random variables generate the vector space of bounded

and Gn-measurable random variables. Hence, the fulfillment of (3.112) for general

random variables, follows from this remark and the class monotone theorem (see

[58, Theorem 21, Chapter I]). This proves the lemma.

The impact of Lemma 3.21 can be noticed immediately. Here, we state our last result

of this section. Since we study the decomposition for any G-martingale stopped at

random time τ .
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Theorem 3.20: Let assume that HG
n :=

∑n
k=1 ∆HG

k is any G-martingale, then

there exists a unique pair
(
MF, ϕ

)
such that MF ∈M0,loc(F), ϕ is F-adopted and

E|ϕτ | < +∞, and

Hn∧τ = H0 +

n∑
k=1

∆Tk(MF)

P (τ ≥ k|Fk−1)2
+

n∑
k=1

ϕk∆N
G
k . (3.113)

Proof. The proof follows the same process as in [33, Theorem 2.8] and it is omitted

here.

In the following theorem, we describe the class of all deflators for the model (Sτ ,G).

Theorem 3.21: Let ZG be a G-adapted process and Q̃ be a probability given by

Q̃ := ZT · P and Zn :=

n∏
k=1

(
G̃k
Gk−1

I{Gk−1>0} + I{Gk−1=0}

)
. (3.114)

Then the following assertions are equivalent.

(a) ZG is a deflator for (Sτ ,G) (i.e. ZG ∈ D(Sτ ,G)).

(b) There exists a unique pair
(
Z(Q̃,F), ϕ

)
such that Z(Q̃,F) ∈ D(S, Q̃,F), ϕ is an

F-adapted process satisfying for all n = 0, ..., T P -a.s.

−P (τ ≥ n|Fn)

P (τ > n|Fn)
< ϕn <

P (τ ≥ n|Fn)

P (τ = n|Fn)
, and ZG = (Z(Q̃,F))τZ(ϕ). (3.115)

Here Z(ϕ) is given by

Z
(ϕ)
t :=

t∏
n=1

(
1 + ϕn

P (τ > n|Fn)

P (τ ≥ n|Fn)
I{τ=n} − ϕn

P (τ = n|Fn)

P (τ ≥ n|Fn)
I{τ>n}

)
. (3.116)

Proof. We start this proof by making the following three remarks:

1) It is easy to check that (see also [34] for details and related results) the process Z

is a martingale and hence Q̃ is a well defined probability. Furthermore, the process

Z is the discrete-time version of the process E(G−1
− I{G−>0} •m) (which is well defined

even in the case where G might vanish) see [92, Subsection 2.3].
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2) It is clear that X is a supermartingale under Q̃ if and only if Y := ZX is a

supermartingale .

3) Thanks to (3.111), the discrete-time version of E(ϕ • NG) coincides with Z(ϕ)

given in (3.116), for any F-optional process ϕ.

Then by combining these remarks and Theorem 3.12, the proof of the theorem

follows immediately.

As a direct consequence of Theorem 3.21, we describe below a family of G-local

martingales.

Corollary 3.21.1: For any F-local martingale Z(Q̃,F) ∈ D(S, Q̃,F), the process ZG

is given by

ZG
n := (Z(Q̃,F))τ , (3.117)

is a G-local martingale (respectively belongs to Zloc(Sτ ,G)).
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Chapter 4

log-optimal portfolio without

NFLVR

This chapter addresses the log-optimal portfolio for a general semimartingale model.

The most advanced literature on the topic elaborates existence and characterization

of this portfolio under no-free-lunch-with-vanishing-risk assumption (NFLVR). In

[71], the authors addressed the log-optimal portfolio problem, but their necessary

condition for the existence of optimal portfolio is elaborated under NFLVR. Re-

cently, see [31], there has been an interest in extending the existing results on utility

maximization to models satisfying NUPBR and having finite primal and dual value

functions, while they might violate NFLVR. There are many financial models vio-

lating NFLVR, see [36, 105, 117], while admitting the log-optimal portfolio on the

one hand. On the other hand, for financial markets under progressive enlargement

of filtration, NFLVR remains completely an open issue, and hence the literature on

the log-optimal portfolio cannot be applied to these models. Herein, we provide a

complete characterization of log-optimal portfolio and its associated optimal defla-

tor, necessary and sufficient conditions for their existence, and we elaborate their

duality as well without NFLVR.

This chapter contains three sections. The first section presents some useful in-
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termediate results that are interesting in themselves beyond their role in the proof of

the main result of this chapter. This result and its related discussions are presented

in the second section. The third (and last) section deals with the proof of the main

result.

4.1 Intermediate results

This section prepares the ground for the main result and its proof (Section 2 and

Section 3), and it has three subsections. The first subsection discusses some general

integrability properties that we will use later on. In the second subsection, we

recall (see Section 2.4) the important martingale representation using the predictable

characteristics and extends slightly a result on the characterization of deflators using

the predictable characteristics. The last subsection proves a measurability selection

result that we will encounter in the proof of the main result.

We start by recalling the following definition, that was introduced in [43].

Definition 4.1: Let N be an H-local martingale such that 1 + ∆N > 0. We

call a Hellinger process of order zero for N , denoted by h(0)(N,H), the process

h(0)(N,H) :=
(
H(0)(N,H)

)p,H
when this projection exists, where

H(0)(N,H) :=
1

2
〈N c〉H +

∑
(∆N − ln(1 + ∆N)) . (4.1)

4.1.1 Some useful integrability properties

The results of this section are new and are general, not technical at all, and very

useful, especially the first lemma and the proposition.

Lemma 4.1: Consider K ∈M0,loc(H) with 1 + ∆K > 0. If

E[〈Kc〉T +
∑

0<s≤T
(∆Ks − ln(1 + ∆Ks))] < +∞, (4.2)
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then E[
√

[K,K]T ] < +∞ or equivalently E[ sup
0≤t≤T

|Kt|] < +∞.

Proof. Let K ∈M0,loc(H) such that 1 + ∆K > 0 and (4.2) holds. Then it is enough

to remark that for δ ∈ (0, 1), we have

∆K − ln(1 + ∆K) ≥ δ|∆K|
max(2(1− δ), 1 + δ2)

I{|∆K|>δ} +
(∆K)2

1 + δ
I{|∆K|≤δ}.

By using this inequality and (4.2), on the one hand, we deduce that

E

〈Kc〉T +
∑

0<t≤T
|∆Kt|I{|∆Kt|>δ} +

∑
0<t≤T

(∆K)2I{|∆K|≤δ}


≤ CδE

〈Kc〉T +
∑

0<s≤T
(∆Ks − ln(1 + ∆Ks))

 < +∞,

where Cδ := 1 + δ + max(2(1− δ), 1 + δ2)/δ. On the other hand, it is clear that

[K,K]
1/2
T ≤

√
〈Kc〉+

∑
0<t≤T

|∆Kt|I{|∆Kt|>δ} +

√ ∑
0<t≤T

(∆K)2I{|∆K|≤δ}.

This ends the proof of the lemma.

The following lemma uses the set L(X,H), defined in (2.17), that we recall here

for the reader’s convenience.

L(X,H) :=
{
ϕ d-dimensional and H-predictable

∣∣ ϕtr∆X > −1
}
. (4.3)

Lemma 4.2: Let λ ∈ L(X,H), and δ ∈ (0, 1) such that

|λtrx|
1 + λtrx

I{|λtrx|>δ} ? µ+

(
λtrx

1 + λtrx

)2

I{|λtrx|≤δ} ? µ ∈ A+
loc(H). (4.4)

Then
√

((1 + λtrx)−1 − 1)2 ? µ ∈ A+
loc(H).
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Proof. By using
√∑

i x
2
i ≤

∑
i |xi|, we derive

√
((1 + λtrx)−1 − 1)2 ? µ =

√∑(
λtr∆X

1 + λtr∆X

)2

≤

√∑ (λtr∆X)2

(1 + λtr∆X)2
I{|λtr∆X|≤δ} +

∑ |λtr∆X|
1 + λtr∆X

I{|λtr∆X|>δ}.

Thus, the lemma follows immediately from the latter inequality.

Proposition 4.1: Let Z be a positive supermartingale such that Z0 = 1. Then the

following assertions hold.

(a) − ln(Z) is a uniformly integrable submartingale if and only if there exists

a local martingale N and a nondecreasing and predictable process V such that

∆N > −1, Z = E(N) exp(−V ) and

E
[
VT +H

(0)
T (N,H)

]
< +∞, (4.5)

where H(0)
. (N,H) is defined in (4.1).

(b) Suppose that there exists a finite sequence of positive supermartingale (Z(i))i=1,...,n

such that the product Z :=
n∏
i=1

Z(i). Then − ln(Z) is uniformly integrable sub-

martingale if and only if all − ln(Z(i)), i = 1, ..., n, are uniformly integrable sub-

martingales.

Proof. The proof of this proposition is achieved in three parts. The first and second

parts prove assertion (a), while part three proves assertion (b).

Part 1. This parts proves that Z is a positive super martingale if and only if there

exist unique local martingale N and a nondecreasing and predictable process V such

that N0 = V0 = 0,

∆N > −1, Z = E(N) exp(−V ).

Since Z is a positive supermartingale (Z > 0), then 1/Z− is locally bounded and
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hence (Z−)−1 •Z is a local supermartingale. Thanks to Doob-Meyer decomposition,

there exists unique M ∈M0,loc(H) and a nondecreasing and predictable process A,

such that

1

Z−
• Z = M −A or equivalently, Z = E(M −A).

Furthermore, the condition Z > 0 is equivalent to 1 + ∆M − ∆A > 0, and this

implies that

1−∆A =P,F (1 + ∆M −∆A) > 0, and 1 +
∆M

1−∆A
> 0.

Therefore, thanks to Lemma 2.2, 1/(1−∆A) is predictable and locally bounded,

and using Yor’s formula, we get

Z = E
( 1

1−∆A
•M
)
E
(
−A

)
.

Then, by putting

N := (1−∆A)−1 •M and V := A+
∑

[−∆A− ln(1−∆A)],

the first part of assertion (a) is proved.

Part 2. Here we prove that − ln(Z) is a uniformly integrable submartingale if

and only if (4.5) holds. Let Z = E(N) exp(−V ), where N is a local martingale, and

V is a nondecreasing and predictable process such that ∆N > −1. To this end, we

derive

− ln(Z) = − ln(E(N)) + V = −N +H(0)(N,H) + V, (4.6)

where both processes V and H(0)(N,H) are nondecreasing.

Suppose that − ln(Z) is a uniformly integrable submartingale, and let (τn)n be a

sequence of stopping times that increases to infinity and N τn is a martingale. Then,
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on the one hand, by stopping (4.6) with τn, and taking expectation afterwards we

get

E[− ln(Zτn∧T )] = E
[
Vτn∧T +H

(0)
τn∧T (N,H)

]
.

On the other hand, since {− ln(Zτn∧T ), n ≥ 0} is uniformly integrable and the

RHS term of the above equality is increasing, by letting n goes to infinity in this

equality, (4.5) follows immediately. Now suppose that (4.5) holds. As a consequence

E[H
(0)
T (N,H)] < +∞, and by combining this with Lemma 4.1 and (4.6), we deduce

that − ln(Z) is a uniformly integrable submartingale.

Part 3. Here we prove assertion (b). From the proof of assertion (a), it is clear that

there exists a sequence of local martingale N (i) and a sequence of nondecreasing and

predictable processes V (i) such that for all i = 1, ..., n,

∆N (i) > −1, Z(i) = E(N (i)) exp(−V (i)).

Furthermore, we derive

− ln(Z) = −
n∑
i=1

N (i) +
n∑
i=1

H(0)(N (i),H) +
n∑
i=1

V (i).

If − ln(Z) is a uniformly integrable submartingale, then thanks to assertion (a), we

deduce that

n∑
i=1

H
(0)
T (N (i),H) +

n∑
i=1

V
(i)
T (4.7)

is integrable. Hence, thanks again to assertion (a), we deduce that (− ln(Z(i)))i=1,...,n

are uniformly integrable submartingales. Now suppose that (− ln(Z(i)))i=1,...,n are

uniformly integrable submartingales, then in virtue of assertion (a) and Lemma 4.1,

(N (i))i=1,...,n are uniformly integrable martingales, and hence − ln(Z) is a uniformly

integrable submartingale. This ends the proof of the proposition.
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4.1.2 Deflators via predictable characteristics

The following theorem describes how general deflators can be characterized using

the predictable characteristics. A version of this theorem can be found in [107]. The

following theorem uses the set Dlog(X,H), that is defined as follows

Dlog(X,H) :=
{
Z ∈ D(X,H)

∣∣ E[− ln(ZT )] < +∞
}
. (4.8)

Theorem 4.1: Suppose X is quasi-left-continuous. If Z ∈ Dlog(X,H), then there

exists a triplet (β, f, V ) such that β ∈ L(Xc,H), f is P̃(H)-measurable, positive

and
√

(f − 1)2 ? µ belongs to A+
loc(H), V is an H-predictable and nondecreasing

process, and the following hold for any bounded process θ ∈ L(X,H).

E

[
VT +

(
1

2
βtrcβ +

∫
(f(x)− 1− ln(f(x)))F (dx)

)
·AT

]
≤ E[− ln(ZT )], (4.9)(∫

|f(x)θtrx− θtrh(x)|F (dx)

)
·AT < +∞ P -a.s. (4.10)(

θtrb+ θtrcβ +

∫
[f(x)θtrx− θtrh(x)]F (dx)

)
·A � V. (4.11)

Proof. Let Z ∈ Dlog(X,H), then Z−1
− ·Z a local supermartingale (which follows from

Z ∈ D(X,H) only). Hence, there exists a local martingale N and a nondecreasing

and predictable process V such that Z = E(N) exp(−V ). Then we derive

− ln(Z) = −N + V +
1

2
〈N c〉+

∑
(∆N − ln(1 + ∆N)).

Thus Z ∈ Dlog(X,H) if and only if V + 1
2〈N

c〉 +
∑

(∆N − ln(1 + ∆N)) is inte-

grable. Thanks to Theorem 2.7, we deduce the existence of a positive and P̃(H)-

measurable functional f such that
√

(f − 1)2 ? µ is locally integrable, β ∈ L(Xc,H),

g ∈ H1
loc(µ,F), and N ′ ∈M0,loc(H) such that MP

µ (g | P̃(H)) = 0, [N ′, X] = 0, and

N = β ·Xc + (f − 1) ? (µ− ν) + g ? µ+N ′. (4.12)
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Then Z ∈ Dlog(X,H) if and only if the three processes V , 1
2〈N

c〉 = 1
2β

trcβ · A and∑
(∆N − ln(1 + ∆N)) are integrable. Since,

∑
(∆N − ln(1 + ∆N)) = [f + g − 1− ln(f + g)] ? µ+

∑
(∆N ′ − ln(1 + ∆N)′),

which is due to [N ′, X] = 0. There is equivalence between
∑

(∆N − ln(1 + ∆N))

belongs to A+(H) and both nondecreasing processes [f + g − 1− ln(f + g)] ? µ and∑
(∆N ′ − ln(1 + ∆N)′) belong to A+(H). Furthermore, by writing

[f + g − 1− ln(f + g)]?µ = [f − 1− ln(f)]?µ+ g(1− 1

f
)?µ+

[
g

f
− ln(1 +

g

f
)

]
?µ,

we conclude that [f + g − 1− ln(f + g)] ? µ ∈ A+(H) if and only if both nonde-

creasing processes [f − 1− ln(f)] ?µ and
[
g
f − ln(1 + g

f )
]
?µ belongs to A+(H) and

g(1− 1
f ) ? µ belongs to M0(H). Therefore, by combining all the above remarks, we

get

E[− ln(ZT )] = E
[
VT +

1

2
βtrcβ ·A+

∫ (
f − 1− ln(f)

)
F (dx) ·AT

]
+E
[
(
g

f
− ln(1 +

g

f
)) ? µ

]
+ E

[∑
(∆N ′ − ln(1 + ∆N)′)

]
,

which implies (4.9) immediately.

Since Z ∈ Dlog(X,H), then for any bounded θ ∈ L(X,H), the process ZE(θ •X)

is a supermartingale. This implies that

E
(
− V + β ·Xc + (f − 1) ? (µ− ν)

)
E(θ •X),

is also a supermartingale (the processes β and f are defined above), or equivalently

Y := −V + θ ·X + βtrcθ ·A+ θtrx(f − 1) ? µ,
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is a local supermartingale. By simplifying, we get

Y = local martingale − V + θtrb ·A+ βtrcθ ·A+ (θtrxf(x)− θtrh(x)) ? µ.

Then, Y is a local supermartingale if and only if (θtrxf(x)− θtrh(x)) ? µ belongs to

Aloc(H) which is equivalent to (4.10), and

−V + θtrb ·A+ βtrcθ ·A+ (θtrxf(x)− θtrh(x)) ? ν � 0.

This latter inequality is obviously (4.11), and the proof of the theorem is complete.

4.1.3 A measurability result

Lemma 4.3: Consider the triplet (Ω× [0,+∞),P(H), P ⊗A), and the functional

L(ω, t, λ) := L(ω,t)(λ) given by

L(ω,t)(λ) := −λtrb(ω, t) +
1

2
λtrc(ω, t)λ+

∫ (
λtrh(x)− ln((1 + λtrx)+)

)
F(ω,t)(dx),(4.13)

for any λ ∈ Rd and any (ω, t) ∈ Ω × [0,+∞). Then the functional L, as a map

on Ω× [0,+∞)× Rd (i.e. (ω, t, λ) −→ L(ω, t, λ)), is P(H)× B(Rd)-measurable.

Proof. The proof of the lemma will be achieved in two steps. The first step defines

a family of functionals {Lδ(ω, t, ·), δ ∈ (0, 1)} for (ω, t) ∈ Ω × [0,+∞), and proves

that these functionals are indeed P(H)×B(Rd)-measurable (i.e. jointly measurable

in (ω, t) and λ). Then the second step proves that Lδ(ω, t, λ) converges to L(ω, t, λ)

when δ goes to one for any (ω, t, λ) ∈ Ω× [0,+∞)× Rd.

Step 1: Let (ω, t) ∈ Ω× [0,+∞) and δ ∈ (0, 1). Then for all λ ∈ Rd, put

Lδ(ω, t, λ) := −λtrb(ω, t) +
1

2
λtrc(ω, t)λ+

∫
Rd
fδ(λ, x)F(ω,t)(dx),

fδ(λ, x) := δλtrh(x)− ln(1− δ + δ(1 + λtrx)+).
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It is clear that for any λ ∈ Rd, Lδ(ω, t, λ) is predictable. Thus, in order to prove that

Lδ is jointly measurable (i.e. P(H)×B(Rd)-measurable), it is enough to prove that

this functional is continuous in λ (in this case our functional Lδ falls into the class of

Carathéodory functions), and hence one can conclude immediately that it is jointly

measurable due to [11, Lemma 4.51]. Thus, the rest of this step focuses on proving

that Lδ is continuous in λ. To this end, we first remark that −λtrb(ω, t)+ 1
2λ

trc(ω, t)λ

is continuous, and we derive

−δ|λ|2|x|2 ≤ fδ(λ, x) ≤ max(
1

2(1− δ)2
,−δ − ln(1− δ))|λ|2|x|2 on {|x| ≤ 1}

−δ|λ||x| ≤ fδ(λ, x) ≤ − ln(1− δ) on {|x| > 1}.

Therefore, thanks to the dominated convergence theorem and these inequalities, we

deduce that in fact Lδ is continuous in λ, and the first step is complete.

Step 2: Herein, we prove that for any (ω, t) ∈ Ω × [0,+∞) and any λ ∈ Rd,

Lδ(ω, t, λ) converges to L(ω, t, λ) when δ goes to one. To this end, we first write

Lδ(ω, t, λ) + λtrb(ω, t)− 1

2
λtrc(ω, t)λ =

= δ

∫
{λtrx≤−1}

λtrh(x)F (dx)− δ
∫
{λtrx≤−1}

λtrxI{|x|>1}F (dx)

− ln(1− δ)F
(
{λtrx ≤ −1}

)
+

∫
I{λtrx>−1}

(
δλtrx− ln(1 + δλtrx)

)
F (dx).

Remark that
∫
{λtrx≤−1} λ

trh(x)F (dx) and
∫
{λtrx≤−1} λ

trxI{|x|>1}F (dx) are well de-

fined and take finite values, while I{λtrx>−1}
(
δλtrx− ln(1 + δλtrx)

)
is nonnegative

and increasing in δ. By distinguishing the cases whether F
(
{λtrx ≤ −1}

)
is null

or not, thanks to the convergence monotone theorem, we conclude that Lδ(ω, t, λ)

converges to L(ω, t, λ). This ends the second step and the proof of the lemma.
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4.2 Log-optimal portfolio: Duality and description

This section addresses the main contribution of this chapter that lies in characteriz-

ing, in different manners and as explicit as possible, the log-optimal portfolio, as well

as the associated optimal deflator, for the general case of semimartingale without

varying the flow of information. This section focuses on the following maximiza-

tion problem for the economic model (U,X,H, Q), where H is a filtration satisfying

the usual conditions, X is an H-semimartingale, U is a utility function, and Q is a

probability measure on (Ω,HT ).

maxθ∈Θ(X,H) EQ[U (1 + θ •X)T )], (4.14)

Θ(U,X,H) :=
{
θ ∈ L(X,Q,H)

∣∣ EQ [max(0,−U(1 + θ •X)T )] < +∞
}
.

To this end, we recall the set of admissible portfolios Θ(X,H) given by

Θ(X,H) :=
{
θ ∈ L(X,H)

∣∣ E [max(0,− ln(1 + (θ ·X)T )] < +∞
}
. (4.15)

Since this section focuses on the logarithm utility maximization problem, for the

sake of simplifying notation, we simply write Θ(X,H) := Θ(ln, X,H). Our result in

this section extends deeply the existing literature on the log-optimal portfolio and

establish the duality for the log utility without the No-Free-Lunch-with-Vanishing-

Risk assumption for general model (ln, X,H).

Theses results require the powerful techniques of semimartingale characteristics

that we recalled in Section 2.4. For the reader’s convenience, we recall the canonical

decomposition of X (for more related details, we refer the reader to Section 2.4 or

[83, Theorem 2.34, Section II.2])

X = X0 +Xc + h ? (µX − νX) + b •AX + (x− h) ? µX ,
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where h, defined as h(x) := xI{|x|≤1}, is the truncation function, and h ? (µX − νX)

is the unique pure jump H-local martingale with jumps given by h(∆X)I{∆X 6=0}.

The quadruplet

(b, c, F,A) are the predictable characteristics of X.

For more details about these predictable characteristics and other related issues (such

as the martingale representation of local martingales using Jacod’s parameters, we

refer the reader to [83, Section II.2]. For the sake of simplicity, we will consider

models, that we call σ-special, defines in (2.25), that we recall here for the reader’s

convenience.

Definition 4.2: A model (X,H) is called σ-special if there exists a real-valued and

H-predictable process ϕ such that

0 < ϕ ≤ 1 and
∑

ϕ|∆X|I{|∆X|>1} ∈ A+
loc(H). (4.16)

This assumption is equivalent to the fact that ϕ •X is a special semimartingale

(i.e. it can be written as the sum of a local martingale and a predictable process with

finite variation), or equivalently
∫

(|x|>1) |x|F (dx) < +∞ P⊗A-a.e.. This assumption

is for the sake of simplifying the proofs only, and it can be dropped at the expenses

of technical intermediate results. Now, we are in the stage of stating our main result

of this section.

Theorem 4.2: Suppose (X,H) is σ-special and quasi-left-continuous with predictable

characteristics (b, c, F,A). Then the following assertions are equivalent.

(a) The set Dlog(X,H), given by

Dlog(X,H) =
{
Z ∈ D(X,H)

∣∣ E[− ln(ZT )] < +∞
}
, (4.17)
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is not empty (i.e. Dlog(X,H) 6= ∅).

(b) There exists an H-predictable process ϕ̃ ∈ L(X,H) such that, for any ϕ be-

longing to L(X,H), the following hold

E

[
ṼT +

1

2
(ϕ̃trcϕ̃ ·A)T + (

∫
(
−ϕ̃trx

1 + ϕ̃trx
+ ln(1 + ϕ̃trx))F (dx) ·A)T

]
< +∞,(4.18)

Ṽ :=
∣∣∣ϕ̃tr(b− cϕ̃) +

∫ [
ϕ̃trx

1 + ϕ̃trx
− ϕ̃trh(x)

]
F (dx)

∣∣∣ ·A, (4.19)

(ϕ− ϕ̃)tr(b− cϕ̃) +

∫ (
(ϕ− ϕ̃)trx

1 + ϕ̃trx
− (ϕ− ϕ̃)trh(x)

)
F (dx) ≤ 0. (4.20)

(c) There exists a unique Z̃ ∈ D(X,H) such that

inf
Z∈D(X,H)

E[− ln(ZT )] = E[− ln(Z̃T )] < +∞. (4.21)

(d) There exists a unique θ̃ ∈ Θ(X,H) such that

sup
θ∈Θ(X,H)

E[ln(1 + (θ ·X)T )] = E[ln(1 + (θ̃ ·X)T )] < +∞. (4.22)

Furthermore, when these assertions hold, the following hold.

ϕ̃ ∈ L(Xc,H) ∩ L(X,H),
√

((1 + ϕ̃trx)−1 − 1)2 ? µ ∈ A+
loc(H), (4.23)

1

Z̃
= E(ϕ̃ ·X), Z̃ := E(K − Ṽ ), K := −ϕ̃ ·Xc +

−ϕ̃trx
1 + ϕ̃trx

? (µ− ν). (4.24)

ϕ̃ = θ̃(1 + (θ̃ ·X)−)−1 and θ̃ = ϕ̃E−(ϕ̃ ·X) P⊗A−a.e.. (4.25)

It is important to notice that, for any Z ∈ D(X,H), we have E ln+(ZT ) ≤ ln(2).

Furthermore, one can easily prove that the following two assertions are equivalent:

(a) Z ∈ Dlog(X,H) (i.e. − ln(ZT ) is integrable or equivalently (ln(ZT ))− is inte-

grable),

(b) {− ln(Zt), 0 ≤ t ≤ T}, or equivalently {(ln(Zt))
−, 0 ≤ t ≤ T}, is uniformly

integrable submartingale.
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Besides this, for a positive local martingale Z, the condition E[− ln(ZT )] < +∞

does not guarantee that this Z is a martingale, while it implies that K := Z−1
− · Z

is a martingale satisfying E[sup0≤t≤T |Kt|] < +∞ instead, see Lemma 4.1 for this

latter fact. As a result of this discussion, we conclude that Theorem 4.2 extends

deeply the existing literature on the log-optimal portfolio by dropping the no-free-

lunch-with-vanishing-risk condition on the model. This assumption is really a vital

assumption for the analysis of [71]. This achievement is due to our approach that

differs fundamentally from that of [71], while it is inspired from the approach of

[43] with a major difference. This difference lies in dropping all assumptions on the

model (X,H) considered in [43], which guarantee that the minimizer of a functional

belongs to the interior of its effective domain. We recall our aforementioned claim

that the “σ-special assumption” for (X,H) is purely technical and is not related at

all to the minimizer of this functional. In conclusion, our theorem establishes the

duality, under basically no assumption, besides describing the optimal dual solution

when it exists as explicit as possible. This, furthermore, proves that in general, this

optimal deflator might not be a local martingale deflator.

Remark 4.1: It is clear that the process V is well defined. This is due to

∫
[
ϕ̃trx

1 + ϕ̃trx
− ϕ̃trh(x)]F (dx) = −

∫
(|x|≤1)

(ϕ̃trx)2

1 + ϕ̃trx
F (dx)

−
∫

(|x|>1)

1

1 + ϕ̃trx
F (dx) + F (|x| > 1),

which is a well defined integral with values in [−∞,+∞).

Similarly for the LHS term of (4.20), the integral term is well defined for any

ϕ ∈ L(X,H). Indeed, due to Ω × [0,+∞) = ∪n≥0(|ϕ| ≤ n), for any process

ϕ ∈ L(X,H), it is enough to prove that the integral term is well defined for

113



bounded ϕ ∈ L(X,H). To this end, on the one hand, we write

∫ (
ϕtrx

1 + ϕ̃trx
− ϕtrh(x)

)
F (dx) = −

∫
(|x|≤1)

(ϕtrx)(ϕ̃trx)

1 + ϕ̃trx
F (dx)− F (|x| > 1)

+

∫
(|x|>1)

ϕtrx+ 1

1 + ϕ̃trx
F (dx)−

∫
(|x|>1)

ϕ̃trx

1 + ϕ̃trx
F (dx).

On the other hand, since ϕ is X-integrable (as it is bounded), both processes

I{|∆X|≤1} · [K,ϕ ·X] and [
∑
I{|∆X|>1},K] have locally integrable variations and

their compensators are

−
∫

(|x|≤1)

(ϕtrx)(ϕ̃trx)

1 + ϕ̃trx
F (dx) ·A and −

∫
(|x|>1)

ϕ̃trx

1 + ϕ̃trx
F (dx) ·A

respectively. This proves that the integral is well defined with values in (−∞,+∞].

The remaining part of this section illustrates the result of Theorem 4.2 on the

case of jump-diffusion model, where the uncertainties in the initial model (S,H) is

a one-dimensional process generated by Poisson process and a Brownian motion.

Precisely, we suppose that a standard Brownian motion W and a Poisson process

N (with intensity λ > 0) that are defined on the probability space (Ω,H, P ). The

filtration H is the completed and right continuous filtration generated by W and N ,

and the stock price process is given by the following dynamics.

St := S0E(X)t, Xt :=

∫ t

0
σsdWs +

∫ t

0
ζsdN

H
s +

∫ t

0
µsds, Nt

H := Nt − λt, (4.26)

and there exists a constant δ ∈ (0,+∞) such that µ, σ and ζ are bounded adapted

processes satisfying the following

σ > 0, ζ > −1, σ + |ζ| ≥ δ, P ⊗ dt-a.e.. (4.27)

Theorem 4.3: Suppose S and X are given by (4.26)-(4.27). Then the following
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H-predictable process

θ̃ :=
α+ sign(ζ)

√
α2 + 4λ

2σ
− 1

ζ
, where α :=

µ− λζ
σ

+
σ

ζ
, (4.28)

is S-integrable satisfying 1 + θ̃ζ > 0 P ⊗ dt-a.e., and the following hold.

(a) The solution to

inf
Z∈D(X,H)

E[− ln(ZT )] = E[− ln(Z̃T )] < +∞. (4.29)

exists and is given by Z̃H := E(K̃H) where

K̃H := −σθ̃ •W − ζθ̃

1 + θ̃ζ
•NH. (4.30)

(b) It holds that

sup
θ∈Θ(X,H)

E[ln(1 + (θ ·X)T )] = E[ln(1 + (θ̃ ·X)T )] < +∞, (4.31)

Proof. For the jump-diffusion model with parameters given by (4.27), the pre-

dictable characteristics of Section 2.4 is as follows. Let δa(dx) be the Dirac mass at

the point a. Then in this case we have d = 1 and

At = t , c = (S−σ)2 , b = (µ− λζI{|ζ|S−>1})S− , Sc = S−σ •W

µ(dt, dx) = δζtSt−(dx)dNt , ν(dt, dx) = δζtSt−(dx)λdt , Ft(dx) = λδζtSt−(dx).

As a result, the set

L(ω,t)(S,H) := {ϕ ∈ R
∣∣ ϕx > −1 F(ω,t)(dx)− a.e.} = {ϕ ∈ R

∣∣ ϕS−ζ > −1}

=
(
−1/(S−ζ)+,+∞

)
∩
(
−∞, 1/(S−ζ)−

)
is an open set in R (with the convention 1/0+ = +∞). Then the inequality condition
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(4.20) in Theorem 4.2 becomes the following equality

0 = µ− λζI{|ζ|>1/S−} − S−σ
2ϕ+

λζ

1 + S−ϕζ
− λζI{|ζ|≤1/S−}

= µ− λζ − S−σ2ϕ+
λζ

1 + S−ϕζ
. (4.32)

Put ψ := 1 + ϕS−ζ > 0, then the above equation is equivalent to

0 = −σ
2

ζ
ψ2 + σαψ + λζ,

where α =
µ− λζ
σ

+
σ

ζ
.

This equation has always a unique positive solution

ψ̃ :=
σαζ + |ζ|

√
(σα)2 + 4σ2λ

2σ2
=
αζ + |ζ|

√
α2 + 4λ

2σ
.

Therefore, ϕ̃ := θ̃
S−

, where θ̃ is given by (4.28), coincides with (ψ̃ − 1)/(S−ζ),

satisfies 1 + ζθ̃ > 0. Hence, we deduce that θ̃ is the unique solution to (4.32). θ̃

is also S-integrable due to the parameters that we assume in (4.27). As a result,

the optimal wealth process is E(θ̃ • X) and hence θ̃ is the solution to (4.31) and

the proof of assertion (b) is completed. The assertion (a) follows immediately using

the decomposition of deflator (4.24) in Theorem 4.2, ϕ̃ = θ̃
S−

and above predictable

characteristics for S.

4.3 Proof of the main theorem

Proof of Theorem 4.2. It is clear that (c)=⇒(a) is obvious, and hence the proof of

the theorem reduces to proving (a)=⇒(b)=⇒(c), (b)=⇒(d), (d)=⇒(a), and as long

as assertion (b) holds the properties in (4.23)-(4.24) hold also. Thus, the rest of this

proof is divided into three steps. The first step proves that assertion (b) implies
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both assertions (c) and (d) and (4.23)-(4.24). The second step deals with (d)=⇒

(a), while the third step addresses (a)=⇒ (b).

Step 1. Here, we assume that assertion (b) holds, and focus on proving assertions

(c) and (d), and (4.23)-(4.24). Then due to (4.18) and

(1 + y) ln(1 + y)− y ≥ 1− δ
2

y2

1 + y
I{|y|≤δ} +

δ

2(1 + δ)
|y|I{|y|>δ}

for any δ ∈ (0, 1) and any y ≥ −1, we deduce that for δ ∈ (0, 1) the following

ϕ̃trcϕ̃ ·A,
∫
Rd\{0}

(
ϕ̃trx

1 + ϕ̃trx

)2

I{|ϕ̃trx|≤δ}F (dx) ·A,

and

∫
Rd\{0}

|ϕ̃trx|
1 + ϕ̃trx

I{|ϕ̃trx|>δ}F (dx) ·A

are integrable processes, and hence ϕ̃ ∈ L(Xc,H) and
√

((1 + ϕ̃trx)−1 − 1)2 ? µ ∈

A+
loc due to Lemma 4.2. Hence K, defined in (4.24), is a well defined local martingale

satisfying ∆K+ 1 = (1 + ϕ̃tr∆X)−1 > 0. Furthermore, thanks to Yor’s formula and

the continuity of A, on the one hand, we conclude that for any bounded ϕ ∈ L(X,H),

E(ϕ ·X)Z̃ = E
(
ϕ ·X + [ϕ ·X,K] +K − Ṽ

)
.

On the other hand, we drive,

ϕ •X + [ϕ •X,K] +K − V = ϕ •Xc + ϕh ? (µ− ν) + ϕtrb •A+ ϕtr(x− h(x)) ? µ+K − V

− ϕtrcϕ̃ •A−
(

(ϕ̃trx)(ϕtrx)

1 + ϕ̃trx

)
? µ

= local martingale + (ϕtrb− ϕtrcϕ̃) •A− V

+

(
ϕtr(x− h(x))− (ϕ̃trx)(ϕtrx)

1 + ϕ̃trx

)
? µ

= local martingale + (ϕtrb− ϕtrcϕ̃) •A− V +

(
ϕtrx

1 + ϕ̃trx
− ϕtrh(x)

)
? µ,
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By writing

ϕtrx

1 + ϕ̃trx
− ϕtrh(x) =

−ϕtrxϕtrx
1 + ϕ̃trx

I{|X|≤1} +
ϕtrx+ 1

1 + ϕ̃trx
I{|X|>1}

−I{|X|>1} −
ϕ̃trx

1 + ϕ̃trx
I{|X|>1},

and using similar argument as in Remark 4.1, we deduce that (4.20) implies that

ϕ •X + [ϕ •X,K] +K − V is a special semimartingale and

(ϕ •X + [ϕ •X,K] +K − V )p,H � 0.

This latter inequality is due to (4.19) and (4.20). This proves that the process

ϕ ·X+[ϕ ·X,K]+K− Ṽ is a local supermartingale. As a consequence, E(ϕ ·X)Z̃ is

a positive supermatingale, and hence Z̃ ∈ D(X,H) on the one hand. On the other

hand, due to Itô, we derive

− ln(Z̃) = local martingale + Ṽ +
1

2
ϕ̃trcϕ̃ ·A+

[
− ϕ̃trx

1 + ϕ̃trx
+ ln(1 + ϕ̃trx)

]
? µ.

By combining this with (4.18), we deduce that Z̃ ∈ Dlog(X,H). This proves that

assertion (a) holds. Furthermore, since Z̃ is a positive supermartingale, Z̃−1 is a

positive semimartingale, and

Z̃−I{|ϕ̃|≤n} · (Z̃)−1 = ϕ̃I{|ϕ̃|≤n} ·X.

Since the LHS term, of the above-mentioned equality converges (in probability at

any time t ∈ (0, T ]), we deduce that ϕ̃ ∈ L(X,H) (i.e. it is X-integrable in the

semimartingale sense), and (Z̃)−1 = E(ϕ̃ · X). Therefore, on the one hand, this

ends the proof for the properties (4.23)-(4.24). On the other hand, we notice that

ln(E(ϕ̃·X)T ) = − ln(Z̃T ) is an integrable random variable, and for any ϕ ∈ L(X,H)∩
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L(X,H) satisfying the condition E ln−(E(ϕ ·X)T ) < +∞, we get

E[ln(E(ϕ ·X)T /E(ϕ̃ ·X)T )] = E[ln(E(ϕ ·X)T )− E ln(E(ϕ̃ ·X)T )] ≤ 0.

This is due to a combining of Jensen’s inequality and the fact E(ϕ •X)Z̃ is a positive

supermartingale. Thus, assertion (d), and (4.25) follow immediately. The rest of

this step focuses on proving assertion (c).

Suppose that Z ∈ Dlog(X,H), then by applying Theorem 4.1, we deduce the

existence of (β, f, V ) such that

ϕtrxf(x) ≥ −[f(x)− 1− ln(f(x))] + ln(1 + ϕtrx), for any ϕ ∈ L(X,H),

V �
(
ϕtrb+ ϕtrcβ +

∫ (
ϕtrxf(x)− ϕtrh(x)

)
F (dx)

)
·A,

E[− ln(ZT )] ≥ E
[
VT +

1

2
βtrcβ ·AT +

∫
[f(x)− 1− ln(f(x))]F (dx) ·AT

]
.

Then by combining these properties (take ϕ = ϕ̃) with (4.18)-(4.19)-(4.20) and the

fact that under (4.20) we have ϕ̃tr(b − cϕ̃) +

∫
[
ϕ̃trx

1 + ϕ̃trx
− ϕ̃trh(x)]F (dx) ≥ 0, we

derive

E[− ln(Z̃T )] = E

[
ṼT +

1

2
(ϕ̃trcϕ̃ ·A)T + (− ϕ̃trx

1 + ϕ̃trx
+ ln(1 + (ϕ̃trx)) ? µ)T

]
= E

[
ṼT +

(
1

2
ϕ̃trcϕ̃+

∫
(− ϕ̃trx

1 + ϕ̃trx
+ ln(1 + (ϕ̃trx))F (dx)

)
·AT

]
= E

[
(ϕ̃trb− 1

2
ϕ̃trcϕ̃) ·AT +

∫
(ln(1 + ϕ̃trx)− ϕ̃trh(x))F (dx) ·AT

]
≤ E

[
(ϕ̃trb− 1

2
ϕ̃trcϕ̃) ·AT +

∫
(ϕ̃trxf(x)− ϕ̃trh(x))F (dx) ·AT

]
+

+E

[(∫
[f(x)− 1− ln(f(x))]F (dx)

)
·AT

]
≤ E

[(
−ϕ̃trcβ − 1

2
ϕ̃trcϕ̃+

∫
[f(x)− 1− ln(f(x))]F (dx)

)
·AT + VT

]
≤ E

[
VT +

1

2
βtrcβ ·AT +

∫
[f(x)− 1− ln(f(x))]F (dx) ·AT

]
≤ E[− ln(ZT )].
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This proves assertion (c), and the first step is complete.

Step 2. This step proves (d)=⇒ (a). Thus, we suppose that assertion (d) holds.

Then there exists a portfolio θ̃ ∈ Θ(X,H) such that (4.22) holds. Thanks to [36,

Theorem 2.8] (see also [49] and [79, Theorem 2.3]), we deduce that D(X,H) 6= ∅. By

combining this with 1 + (θ̃ ·X)T > 0, we conclude the positivity of both processes

1+ θ̃ ·X and 1+(θ̃ ·X)−, and hence the existence of ϕ̃ ∈ L(X,H)∩L(X,H) such that

1+ θ̃ ·X = E(ϕ̃ ·X) on the one hand. On the other hand, the condition D(X,H) 6= ∅

is equivalent to the existence of the numéraire portfolio, that we denote by ϕ̂ (see

[36, 91, 94] and the references therein to cite few). This means that there exists

ϕ̂ ∈ L(X,H) such that E(ϕ̂ ·X) > 0 and E(ϕ ·X)/E(ϕ̂ ·X) is a supermartingale for

any ϕ ∈ L(X,H) with 1 + ϕ∆X ≥ 0. In particular, the process

M :=
E(ϕ̃ ·X)

E(ϕ̂ ·X)
− 1,

is a suprermartingale. Due to ln(x) ≤ x− 1, we get

− ln(E(ϕ̂ ·X)) ≤ − ln(E(ϕ̃ ·X)) +
E(ϕ̃ ·X)

E(ϕ̂ ·X)
− 1, (4.33)

and deduce that ln−(ET (ϕ̂·X)) is integrable. As a result, θ̂ := ϕ̂E(ϕ̂·X)− ∈ Θ(X,H),

and the following hold

E[ln(ET (ϕ̂ ·X))] = E[ln(1 + (θ̂ ·X)T )]

≤ E[ln(1 + (θ̃ ·X)T )] = E[ln(ET (ϕ̃ ·X))]. (4.34)

This, in particular, implies that ln(ET (ϕ̂ ·X)) is an integrable random variable, or

equivalently ln(ET (ϕ̃ · X)/ET (ϕ̂ · X) = ln(ET (ϕ̃ · X)) − ln(ET (ϕ̂ · X)) is integrable.

Then using Jensen’s inequality, we deduce that

E[ln(ET (ϕ̃ ·X)/ET (ϕ̂ ·X)] ≤ ln(E[ET (ϕ̃ ·X)/ET (ϕ̂ ·X)]) ≤ 0.
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This combined with (4.34) implies that

E[ln(ET (ϕ̂ ·X))] = E[ln(ET (ϕ̃ ·X))]. (4.35)

A combination of this with (4.33) leads to E[ET (ϕ̃ ·X)/ET (ϕ̂ ·X)] = 1, and hence

the process M + 1 is in fact a martingale (a positive supermartingale with constant

expectation is a martingale). It is clear that f(x) := x − ln(1 + x), x > −1,

is a nonnegative and strictly convex function that vanishes at x = 0 only. Since

E[f(MT )] < +∞, we conclude that f(M) is a nonnegative submartingale satisfying

0 = E[f(M0)] ≤ E[f(Mt)] ≤ E[f(MT )] = E[MT + ln(
E(ϕ̃ •X)

E(ϕ̂ •X)
)] = ln(1) = 0,

where the last equality follows from combining (4.35) with the fact that M is

martingale. Thus, we conclude that M ≡ 0 and hence E(ϕ̂ · X) ≡ E(ϕ̃ · X). As a

consequence the process Z := 1/E(ϕ̃ ·X) belongs to D(X,H). Therefore, assertion

(a) follows immediately from this and

E[− ln(ZT )] = E[ln(ET (ϕ̃ ·X))] = E[1 + (θ̃ ·X)T ] < +∞,

and the proof of (d)=⇒ (a) is complete.

Step 3. This step proves the implication (a) =⇒ (b). Hence, we assume that

assertion (a) holds for the rest of this proof. In virtue of Theorem 4.1, which

guarantees the existence of (β, f, V ) such that β ∈ L(Xc,H), f is P̃(H)-measurable,

positive and
√

(f − 1)2 ? µ ∈ A+
loc, V is a predictable and nondecreasing process,

121



and the following hold for any bounded θ ∈ L(X,H).

E

[
VT +

1

2
(βtrcβ ·A)T +

(∫
(f(x)− 1− ln(f(x)))F (dx)

)
·AT

]
≤ E[− ln(ZT )] < +∞, (4.36)(∫
|f(x)θtrx− θtrh(x)|F (dx)

)
·AT < +∞ P -a.s., and (4.37)(

θtrb+ θtrcβ +

∫
[f(x)θtrx− θtrh(x)]F (dx)

)
·A � V, (4.38)

The rest of this proof is divided into two sub-steps, and uses these properties. The

first sub-step proves that a functional L, that we will define below, attains its mini-

mal value, while the second sub-step proves that this minimum fulfills (4.18)-(4.19)-

(4.20).

Step 3.a. Throughout the rest of the proof, we denote by L(ω,t) –P ⊗A-almost all

(ω, t) ∈ Ω× [0,+∞)– the function given by

L(ω,t)(λ) = −λtrb(ω, t) +
1

2
λtrc(ω, t)λ+

∫ (
λtrh(x)− ln((1 + λtrx)+)

)
F(ω,t)(dx),(4.39)

for any λ ∈ Rd with the convention ln(0+) = −∞. This sub-step proves the existence

of a predictable process ϕ̃ such that P ⊗A-almost all (ω, t) ∈ Ω× [0,+∞)

ϕ̃(ω, t) ∈ L(ω,t)(X,H) and L(ω,t)(ϕ̃(ω, t)) = minλ∈L(ω,t)(X,H) L(ω,t)(λ). (4.40)

To this end, we start by noticing that in virtue of a combination of Remark 4.1

(which implies that this functional takes values in (−∞,+∞]), Lemma 4.3, and

[69, Proposition 1] (which guarantees the existence of a predictable selection for the

minimizer when it exists), this proof boils down to prove that L(ω,t) attains in fact

its minimum for all (ω, t) ∈ Ω × [0,+∞). This is the aim of the rest of this sub-

step. For the sake of simplicity, we denote L(ω,t)(·) by L throughout the rest of this

proof. In order to prove that L attains it minimum value, we start by proving that
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this function L is convex, proper and closed. Let first recall some definitions from

convex analysis. Consider a convex function f . The effective domain of f , denoted

by dom(f), is the set of all x ∈ Rd such that f(x) < +∞. The function f is said to

be proper if, for any x ∈ Rd, f(x) > −∞ and if its effective domain dom(f ) is not

empty. For all undefined or unexplained concepts from convex analysis, we refer the

reader to Rockafellar [116].

Let θ be a bounded element of L(X,H), and due to ln(1+(θtrx)+) ≤ (θtrx)+ ≤ |θ||x|

and
∫

(|x|>1) |x|F (dx) < +∞ (since X is σ-special), we obtain P ⊗A-a.e.

∫
(|x|>1)

ln(1 + (θtrx)+)F (dx) ≤
∫

(|x|>1)
(θtrx)+F (dx)

≤ |θ|
∫

(|x|>1)
|x|F (dx) < +∞. (4.41)

Then by combining this with

∫ (
λtrh(x)− ln(1 + λtrx)

)
F (dx) =

∫
(|x|≤1)

(
λtrx− ln(1 + λtrx)

)
F (dx)

−
∫

(|x|>1) ln(1− (λtrx)−)F (dx)

−
∫

(|x|>1)
ln(1 + (λtrx)+)F (dx)

≥ −
∫

(|x|>1) ln(1 + (λtrx)+)F (dx)

> −∞,

and L(0) = 0 < +∞ (i.e. 0 ∈ dom(L) ⊂ L(X,H)), we deduce that L is a

convex and proper function. Now we prove that L is closed or equivalently L is

lower semi-continuous. Let θn be a sequence in Rd that converges to θ such that

L(θn) converges. Then it is clear that θtrn b + θtrn cβ converges to θtrb + θtrcβ and∫
(|x|>1) ln(1 + (θtrn x)+)F (dx) converges to

∫
(|x|>1) ln(1 + (θtrx)+)F (dx). This latter

is due to a combination of ln(1 + (θtrn x)+) ≤ (θtrn x)+ ≤ (supn |θn|)|x|, (4.41), and

dominated convergence theorem. Now consider the assumption

θ ∈ L(X,H) and there exists n0 such that for all n ≥ n0 θn ∈ L(X,H). (4.42)
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Under (4.42), by combining Fatou’s lemma and the above remarks, we get

L(θ) = −θtrb+
1

2
θtrcθ +

∫ (
θtrh(x)− ln(1 + θtrx)

)
F (dx)

= −θtrb+
1

2
θtrcθ −

∫
|x|>1

ln(1 + (θtrx)+)F (dx)

−
∫
|x|>1

ln(1− (θtrx)−)F (dx) +

∫
|x|≤1

(θtrx− ln(1 + θtrx))F (dx)

≤ lim
n−→+∞

L(θn).

This proves that L is closed under (4.42) on the one hand. On the other hand, it

is clear that, when (4.42) is violated, there exists a subsequence (θk(n))n such that

θk(n) 6∈ L(X,H) for all n ≥ 1. As a result, since L(θn) converges, we conclude that

L(θ) ≤ limn−→+∞ L(θn) = limn−→+∞ L(θk(n)) = +∞. This proves that L is closed,

convex and proper. Thus, we can apply [116, Theorem 27.1(b)] which states that,

for L to attain its minimal value, it is sufficient to prove that the set of recession

for L is contained in the set of directions in which L is constant. To check this last

condition, we calculate the recession function for L. For λ ∈ dom(L) and y ∈ Rd,

the recession function for L is by definition

L0+(y) := lim
α−→+∞

L(λ+ αy)− L(λ)

α
.

Consider the following sets Γ+(λ) := {x ∈ Rd
∣∣ λtrx > 0}, Γ−(λ) := {x ∈

Rd
∣∣ λtrx < 0}, and remark that we have

L(λ+ αy)− L(λ)

α

= −ytrb+
α

2
ytrcy + ytrcλ+

∫ (
ytrh(x)− 1

α
ln(1 +

αytrx

1 + λtrx
)

)
F (dx)

= −ytrb+
α

2
ytrcy + ytrcλ+

∫
Γ+(y)

(
ytrh(x)− 1

α
ln(1 +

αytrx

1 + λtrx
)

)
F (dx)

+

∫
Γ−(y)

(
ytrh(x)− 1

α
ln(1 +

αytrx

1 + λtrx
)

)
F (dx).
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Then, on the one hand, we calculate the recession function L0+(y) as follows.

L0+(y) =

+∞ if either F (Γ−(y)) > 0 or ytrcy > 0,

−ytrb+
∫

Γ+(y) y
trh(x)F (dx) otherwise

On the other hand, we have

α{y ∈ Rd : cy = 0 and F (Γ−(y)) = 0} ⊂ L(X,H) for any α ∈ (0,+∞),

−α{y ∈ Rd : cy = 0 and F (Γ+(y)) = 0} ⊂ L(X,H) for any α ∈ (0,+∞).

Thus, by combining these with (4.38), we deduce that

−ytrb+

∫
Γ+(y)

ytrh(x)F (dx) > 0 if F (Γ−(y)) = 0 < F (Γ+(y)), cy = 0,

ytrb−
∫

Γ−(y)
ytrh(x)F (dx) > 0 if F (Γ+(y)) = 0 < F (Γ−(y)), cy = 0.

Thus, thanks to these remarks, the recession cone for L and the set of directions

in which L is constant, that we denote RC and CD respectively, are defined and

calculated as follows

RC := {y ∈ Rd
∣∣ L0+(y) ≤ 0} = {y ∈ Rd

∣∣ cy = ytrb = F (Γ−(y)) = F (Γ+(y)) = 0}

CD := {y ∈ Rd
∣∣ L0+(y) ≤ 0, L0+(−y) ≤ 0}

= {y ∈ Rd
∣∣ ytrb = cy = F (Γ−(y)) = F (Γ+(y)) = 0}.

This proves that both sets (RC and CD) are equal. Hence, thanks to [116, Theorem

27.1(b)], we conclude that L(ω,t) attains its minimal value at ϕ(ω, t) which satisfies

1 + xtrϕ(ω, t) > 0 F(ω,t)(dx)-a.e. since L(ω,t)(ϕ(ω, t)) ≤ L(ω,t)(0) = 0 < +∞. This

ends the first part of the third step.

Step 3.b. This sub-step proves that ϕ̃, a minimizer for L proved in the previous

sub-step, fulfills in fact the conditions of assertion (b) (i.e. the properties (4.18)-
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(4.19)-(4.20)).

Since L(ϕ̃) ≤ L(ϕ) for any ϕ ∈ L(X,H). Let ϕ ∈ L(X,H) and α ∈ (0, 1), then using

similar calculations as above, we get

L(ϕ̃)− L(ϕ̃+ α(ϕ− ϕ̃))

α
= (ϕ− ϕ̃)trb− α

2
(ϕ− ϕ̃)trc(ϕ− ϕ̃)− (ϕ− ϕ̃)trcϕ̃+

+

∫ (
1

α
ln(1 +

α(ϕ− ϕ̃)trx

1 + ϕ̃trx
)− (ϕ− ϕ̃)trh(x)

)
F (dx).

Here we have,

1

α
ln(1 +

α(ϕ− ϕ̃)trx

1 + ϕ̃trx
) =

ln
(
αϕtrx+ 1 + (1− α)ϕ̃trx

)
− ln(1 + ϕ̃trx)

α

=
ln
(
α(1 + ϕtrx) + (1− α)(1 + ϕ̃trx)

)
− ln(1 + ϕ̃trx)

α

≥ α ln(1 + ϕtrx) + (1− α) ln(1 + ϕ̃trx)− ln(1 + ϕ̃trx)

α

= ln(1 + ϕtrx)− ln(1 + ϕ̃trx) (4.43)

Due to the concavity of ln(x), since ln(αy+ (1− α)x) ≥ α ln(y) + (1− α) ln(x). On

the other hand, by computing its derivative,

( 1

α
ln(1 +

α(ϕ− ϕ̃)trx

1 + ϕ̃trx
)
)′

=
−1

α2
ln(1 +

α(ϕ− ϕ̃)trx

1 + ϕ̃trx
)

+
(ϕ− ϕ̃)trx

1 + ϕ̃trx

( 1

α(1 + α(ϕ−ϕ̃)trx
1+ϕ̃trx )

)
=

1

α2

(
− ln(1 + αx) +

αx

1 + αx

)
=

1 + αx

α2

(
αx− (1 + αx) ln(1 + αx)

)
≤ 0. (4.44)

It is clear that, as a function of α, α−1 ln(1 + α(ϕ−ϕ̃)trx
1+ϕ̃trx ) is decreasing and hence

ln(1 + ϕtrx)− ln(1 + ϕ̃trx) ≤ 1

α
ln(1 +

α(ϕ− ϕ̃)trx

1 + ϕ̃trx
) ≤ (ϕ− ϕ̃)trx

1 + ϕ̃trx
.
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As a result of this, combined with the convergence monotone theorem, we deduce

that ∫ (
1

α
ln(1 +

α(ϕ− ϕ̃)trx

1 + ϕ̃trx
)− (ϕ− ϕ̃)trh(x)

)
F (dx)

converges to
∫

[ (ϕ−ϕ̃)trx
1+ϕ̃trx −(ϕ− ϕ̃)trh(x)]F (dx), when α goes to zero and hence (4.20)

is proved. By using (4.20) for ϕ = 0, and L(ϕ̃) ≤ L(0) = 0, we get

0 ≤ ϕ̃trb− ϕ̃trcϕ̃+

∫ (
−ϕ̃trh(x) +

ϕ̃trx

1 + ϕ̃trx

)
F (dx) (4.45)

0 ≤ ϕ̃trb− 1

2
ϕ̃trcϕ̃+

∫ (
ln(1 + ϕ̃trx)− ϕ̃trh(x)

)
F (dx). (4.46)

The second inequality is −L(ϕ̃) ≥ 0. We also know that 0 ≤ ||σ(a+ b)||2, hence

0 ≤ (a+ b)trc(a+ b) = atrca+ btrcb+ 2atrcb,

and the following inequality holds.

−1

2
ϕ̃trcϕ̃− 1

2
βtrcβ ≤ ϕ̃trcβ.

Therefore, by combining (4.45) and (4.46), with −1
2 ϕ̃

trcϕ̃− 1
2β

trcβ ≤ ϕ̃trcβ, and

f(x)− 1− ln(f(x)) ≥ ln(1 + ϕ̃trx)− f(x)ϕ̃trx (Young’s inequality),

we derive

ϕ̃trb− 1

2
ϕ̃trcϕ̃− 1

2
βtrcβ +

∫
[ln(1 + ϕ̃trx)− ϕ̃trh(x)]F (dx) +

−
∫

[f(x)− 1− ln(f(x))]F (dx)

≤ ϕ̃trb− 1

2
ϕ̃trcϕ̃− 1

2
βtrcβ +

∫
[f(x)ϕ̃trx− ϕ̃trh(x)]F (dx)

≤ ϕ̃trb+ ϕ̃trcβ +

∫
[f(x)ϕ̃trx− ϕ̃trh(x)]F (dx).
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Therefore, thanks to this latter inequality and (4.38), we deduce that

0 �
(
ϕ̃trb− 1

2
ϕ̃trcϕ̃+

∫
[ln(1 + ϕ̃trx)− ϕ̃trh(x)]F (dx)

)
·A

�
(∫

[f(x)− 1− ln(f(x))]F (dx) +
1

2
βtrcβ

)
·A+ V.

By combining this, (4.36), the fact that

ϕ̃trb− 1

2
ϕ̃trcϕ̃+

∫
[ln(1 + ϕ̃trx)− ϕ̃trh(x)]F (dx)

=

(
1

2
ϕ̃trcϕ̃+

∫ (
ln(1 + ϕ̃trx)− ϕ̃trx

1 + ϕ̃trx

)
F (dx)

)
+

(
ϕ̃trb− ϕ̃trcϕ̃+

∫ (
−ϕ̃trh(x) +

ϕ̃trx

1 + ϕ̃trx

)
F (dx)

)
,

where both terms of the RHS are nonnegative, and the second term of this RHS

coincides with dṼ
dA , we conclude that

E

[
ṼT +

(
1

2
ϕ̃trcϕ̃+

∫ (
ln(1 + ϕ̃trx)− ϕ̃trx

1 + ϕ̃trx

)
F (dx)

)
·AT

]
< +∞.

This proves (4.18), and assertion (b) follows. This ends the proof of the theorem.
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Chapter 5

Log-optimal deflators under

random horizon

This chapter addresses the dual problem of the log-utility maximization problem

under the random horizon. Here, we consider an initial market model specified

by the pair (S,F), where S is its discounted assets’ price process and F its flow

of information, and an arbitrary random time τ . This random time can represent

the death time and the default time, and in both cases, τ can be seen when it

occurs only. Thus, the progressive enlargement of F with τ , that we denote by G,

sounds tailor-fit for modelling the new flow of information that incorporates both

F and τ . In this setting, our main aim resides in describing as explicit as possible

the log-optimal deflator for the stopped model (Sτ ,G). The primal maximization

of this latter problem is fully considered in Chapter 6. For more details, about

utility optimization problem, we refer the reader to Section 2.3 where we describe

the Merton’s optimal portfolio problem briefly.

Since this chapter focuses on the logarithm utility maximization problem, for

the sake of simplifying notation, we simply write Θ(X,H) := Θ(ln, X,H), where

the set is initially defined in (4.15). The main goal of this chapter is the model

(Sτ ,G), when S is an F-semimartingale that is quasi-left-continuous and has some
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integrability condition (to avoid some technicalities).

In this chapter, we will use frequently the operator function T (.) defined in

(2.21), that we recall below for the reader’s convenience.

T (M) := M τ−G̃−1I]]0,τ ]] •[M,m]+I]]0,τ ]] •

(∑
∆MI{G̃=0<G−}

)p,F
, ∀M ∈M0,loc(F).

The following lemma illustrates some simple but useful properties on this operator

function T (.).

Lemma 5.1: Let K be an F-local martingale, and α belongs to L1
loc(K,F), then

(a) The continous local martingale part of T (K) (i.e. T (K)c), is equal to T (Kc).

(b) T (α •K) = α • T (K), and it is an F-local martingale.

Proof. Suppose that K = Kc +Kd, where Kc is continuous F-local martingale, and

Kd is a pure jumps F-local martingale (see Theorem 2.2). Then, we have

T (K) = T (Kc) + T (Kd). (5.1)

Thus, T (Kc) = T (K)c if and only if T (Kd) is a pure jump G-local martingale. Let

MG be continuous and bounded G-martingale. Then we drive

[MG, T (Kd)] = [MG, (Kd)τ ]− G̃−1I]]0,τ ]] • [MG, [Kd,m]]

+I]]0,τ ]] • [M
G,
(∑

∆KdI{G̃=0<G−}

)p,F
]

=
∑

∆MG∆(Kd)τ − G̃−1I]]0,τ ]] •
∑

∆MG∆(Kd)τ∆m+ 0 = 0,

which is due to continuity of MG. Therefore, by Corollary 2.1.1, T (Kd) is a pure

jump G-local martingale. This proves assertion (a).
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For part (b), we write

T (α •K) = (α •K)τ − G̃−1I]]0,τ ]] • [(α •K),m] + I]]0,τ ]] •

(∑
∆(α •K)I{G̃=0<G−}

)p,F
= α • (K)τ − G̃−1αI]]0,τ ]] • [K,m] + I]]0,τ ]] •

(∑
α∆KI{G̃=0<G−}

)p,F
= α • T (K).

This ends the proof of lemma.

The rest of this chapter is divided into three sections. The first section states

the results in the general setting of semimartingales, and proves them. The second

and third sections illustrate the main results, elaborated in the first section, on

particular, practical, and popular models for random time τ and (S,F) respectively.

5.1 Optimal deflator for (ln, Sτ ,G)

This section focuses on the following minimization problem

minZG∈Dlog(Sτ ,G) E[− ln(ZG
T )], (5.2)

where Dlog(Sτ ,G) is defined by

Dlog(Sτ ,G) :=
{
Z ∈ D(Sτ ,G)

∣∣ E[− ln(Zτ )] < +∞
}
.

This requires the powerful techniques of predictable characteristics of semi-

martingales (see Section 2.4). For the sake of simplicity, we will consider models,

that we call σ-special and are defined in Definition (2.25).

Now, in this stage, for reader’s convenience we recall the main theorem of Chap-

ter 4 here, and for the sake of avoiding some big notations, we change the form

slightly. As we explained in Chapter 4, this result establishes the duality for the log

utility without the No-Free-Lunch-with-Vanishing-Risk assumption.
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Theorem 5.1: Let X be an H-quasi-left-continuous semimartingale with predictable

characteristics (b, c, F,A). We define

Klog(y) :=
−y

1 + y
+ ln(1 + y) for any y > −1. (5.3)

If (X,H) is σ-special, then the following assertions are equivalent.

(a) The set Dlog(X,H), given by

Dlog(X,H) =
{
Z ∈ D(X,H)

∣∣ E[− ln(ZT )] < +∞
}
, (5.4)

is not empty (i.e. Dlog(X,H) 6= ∅).

(b) There exists an H-predictable process ϕ̃ ∈ L(X,H) such that, for any ϕ be-

longing to L(X,H), the following hold

E

[
V X
T +

1

2
(ϕ̃trcϕ̃ •A)T + (

∫
Klog(ϕ̃trx)F (dx) •A)T

]
< +∞,

(5.5)

V X :=
∣∣∣ϕ̃tr(b− cϕ̃) +

∫ [
ϕ̃trx

1 + ϕ̃trx
− ϕ̃trh(x)

]
F (dx)

∣∣∣ •A,
(5.6)

(ϕ− ϕ̃)tr(b− cϕ̃) +

∫ (
(ϕ− ϕ̃)trx

1 + ϕ̃trx
− (ϕ− ϕ̃)trh(x)

)
F (dx) ≤ 0.

(5.7)

(c) There exists a unique Z̃ ∈ D(X,H) such that

inf
Z∈D(X,H)

E[− ln(ZT )] = E[− ln(Z̃T )] < +∞. (5.8)

(d) There exists a unique θ̃ ∈ Θ(X,H) such that

sup
θ∈Θ(X,H)

E[ln(1 + (θ •X)T )] = E[ln(1 + (θ̃ •X)T )] < +∞. (5.9)
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Furthermore, θ̃(1 + (θ̃ •X)−)−1 and ϕ̃ coincide P ⊗A-a.e., and

ϕ̃ ∈ L(Xc,H) ∩ L(X,H),
√

((1 + ϕ̃trx)−1 − 1)2 ? µ ∈ A+
loc(H), (5.10)

1

Z̃
= E(ϕ̃ •X), Z̃ := E(KX − V X), KX := ϕ̃ •Xc +

−ϕ̃trx
1 + ϕ̃trx

? (µ− ν). (5.11)

In this section, we describe, in different manners and as explicit as possible using

F-adapted processes only, the optimal deflator for the model (Sτ ,G) solutions to

(5.2). The first result of this section allows us to simplify the optimization problem

in order to apply Theorem 5.1 (i.e. Section 4.2). To this end, we recall the following

notation and definition, that was initially introduced in [43].

Definition 5.1: Let N be an H-local martingale such that 1 + ∆N > 0. We call

an entropy-Hellinger process for N , denoted by h(E)(N,H), the process

h(E)(N,H) :=
(
H(E)(N,H)

)p,H
,

when this projection exists, where

H(E)(N,H) :=
1

2
〈N c〉H +

∑
((1 + ∆N) ln(1 + ∆N)−∆N) . (5.12)

For reader’s convenience, we recall the definition of Hellinger process, below.

Definition 5.2: Let N be an H-local martingale such that 1 + ∆N > 0. We

call a Hellinger process of order zero for N , denoted by h(0)(N,H), the process

h(0)(N,H) :=
(
H(0)(N,H)

)p,H
when this projection exists, where

H(0)(N,H) :=
1

2
〈N c〉H +

∑
(∆N − ln(1 + ∆N)) . (5.13)

In the following theorem, we elaborate our first result of this subsection.
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Theorem 5.2: The following equality holds.

inf
ZG∈D(Sτ ,G)

E
[
− ln(ZG

T )
]

= inf
Z∈D(S,F)

E
[
− ln(ZT∧τ/Eτ∧T (G−1

− •m))
]
. (5.14)

Proof. Thanks to Theorem 3.12 -(c), we deduce that Zτ/E(G−1
− • m)τ belongs to

D(Sτ ,G) for any Z ∈ D(S,F), and the following inequality holds

inf
ZG∈D(Sτ ,G)

E
[
− ln(ZG

T )
]
≤ inf

Z∈D(S,F)
E
[
− ln(ZT∧τ/Eτ∧T (G−1

− •m))
]
.

To prove the reverse inequality, we consider ZG ∈ D(Sτ ,G), and apply Theorem

3.12. This implies the existence of a triplet
(
ZF, ϕ(o), ϕ(pr)

)
that belongs to

D(S,F)× Ioloc(NG,G)× L1
loc(Prog(F), P ⊗D),

and satisfies

ϕ(pr) > −1, P ⊗D − a.e., −G̃
G
< ϕ(o) <

G̃

G̃−G
, P ⊗Do,F-a.e..

and

ZG =
(ZF)τ

E(G−1
− •m)τ

E(ϕ(o) •NG)E(ϕ(pr) •D).

As a result, we get

− ln(ZG) = − ln
(

(ZF)τ/E(G−1
− •m)τ

)
− ln(E(ϕ(o) •NG))− ln(E(ϕ(pr) •D)).

Thus, in virtue of Proposition 4.1, the process − ln(ZG) is uniformly integrable if

and only if − ln
(
(ZF)τ/E(G−1

− •m)τ
)
, − ln(E(ϕ(o) •NG)) and − ln(E(ϕ(pr) •D)) are
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uniformly integrable, and hence

E[− ln(ZG
T )] = E

[
− ln

(
ZF
τ∧T /Eτ∧T (G−1

− •m)
)]

+ E[− ln(ET (ϕ(o) •NG))]

+E[− ln(ET (ϕ(pr) •D))]

≥ E
[
− ln

(
ZF
τ∧T /Eτ∧T (G−1

− •m)
)]

≥ inf
Z∈D(S,F)

E
[
− ln(ZT∧τ/Eτ∧T (G−1

− •m)
]
.

The first inequality is due to the fact that both quantifies E[− ln(ET (ϕ(o) • NG))]

and E[− ln(ET (ϕ(pr) •D))] are nonnegative. Then, the proof of the theorem follows

immediately.

We end this section by describing explicitly the optimal deflator for the model

(ln, Sτ ,G). This requires the predictable characteristics of (S,F) and/or that of

(Sτ ,G). Thus, throughout the rest of the thesis, for the sake of simplicity, the

random measure µS associated with the jumps of S will be denoted for simplicity by

µ, while Sc denotes the continuous F-local martingale part of S, and the quadruplet

(b, c, F,A) are the predictable characteristics of (S,F).

Or equivalently the canonical decomposition of S (see Section 2.4 and the reference

herein for details) is given by

S = S0 + Sc + h ? (µ− ν) + b •A+ (x− h) ? µ, h(x) := xI{|x|≤1}. (5.15)

Throughout the rest of this chapter, we consider Jacod’s decomposition for the space

L(S,F) and the F-martingale G−1
− •m given by

L(S,F) :=
{
θ ∈ P(F)

∣∣ 1 + xtrθt(ω) > 0 P ⊗ Ft ⊗ dAt-.a.e
}
, (5.16)

G−1
− �m = βm � Sc + (fm − 1) ? (µ− ν) + gm ? µ+m⊥, (5.17)
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where βm is an F-predictable and also Sc-integrable process, m⊥ ∈ M0,loc(F) with

[m⊥, S] = 0, fm ∈ G1
loc(µ,F) and gm ∈ H1

loc(µ,F).

Theorem 5.3: Let Klog(.) be given by (5.3), and suppose S is quasi-left-continuous

and σ-special, and G > 0. Then the following assertions are equivalent.

(a) There exist K ∈ M0,loc(F) and a nondecreasing and F-predictable process V

such that E(K) exp(−V ) ∈ D(S,F) and the nondecreasing process

G− • V +G− • hE(G−1
− •m,P )− 〈K,m〉F +

(
G̃ •H(0)(K,P )

)p,F
, (5.18)

is integrable.

(b) The set Dlog(Sτ ,G) is not empty.

(c) There exists a unique Z̃G ∈ Dlog(Sτ ,G) such that

minZ∈Dlog(Sτ ,G)E
[
− ln(ZT )

]
= E

[
− ln(Z̃G

T )
]

(5.19)

(d) There exists λ̃ ∈ L(S,F) such that, for any θ ∈ L(S,F), the following hold

E

[
(G− • Ṽ )T +G−(

∫
fm(x)Klog(λ̃trx)F (dx) + λ̃trcλ̃) •AT

]
< +∞,

(5.20)

(θ − λ̃)tr

[
b+ c(βm − λ̃) +

∫
Rd\{0}

(
fm(x)

1 + λ̃trx
x− h(x)

)
F (dx)

]
≤ 0,

(5.21)

Ṽ := λ̃tr

[
b+ c(βm − λ̃) +

∫
Rd\{0}

(
fm(x)

1 + λ̃trx
x− h(x)

)
F (dx)

]
•A.

(5.22)

If furthermore one of the above assertions holds, then Z̃G solution to (5.19) and
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the process λ̃ of assertion (d) are related via

Z̃G := E(K̃G) exp(−Ṽ τ ), where K̃G := T (KF)−G−1
− • T (m), and

(5.23)

KF := (βm − λ̃) • Sc +
fm − 1− λ̃trx

1 + λ̃trx
? (µ− ν) +

gm

1 + λ̃trx
? µ+m⊥.

(5.24)

Proof. The proof of (b)⇐⇒ (c) is a direct application of Theorem 5.1 for the model

(X,H) = (Sτ ,G). Thus, the remaining part of the proof will be achieved in three

steps. The first step proves the equivalence (a)⇐⇒(b), the second step proves

(b)⇐⇒(d) and the last step proves (5.23)-(5.24).

Step 1. Here we prove (a)⇐⇒(b). Let ZG ∈ D(Sτ ,G). Thus, thanks to Theorem

5.1, there exist two G-local martingales E(ϕ(0) • NG) and E(ϕ(pr) • D) and ZF :=

E(K) exp(−V ) ∈ D(S,F), where K ∈ M0,loc(F) and V is an nondecreasing and

F-predictable process, such that

ZG =
(ZF)τ

E(G−1
− •m)τ

E(ϕ(0) •NG)E(ϕ(pr) •D).

As a result, we obtain

− ln(ZG) = − ln((ZF)τ/E(G−1
− •m)τ )− ln(E(ϕ(0) •NG))− ln(E(ϕ(pr) •D)).

Thanks to Proposition 4.1, we deduce that ZG ∈ Dlog(Sτ ,G) if and only if the

three G-local martingale (ZF)τ/E(G−1
− •m)τ , E(ϕ(0) •NG) and E(ϕ(pr) •D) belong to

Dlog(Sτ ,G). Then by combining this with
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− ln((ZF)τ/E(G−1
− •m)τ ) = − ln((ZF)τ ) + ln(E(G−1

− •m)τ )

= G-local mart.−
I]]0,τ ]]

G−
• 〈K,m〉F +H(0)(K,P )τ

+V τ +
I]]0,τ ]]

G2
−

• 〈m〉F −H(0)(G−1
− •m,P )τ ,

we conclude that the process in the RHS term is nondecreasing and G-integrable,

or equivalently its F-predictable dual projection (F-compensator) is a nondecreasing

and integrable process. This resulting predictable process coincides with the process

defined in (5.18) due to

(
I]]0,τ ]]

G2
−

• 〈m〉F −H(0)(G−1
− •m,P )τ

)p,F
=

1

G−
• 〈m〉F −

(
G̃ •H(0)(G−1

− •m,P )
)p,F

=
1

2G−
• 〈mc〉F +G− •

(∑
(
∆m

G−
)2

)p,F
−
(∑

G̃(
∆m

G−
− ln(1 +

∆m

G−
))

)p,F
=

1

2G−
• 〈mc〉F +

(∑
(∆m+G−) ln(1 +

∆m

G−
))−∆m)

)p,F
= G− • hE(G−1

− •m,P ).

This ends the proof of the equivalence between assertions (a) and (b).

Step 2. Here we prove (b)⇐⇒(d) using Theorem 5.1. To this end, we start deriving

the predictable characteristics of (Sτ ,G), denoted by (bG, cG, FG, AG) are given by

bG := b+ cβm +

∫
h(x)(fm(x)− 1)F (dx), µG := I]]0,τ ]] ? µ, c

G := c

νG := I]]0,τ ]]fm ? ν, FG(dx) := I]]0,τ ]]fm(x)F (dx), AG := Aτ . (5.25)

Thus, by directly applying Theorem 5.1 to (Sτ ,G), we deduce Dlog(Sτ ,G) 6= ∅ is
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equivalent to the existence of a G-predictable process ϕ ∈ L(Sτ ,G) satisfying

E

[
V G
T +

1

2
(ϕtrcGϕ •AG)T + (Klog(ϕtrx) ? µG)T

]
< +∞, (5.26)

V G := |ϕtrbG − ϕtrcGϕ+

∫
[
ϕtrx

1 + ϕtrx
− ϕtrh(x)]FG(dx)| •AG, (5.27)

(θ − ϕ)tr(bG − cGϕ) +

∫ (
(θ − ϕ)trx

1 + ϕtrx
− (θ − ϕ)trh(x)

)
FG(dx) ≤ 0, (5.28)

for any bounded θ ∈ L(Sτ ,G). Thanks to Proposition 3.1, we deduce the existence

of λ̃ ∈ L(S,F) such that ϕI]]0,τ ]] = λ̃I]]0,τ ]] P ⊗ A-a.e.. Thus, by inserting this in

(5.26)-(5.27)-(5.28), we conclude that V G = Ṽ τ ∈ A+
loc(G), which is equivalent to

(5.22) due to Lemma 3.1, and

E

[
(G− • Ṽ )T +

1

2
(G−λ̃

trcλ̃ •A)T +

∫
Klog(λ̃trx)fm(x)F (dx)G− •AT

]
< +∞,

(θ − λ̃)tr(b+ c(βm − λ̃)) +

∫ (
(θ − λ̃)trx

1 + λ̃trx
fm(x)− (θ − λ̃)trh(x)

)
F (dx) ≤ 0,

P ⊗ A-a.e. on ]]0, τ ]] for any bounded θ ∈ L(S,F). The above first inequality

is obviously (5.20), while (5.21) follows immediately from combining the second

inequality above and Lemma 3.1 again. This proves (b)=⇒(d), while the converse

follows from the fact that assertion (d) implies (5.26)-(5.27)-(5.28) with ϕ = λ̃I]]0,τ ]].

This latter fact is obviously equivalent to assertion (b) due to Theorem 5.1 as stated

above. This ends the second step, and the proof of the theorem is complete.

5.2 Particular cases for τ

This section illustrates the results of this chapter on several frequently studied mod-

els for the random time τ . We will consider the case of pseudo-stopping times, and

the case when all F-martingales are continuous.
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5.2.1 Pseudo-stopping times

In this subsection, we consider the family of pseudo-stopping times, τ , defined in

Definition 3.1. Here, we recall some of their important properties elaborated in

Lemma 3.5. τ is a pseudo-stopping time if and only if m ≡ m0. This implies that

E
(
G−1
− •m

)
≡ 1, ∆m ≡ 0 and for any bounded F-local martingale M , we have

T (M) = M τ . The Jacod’s components for the F-martingale G−1
− • m are simply

given by the vector of processes (0, 1, 0, 0) in equation (5.16), since m ≡ m0.

Theorem 5.4: Let Klog(.) be given by (5.3), and suppose S is quasi-left-continuous

and σ-special, τ is a pseudo-stopping time, and G > 0. Then the following asser-

tions are equivalent:

(a) There exist K ∈ M0,loc(F) and a nondecreasing and F-predictable process V

such that E(K) exp(−V ) ∈ D(S,F) and the nondecreasing process

G− • V +G− •

(
H(0)(K,P )

)p,F
is integrable.

(b) The set Dlog(Sτ ,G) is not empty.

(c) There exists a unique Z̃G ∈ Dlog(Sτ ,G) such that

minZ∈Dlog(Sτ ,G)E
[
− ln(ZT )

]
= E

[
− ln(Z̃G

T )
]
< +∞. (5.29)

(d) There exists λ̃ ∈ L(S,F) such that, for any θ ∈ L(S,F), the following hold

E

[
(G− • Ṽ )T +G−(

∫
Klog(λ̃trx)F (dx) + λ̃trcλ̃) •AT

]
< +∞,

(θ − λ̃)tr

[
b− cλ̃+

∫
Rd\{0}

(
x

1 + λ̃trx
− h(x)

)
F (dx)

]
≤ 0, (5.30)

Ṽ := λ̃tr

[
b− cλ̃+

∫
Rd\{0}

(
x

1 + λ̃trx
− h(x)

)
F (dx)

]
•A. (5.31)

Furthermore, if one of the above assertions holds, then Z̃G solution to (5.29) and
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the process λ̃ of assertion (d) are related via

Z̃G := E(K̃F)τ exp(−Ṽ τ ), where K̃F := −λ̃ • Sc − λ̃trx

1 + λ̃trx
? (µ− ν). (5.32)

Proof. Thanks to Theorem 5.3, the optimal deflator Z̃G solution to (5.29) exists and

the proof of all assertions follows immediately. For the family of pseudo-stopping

times, the inequality condition (5.21) reduces to the condition (5.30).

Remark. By comparing both, the optimality condition (5.30) and the solution

for process Ṽ in (5.31), with the inequality condition (4.20) and process Ṽ in (4.19)

in Theorem 4.2, we deduce that the optimal deflator for the model (S,F) and the

model (Sτ ,G) for the family of pseudo-stopping times coincides on [[0, τ ]] i.e.

Z̃G = Z̃F on [[0, τ ]].

5.2.2 The case when all F-martingales are continuous

Now, we address a random time τ when all F-martingales are continuous. If all

F-martingales are continuous, simply we have ∆m = 0. For the definition and prop-

erties of τ , we refer the reader to Section 3.3.3. If all F-martingales are continuous,

then processes N
G

and M , defined in (3.29), coincide with NG and T (M), respec-

tively.

Throughout the rest of this subsection, we consider the following Jacod’s decompo-

sition for the F-martingale G−1
− •m,

G−1
− �m = βm � Sc +m⊥. (5.33)

As a result, the Jacod’s parameters of G−1
− •m is (βm, 1, 0,m

⊥).

Now, we parametrize optimal deflators for this model in the following theorem.

Theorem 5.5: Let Klog(.) be given by (5.3), and suppose S is an F-semimartingale
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that is quasi-left-continuous and all F-martingales are continuous, and G > 0.

Then the following assertions are equivalent.

(a) There exist K ∈M0,loc(F) such that E(K) ∈ Zloc(S,F) and the nondecreasing

process

1

2G−
• 〈m〉F − 〈K,m〉F +

G−
2

• 〈K〉F is integrable.

(b) The set Dlog(Sτ ,G) is not empty if and only of there exists a unique Z̃G

belongs to Dlog(Sτ ,G) such that

minZ∈Dlog(Sτ ,G)E
[
− ln(ZT )

]
= E

[
− ln(Z̃G

T )
]
< +∞. (5.34)

(c) There exists λ̃ ∈ L(S,F) such that the following hold

E

[
G−

∫
λ̃trcλ̃ •AT

]
< +∞, and b+ c(βm − λ̃) = 0. (5.35)

If furthermore one of the above assertions holds, then Z̃G solution to (5.34) and

the process λ̃ are related via

Z̃G := E(K̃G), where KG := −λ̃ • S
c
. (5.36)

Proof. (a) The existence of the unique optimal deflator Z̃G follows from Theorem

5.3, immediately. The integrablility condition (5.18) is equal to

1

2G−
• 〈m〉F − 〈K,m〉F +

G−
2

• 〈K〉F and it is integrable.

Since all F-martingales are continuous, we deduce that the measure jumps µ of S

is F-predictable that means that µ = ν (equals to its F-predictable dual). Hence

F ≡ 0, and S is predictable as well as a special semimartingale. Since Zloc(S,F) 6= 0,

we deduce that S is continuous. Suppose W = I{|x|≥k} and 0 < k < +∞. Then,
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since W ? µ belongs to A+
loc(,F), we have

W ? µ− (W ? µ)p,F = W ? µ−W ? ν ∈Mloc(F).

Hence, we have

W ? µ = W ? ν, or equivalently, I{|x|≥k} ? µ = I{|x|≥k} ? ν,

for any k ≥ 0. Then, let k goes to zero, therefore we have µ = ν. It means that

S is a predictable semimartingale, locally bounded, and F ≡ 0. Furthermore when

Dlog(S,F) 6= 0 one can prove that S is continuous and L(S,F) = R. It implies that

V ≡ 0. The rest of proof follows immediately by considering the above-mentioned

Jacod components of G−1
− •m.

5.3 Particular cases for (S,F)

In this section, we address the optimal deflator problem for several frequently studied

cases of the general market model. More precisely, it contains two main subsections

by considering two models with particular examples: The general Lévy market

model and volatility market models.

5.3.1 The exponential Lévy market model

In this subsection we address the Lévy market model. Consider the Lévy market

models given by Section 3.4.1. The stock price process, S, presented by St =

S0E(X)t, is a locally bounded Lévy process and setup by the stochastic differential

equation (3.33). All elements are all the same way as it mentioned in Section 3.4.1,

where σ > 0 and µ are bounded adapted processes. Filtration F is generated by

W and ÑF, where W is a standard Brownian Motion, N(dt, dx) and is a Poisson

random measure on [0, T ]×R/{0}, ÑF is a compensated Poisson measure with Lévy
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measure (intensity) FX(dx)dt and AX is an increasing and predictable process. For

the model (3.33), the predictable characteristics of Section 5.1 or Section 2.4 can be

derived as follows.

µ(dt, dx) = N(dt, dx), ν(dt, dx) = FX(dx)dt, Sc = S−σ •W ,

At = AXt , c = (S−σ)2, b = S−µ. (5.37)

As a result, throughout the rest of this subsection, we consider the following Jacod’s

decomposition for the F-martingale G−1
− •m and the space L(S,F),

L(S,F) :=
{
λ ∈ P(F)

∣∣ 1 + S−x
trλt(ω) > 0 P ⊗ FXt ⊗ dAXt -.a.e

}
, (5.38)

G−1
− �m = β̂m �W + (f̂m − 1) ? (µ− ν) + ĝm ? µ+m⊥. (5.39)

Here, (β̂m, f̂m, ĝm, m̂
⊥) are the Jacod’s components of G−1

− •m, where β̂m(S−σ)−1 :=

βm and (f̂m(S−x), ĝm(S−x), m̂⊥) = (fm(x), gm(x),m⊥) in equation (5.16).

Theorem 5.6: Suppose S given by (3.33) and G > 0. Then the following assertions

are equivalent.

(a) There exist K ∈ M0,loc(F) and a nondecreasing and F-predictable process V

such that E(K) exp(−V ) ∈ D(S,F) and the nondecreasing process

G− • V +G− • hE(G−1
− •m,P )− 〈K,m〉F +

(
G̃ •H(0)(K,P )

)p,F
, (5.40)

is integrable.

(b) The set Dlog(Sτ ,G) is not empty.

(c) There exists a unique Z̃G ∈ Dlog(Sτ ,G) such that

minZ∈Dlog(Sτ ,G)E
[
− ln(ZT )

]
= E

[
− ln(Z̃G

T )
]
< +∞. (5.41)
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(d) There exists ϕ̃ ∈ L(S,F) such that, for any θ ∈ L(S,F), the following hold

(θ − ϕ̃)tr

[
µ+ σβ̂m − σ2ϕ̃+

∫
(
f̂m(S−x)

1 + ϕ̃x
− IS−|x|<1)S−xF

X(dx)

]
≤ 0, P ⊗ dAX-a.s.(5.42)

E
[
(G− • Ṽ )T +G−(

∫
f̂m(S−x)Klog(ϕ̃trx)F (dx) + ϕ̃tr(σ)2ϕ̃) •AXT

]
< +∞,

Ṽ := ϕ̃tr

[
µ+ σβ̂m − σ2ϕ̃+

∫
(
f̂m(S−x)

1 + ϕ̃x
− IS−|x|<1)S−xF

X(dx)

]
•AX . (5.43)

Furthermore, when one of the above assertions holds, the optimal deflator Z̃G

solution to (5.41) and the process ϕ̃ of assertion (d) are related via the following

Z̃G := E(K̃G) exp(−Ṽ τ ), where K̃G = T (KF)−G−1
− • T (m) (5.44)

and KF := (β̂m − σϕ̃) •W +
f̂m − 1− ϕ̃trx

1 + ϕ̃trx
? (µ− ν) +

ĝm
1 + ϕ̃trx

? µ+ m̂⊥.

Proof. Thanks to Theorem 5.3, the optimal deflator Z̃G solution to (5.41) exists.

For the Lévy model, consider the above-mentioned predictable characteristics (5.37).

Then, the inequality condition (5.21), characterizing the optimal deflator Z̃G, be-

comes as follows.

0 ≥ µ+ S−σβ̂m − (S−σ)2λ̃+

∫
(
f̂m(S−x)

1 + S−λ̃x
S−x− S−xI{|x|S−≤1})F

X(dx)

= µ+ σβ̂m − S−σ2λ̃+

∫
(
f̂m(S−x)

1 + S−λ̃x
x− xI{|x|S−≤1})F

X(dx), P ⊗ dAX -a.s.,

and the solution for F-predictable process Ṽ reduces to (5.43). Therefore, ϕ̃ =

λ̃S−, where λ̃ is given by (5.21). We deduce that 1 + xS−ϕ̃ > 0 and ϕ̃ is the

unique solution to (5.42). As a result, the optimal deflator follows immediately

using the decomposition of deflator (5.24) in Theorem 5.3, putting λ̃ = ϕ̃
S−

and

above predictable characteristics for the Lévy process S.
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5.3.1.1 Jump-diffusion framework

This subsection focuses on the important case of jump-diffusion model defined in

Section 3.4.1.1. On this case, the uncertainties in the initial model (S,F) is a one-

dimensional process generated by a standard Brownian Motion W and a Poisson

process N with intensity λ > 0, defined on the probability space (Ω,F , P ). Then

the stock price process is given by the following dynamics

St = S0E(X)t, Xt =

∫ t

0
σsdWs+

∫ t

0
ζsdN

F
s +

∫ t

0
µsds, Nt

F := Nt−λt. (5.45)

All elements are all the same way as in Section 3.4.1.1, where a constant δ ∈ (0,+∞)

such that µ, σ, and ζ are bounded F-adapted processes and we also assume that

σ > 0, ζ > −1, σ + |ζ| ≥ δ, P ⊗ dt-a.e.. Since m is F-martingale, we consider

Jacod’s decomposition for the F-martingale G−1
− •m and the space L(S,F) given by

∫ ·
0

(
(ϕ(m))2 + |ψ(m)|

)
ds < +∞ P -a.s.

G−1
− •m = ϕ(m)

s
•W + (ψ(m)

s − 1) •NF, (5.46)

L(S,F) =
{
F-predictable process θ

∣∣ 1 + xtrθt(ω) > 0 P (dω)⊗ Ft(dx)⊗ dAt-.a.e
}
.

Theorem 5.7: Suppose S given by (5.45), G > 0, and let ZG := E
(
KG) be a

positive G-local martingale. Then the following assertions are equivalent.

(a) There exists E(K) ∈ Z(S,F), where K ∈M0,loc(F), such that the nondecreas-

ing process

G− • hE(G−1
− •m,P )− 〈K,m〉F +

(
G̃ •H(0)(K,P )

)p,F
is integrable.

(b) The set Dlog(Sτ ,G) is not empty if and only if there exists a unique Z̃G ∈
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Dlog(Sτ ,G) such that

minZ∈Dlog(Sτ ,G)E
[
− ln(ZT )

]
= E

[
− ln(Z̃G

T )
]
< +∞. (5.47)

(c) There exists a unique solution ϕ̃ ∈ L(S,F) for the following hold,

E

[
G−(

∫
−ϕ̃λψ(m)

1 + ϕ̃λ
+ ψ(m) ln(1 + ϕ̃λ) + (ϕ̃S−σ)2dt

]
< +∞,

µ− λζ + σϕ(m) − σ2ϕ+
ϕ(m)λζ

1 + ϕζ
= 0. dt− a.e. (5.48)

Furthermore, when one of the above assertions holds, the optimal deflator Z̃G

solution to (5.47) and the process ϕ̃ are related via the following

Z̃G := E(K̃G) and K̃G := −σϕ̃ •W +

(
σ2

λζ
ϕ̃− µ

λζ
− ϕ(m)σ

λζ
− ψ(m)

)
• T (NF).

(5.49)

Proof. For the model (5.45), the predictable characteristics of Section 5.1 can be

derived as follows. Let δa(dx) be the Dirac mass at the point a. Then in this case

we have d = 1 and

µ(dt, dx) = δζtSt−(dx)dNt, ν(dt, dx) = δζtSt−(dx)λdt, Ft(dx) = λδζtSt−(dx),

At = t, c = (S−σ)2, b = (µ− λζI{|ζ|S−>1})S−, (βm, gm,m
⊥) = (

ϕ(m)

S−σ
, 0, 0).

As a result, the set

L(ω,t)(S,F) := {ϕ ∈ R
∣∣ ϕx > −1 F(ω,t)(dx)− a.e.} = {ϕ ∈ R

∣∣ ϕS−ζ > −1}

=
(
−1/(S−ζ)+,+∞

)
∩
(
−∞, 1/(S−ζ)−

)
is an open set in R (with the convention 1/0+ = +∞). Then the condition (5.21),
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characterizing the optimal deflator, becomes an equation as follows.

0 = µ− λζI{|ζ|>1/S−} + S−σ
2(
ϕ(m)

S−σ
− ϕ̂) + λ

ψ(m)ζ

1 + S−ϕ̂ζ
− λζI{|ζ|≤1/S−}

= µ+ σϕ(m) − S−σ2ϕ̂+
ψ(m)λζ

1 + ϕ̂ζ
− λζI{|ζ|≤1/S−} − λζI{|ζ|>1/S−}

= µ− λζ + σϕ(m) − S−σ2ϕ̂+
ψ(m)λζ

1 + ϕ̂S−ζ
. (5.50)

By changing the variable ϕ := ϕ̂S−, the above equation is equivalent to (5.48).

Hence, ϕ̃ is the unique solution to (5.47). It is also clear that ϕ̃ is S-integrable due

to the assumption in (3.39).

For a model like Jump-Diffusion framework with nice features, one can prove

the theorem directly as follows. The proof of (a)⇐⇒ (b) immediately follows from

Proposition 4.1. Then thanks to Theorem 5.2, the proof is to determine the func-

tional H(0)(Zτ/E(G−1
− •m)τ ) and its compensator. Then, we minimize the compen-

sator functional in the sense of Definition 3.2.

By the decomposition of G−1
− •m, we get G̃ = G−+∆m = G−ψ

(m)(∆N)I{∆N 6=0}.

Therefore,

inf
Z∈Zloc(S,F)

(H(0)(Zτ/E(G−1
− •m)τ )p,F

= inf
(ψ1,ψ2)∈L1

loc(W )×Lloc(NF,F)

∫ T

0
G−(t)

1

2
(ψ1(t)− ϕ(m)(t))

2

+G−λ
[
ψ2(t)− ψ(m)(t)

]
− λψ(m)(t)G−(t)

(
ln(ψ2(t)) + lnψ(m)(t)

)
dt,

where the minimization is over the set of (ψ1, ψ2) such that

µt + ψ1σ + (ψ2 − 1)ζλt ≡ 0, ψ2 > 0 dt− a.e.

By solving the above-mention constraint for ψ1, we get ψ1 = −γ(ψ2 − 1) + µ

σ
. By
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putting it in above minimization, it reduce to the following problem

inf
ψ2∈Lloc(NF,F)

G−(t)
[1

2
(
γ(ψ2 − 1) + µ

σ
+ ϕ(m))

2

+ λ
[
ψ2 − ψ(m)

]
− λψ(m)G−

(
ln(ψ2) + lnψ(m)

)]
.

We define θ := 1
σ (
γ(ψ2 − 1) + µ

σ
+ϕ(m)). Therefore by substituting it in minimization

equation and computing the derivative, we obtain

µ− λζ + σϕ(m) − σ2θ +
ϕ(m)λζ

1 + θζ
= 0, P ⊗ dt− a.e. ,

which is equal to the equation (5.48).

5.3.1.2 Black-Scholes market model

In this subsection we focus on the case of Black-Scholes market model. The financial

market is setup by following stochastic differential equation

St = S0E(X)t, Xt :=

∫ t

0
σsdWs +

∫ t

0
µsds, (5.51)

where W is a one-dimensional Brownian motion. Let ψ(m) = 1 in the decomposition

(5.46). Then the Poisson process vanishes and we get G−1
− • m := ϕ(m) •W. The

space L(S,F) is simply equal to R. L(S,F) is an open set in R (with the convention

1/0+ = +∞).

Theorem 5.8: Suppose S given by (5.51) and G > 0. Let ZG := E
(
KG) be a

positive G-local martingale. There exists a unique Z̃G ∈ Dlog(Sτ ,G) such that

minZ∈Dlog(Sτ ,G)E
[
− ln(ZT )

]
= E

[
− ln(Z̃G

T )
]
< +∞, (5.52)

if and only if the nondecreasing process

∫ T

0

1

2G−
(ϕ(m)

s )2 − µϕ
(m)
s

σs
+
G−
2

(
µ

σs
)2ds is integrable.
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Furthermore, if the above assertion holds, the optimal deflator, Z̃G, is a unique

solution to (5.52) and it is given by Z̃G := E
(
− (ϕ(m) + µ

σ ) •W
)
.

Proof. On one hand, Black-Scholes market model (S,F) is complete. Therefore, by

the Theorem 5.2, we have

inf
ZG∈D(Sτ ,G)

E
[
− ln(ZG

T )
]

= inf
Z∈D(S,F)

E
[
− ln(ZT∧τ/Eτ∧T (G−1

− •m))
]
.

It means we reduce the dual problem in an incomplete market to the second dual

problem, where the market is complete. On the other hand, all F-martingales are

with respect to a Brownian motion and continuous. Hence, T (W ) = W. This ends

the proof.

5.3.2 Volatility market models

In this subsection, we focus on the case of Volatility market models, which has great

applications in the financial industry. For these models, the volatility is a stochastic

process. This subsection is divided into two parts. First, we address the optimal

deflator problem for the corrected Stein and Stein Model, then we discuss it for

the Barndorff-Nielsen Shephard Model. The corrected Stein and Stein Model is

continuous and the Barndorff-Nielsen Shephard Model might have Lévy jumps.

5.3.2.1 Corrected Stein and Stein Model

In the corrected Stein and Stein financial market, the price process (S := S0E(X))

follows the dynamic

Xt = X0 +

∫ t

0
VsσsdW

(1)
s +

∫ t

0
µV 2

s dt

Vt = V0 +

∫ t

0
(m− aVs)dt+ αsdW

(2)
s (5.53)
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where W (i), i = 1, 2 are one-dimensional Brownian motions with the correlation

coefficient ρ ∈ (−1,+1) and all the coefficients σ, α,m, a and µ are the same as in

Section 3.4.3.1. Any F-local martingale M represents as follows

M = M0 +

∫ t

0
h1
sdW

(1)
s +

∫ t

0
h2
sdW

(2)
s , t ∈ [0, T ], (5.54)

Therefore, the decomposition for the F-martingale G−1
− •m given by is

G−1
− •m = ϕ(m) •W

(1) + ψ(m) •W
(2). (5.55)

The space L(S,F) is simply equal to R. L(S,F) is an open set in R (with the

convention 1/0+ = +∞). For the corrected Stein and Stein financial market model,

we have the following parametrization for the optimal deflator.

Theorem 5.9: Suppose S given by (5.53), G > 0. Let ZG := E
(
KG) be a positive

G-local martingale. Then the following assertions are equivalent.

(a) There exist K ∈M0,loc(F) such that E(K) ∈ Zloc(S,F) and the nondecreasing

process

1

2G−
• 〈m〉F − 〈K,m〉F +

G−
2

• 〈K〉F is integrable.

(b) The set Dlog(Sτ ,G) is not empty if and only of there exists a unique Z̃G

belongs to Dlog(Sτ ,G) such that

minZ∈Dlog(Sτ ,G)E
[
− ln(ZT )

]
= E

[
− ln(Z̃G

T )
]
< +∞. (5.56)

(c) E

[
(G−

∫ ·
0

(
µ

σ
)2 + ϕ2

(m) + ρ2ψ2
(m)dt

]
< +∞.

Furthermore, when one of the above assertions holds, the optimal deflator Z̃G

solution to (5.56) is

Z̃G := E
(
− (

µ

σ
+ ϕ(m) + ρψ(m)) •W

(1)
)
. (5.57)

151



Proof. By the model (5.53), the predictable characteristics and Jacod’s parameters

of Section 5.1 are

At = t, c = (StσtVt)
2, b = µStV

2
t , (βm, fm, gm,m

⊥) = (
ϕ(m)

σSt
+
ρψ(m)

σSt
, 1, 0,m⊥).

As a result, the condition (5.21), characterizing the optimal deflator λ̃, becomes an

equation as follows.

0 = µSV 2 + (StσV )2(
ϕ(m)

σS
+
ρψ(m)

σS
− λ)

= µ+ σϕ(m) + σtρψ(m) − λSσ2. (5.58)

Hence, λ̃ =
µ+ σϕ(m) + σρψ(m)

Sσ2
. By putting λ̃ in (5.36) and considering the fact

that Sc = Sσ •W , we get

Z̃G = E(−λ̃ • S
c
) = E(−

µ+ σϕ(m) + σρψ(m)

σ
•W

(1)
).

The last equality occurs from the continuity of all F-martingales (i.e. T (W ) =

W ).

5.3.2.2 Barndorff-Nielsen Shephard Model

Now, we turn to the Barndorff-Nielsen Shephard financial market which is presented

in Section 3.4.3.2. The filtration is generated by a one dimensional Lévy process Y ,

where we have Y = Y c + Ỹ d. The stock price process is an exponential of a Lévy

process such that St = S0e
(X)t and follows these stochastic differential equations

dXs = (µ+ ξσ2
s)ds+ σsdY

c
s + d(ρx ? µ̃Y )s

dσ2
s = −λσ2

sdt+ d(x ? µ̃Y )s (5.59)

dSt
St−

= αtdt+ σtdY
c
t + d(eρx − 1) ? (µ̃− ν̃)t, (5.60)

152



where α = µ + σ2
t (ξ + 1

2) +
∫

(eρx − 1)F̃ (dx), and all the coefficients are the same

as in Section 3.4.3.2. The model is a quasi-left-continuous and the process At is

continuous. Thus, there is no loss of generality on defining At = t. Throughout

the rest of this subsection, we consider the following Jacod’s decomposition for the

F-martingale G−1
− •m and the space L(S,F), given by

L(S,F) :=
{
λ ∈ P(F)

∣∣ 1 + St−λ
tr(eρx − 1) > 0 P ⊗ F̃ ⊗ dt-.a.e

}
, (5.61)

G−1
− �m = β̂m � Y c + (f̂m − 1) ? (µ̃− ν̃) + ĝm ? µ̃+m⊥. (5.62)

For the Barndorff-Nielsen Shephard model, the predictable characteristics of Section

5.1 can be derived as follows.

bt = St−α, Sct = St−σt • Y
c
t , ∆St = St−(eρ∆σ2

t − 1), (5.63)

ct = S2
t−σ

2
t , νS(dt× dx) = FSt (dx)dt, f(x)FSt (dx) = f(St−(eρx − 1))F̃t(dx).

As a result, the Jacod’s components of G−1
− • m is (β̂m, f̂m, ĝm,m

⊥), where

β̂m(S−σ)−1 := βm, fm(x) = f̂m(St−(eρx−1)) and gm = ĝm(St−(eρx−1)) in equation

(5.16).

Here, we parametrize optimal deflators for model (Sτ ,G) given by (5.59), in the

following theorem.

Theorem 5.10: Suppose S given by (5.59) and might not be locally bounded and

G > 0. Then the following assertions are equivalent.

(a) There exist K ∈ Mloc(F) and a nondecreasing and F-predictable process V

such that

G− • V +G− • hE(G−1
− •m,P )− 〈K,m〉F +

(
G̃ •H(0)(K,P )

)p,F
is integrable and E(K) exp(−V ) ∈ D(S,F).
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(b) The set Dlog(Sτ ,G) is not empty.

(c) There exists a unique Z̃G ∈ Dlog(Sτ ,G) such that

minZ∈Dlog(Sτ ,G)E
[
− ln(ZT )

]
= E

[
− ln(Z̃G

T )
]
< +∞. (5.64)

(d) There exists ϕ̃ ∈ L(S,F) such that, for any θ ∈ L(S,F), the following hold

E

[
(G− • Ṽ )T +

∫ .

0
G−(

∫
f̂m
(
S−(eρx − 1)

)
Klog(ϕ̃tr(eρx − 1))F̃ (dx) + ϕ̃trσ2ϕ̃)dt

]
< +∞,

(θ − ϕ̃)tr

[
µ+ σ2(ξ +

1

2
) + β̂mσ − σ2ϕ̃+

∫
(
f̂m
(
S−(eρx − 1)

)
1 + ϕ̃(eρx − 1)

+ 1)(eρx − 1)F̃ (dx)

]
≤ 0,

Ṽ :=

∫ T

0
ϕ̃tr[µ+ σ2(ξ +

1

2
) + β̂mσ − σ2ϕ̃+

∫
(
f̂m
(
S−(eρx − 1)

)
1 + ϕ̃(eρx − 1)

+ 1)(eρx − 1)F̃ (dx)]dt. (5.65)

Furthermore, when one of the above assertions holds, the optimal deflator Z̃G

solution to (5.19) and the process ϕ̃ are related via the following

Z̃G := E(K̃G) exp(−Ṽ τ ), where K̃G := T (KF)−G−1
− • T (m), and

(5.66)

KF := (β̂m − σϕ̃) • Y c +
f̂m − 1− ϕ̃tr(eρx − 1)

1 + ϕ̃tr(eρx − 1)
? (µ̃− ν̃) +

ĝm
1 + ϕ̃tr(eρx − 1)

? µ̃+m⊥.

Proof. Thanks to Theorem 5.3, the optimal deflator Z̃G solution to (5.66), exists.

Consider the above-mentioned predictable characteristics (6.51) for the model (5.59).

Then, the inequality condition (5.21), characterizing the optimal deflator Z̃G, be-

comes as follows.

0 ≥ S−(µ+ σ2
t (ξ +

1

2
) +

∫ (
S−(eρx − 1)

)
F̃ (dx)) + (St−)2σ2(

β̂m
S−σ

− λ̃)

+

∫
f̂m
(
S−(eρx − 1)

)
1 + λ̃St−(eρx − 1)

St−(eρx − 1)F̃ (dx)

= St−

(
(µ+ σ2

t (ξ +
1

2
)) + β̂m − St−σ2λ̃+

∫
(
f̂m
(
S−(eρx − 1)

)
1 + λ̃St−(eρx − 1)

+ 1)(eρx − 1)F̃ (dx)
)
,
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and the solution for F-predictable process V reduces to (5.65). Therefore, ϕ̃ = λ̃S−,

where λ̃ is given by (5.21). We deduce that 1 + xS−ϕ̃ > 0 and ϕ̃ is the unique

solution to (5.65). As a result, the optimal deflator follows immediately using the

decomposition of deflator (5.24) in Theorem 5.3, putting λ̃ = ϕ̃/S− and above

predictable characteristics for the this model.

5.3.3 Complete market model (S,F)

Theorem 5.11: Suppose G > 0, S is quasi-left-continuous and σ-special, such that

the model (S,F) is complete with Z = E(K(1)) ∈ Z(S,F). Then the following are

equivalent.

(a) The nondecreasing process

G− • hE(G−1
− •m,P )− 〈K(1),m〉F +

(
G̃ •H(0)(K(1), P )

)p,F
, (5.67)

is integrable.

(b) The set Dlog(Sτ ,G) is not empty.

(c) There exists a unique Z̃G ∈ Dlog(Sτ ,G) such that

minZ∈Dlog(Sτ ,G)E
[
− ln(ZT )

]
= E

[
− ln(Z̃G

T )
]
. (5.68)

Furthermore, when one of the above assertions holds, the optimal deflator Z̃G

solution to (5.68) exists and has the following representation

Z̃G := E(K̃G), where K̃G = T (K(1))−G−1
− • T (m). (5.69)

Proof. The proof immediately follows fromTtheorem 5.2, since we get
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inf
ZG∈D(Sτ ,G)

E
[
− ln(ZG

T )
]

= inf
Z∈D(S,F)

E
[
− ln(ZT∧τ/Eτ∧T (G−1

− •m))
]
,

= E
(
T (K(1))−G−1

− • T (m)
)
,

and the set D(S,F) has only one unique member, since the market (S,F) is complete.
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Chapter 6

Log-optimal portfolio and

numéraire portfolio

This chapter addresses the log-optimal portfolio and the numéraire portfolio for the

stopped model (Sτ ,G). Thus, we consider Θ(X,H) := Θ(ln, X,H), where the set

is initially defined in (4.15). Our aim of this chapter is the model (Sτ ,G), when

S is an F-semimartingale that is quasi-left-continuous and has some integrability

condition (to avoid some technicalities).

This chapter contains 3 sections. The first section addresses the optimal portfo-

lio, solution to the primal problem, for (Sτ ,G). While the second section illustrates

our results on various popular models. The last section discusses the impact of

the random time τ on the numéraire portfolio. For the reader’s convenience, we

recall the operator function T (.), the function Klog(y), and Jacod’s decomposition

for G−1
− �m defined in (2.21), (5.3) and (5.16) respectively.

T (M) := M τ − G̃−1I]]0,τ ]] • [M,m] + I]]0,τ ]] •

(∑
∆MI{G̃=0<G−}

)p,F
,

Klog(y) :=
−y

1 + y
+ ln(1 + y) for any y > −1, (6.1)

G−1
− �m = βm � Sc + (fm − 1) ? (µ− ν) + gm ? µ+m⊥, (6.2)
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where βm is an F-predictable and also Sc-integrable process, m⊥ ∈ M0,loc(F) with

[m⊥, S] = 0, fm ∈ G1
loc(µ,F) and gm ∈ H1

loc(µ,F).

6.1 Optimal portfolio for (ln, Sτ ,G): The general setting

This section addresses the optimal investment for the economic model (ln, Sτ ,G)

when S is a general F-semimartingale. Below, we elaborate the main result of this

section that characterizes, in different manners and using the processes under F only,

the existence of the optimal portfolio for the model (ln, Sτ ,G). In particular, our

theorems naturally connects the optimal portfolio for the model (ln, Sτ ,G) with the

optimal portfolio for (ln, S,F) under a specific random utility.

Theorem 6.1: Let Klog(.) be given by (6.1). Suppose G > 0, S is quasi-left-

continuous and σ-special, and D(S,F) 6= ∅. Then the following are equivalent.

(a) There exists θ̃G ∈ Θ(Sτ ,G) such that

maxθ∈Θ(Sτ ,G)E
[
ln (1 + (θ • Sτ )T )

]
= E

[
ln
(

1 + (θ̃G • Sτ )T

) ]
< +∞. (6.3)

(b) There exist K ∈ M0,loc(F) and a nondecreasing and F-predictable process V

such that E(K) exp(−V ) ∈ D(S,F), and

E
[
(G− • V )T + (G̃ •H(0)(K,P ))p,FT + (G− • hE(G−1

− •m,P ))T − 〈K,m〉FT
]
< +∞.

(c) There exists λ̃ ∈ L(S,F) (i.e. λ̃ is F-predictable and λ̃tr∆S > −1) such that,

for any θ ∈ L(S,F), the following hold

E
[
(G− • Ṽ )T + (G−λ̃

trcλ̃ •A)T + (G−Klog(λ̃trx) ? ν)T

]
< +∞, (6.4)

(θ − λ̃)tr(b+ c(βm − λ̃)) +

∫
(θ − λ̃)tr

[
fm(x)

1 + λ̃trx
x− h(x)

]
F (dx) ≤ 0, (6.5)

Ṽ :=

[
λ̃trb+ λ̃trc(βm − λ̃) +

∫
λ̃tr
(

fm(x)

1 + λ̃trx
x− h(x)

)
F (dx)

]
•A. (6.6)
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Furthermore, on ]]0, τ ]], we have

θ̃G(1 + (θ̃G • Sτ )−)−1 = λ̃ and θ̃G = λ̃E−(λ̃ • S).

Proof. The proof of this theorem follows immediately from combining Theorem 4.2

in Chapter 4 and Theorem 5.3 in Chapter 5.

The following is a consequence of the above theorem, and naturally connects the

optimal portfolio for (ln, Sτ ,G) with the optimal portfolio for (S,F, Ũ) where Ũ is

a random field utility that will be specified.

Theorem 6.2: Suppose S is quasi-left-continuous and σ-special, E(G−1
− • m) is a

martingale and G > 0. Define the measure Q as follows

Q := ET (G−1
− •m) • P.

Then the following assertions are equivalent.

(a) The optimal portfolio for (ln, Sτ ,G) exists

(b) (Ũ , S,F) admits the optimal portfolio, where Ũ(t, x) := E
(
G−1
− •m

)
ln(x) for

any x > 0.

(c) The model (ln, S,Q,F) admits the optimal portfolio.

Furthermore, the three portfolios coincide on ]]0, τ ]] when they exists.

Proof. It is clear that (b)⇐⇒ (c) is obvious. Thus, the remaining part of this proof

focuses on proving (a)⇐⇒ (c). This follows as a direct applications of Theorems 4.2-

6.1 as follows. To this end, we start by noticing that νQ(dt, dx) = fm(x)ν(dt, dx),

and we derive

S = S0 + (Sc − 〈Sc, G−1
− •m〉F) + cβm •A+ (h ? (µ− ν)− 〈h ? (µ− ν), G−1

− •m〉F)

+(fm − 1)h ? ν + b •A+ (x− h) ? µ

= S0 + Sc,Q + h ? (µ− νQ) + [b+

∫
(fm(x)− 1)h(x)F (dx) + cβm] •A+ (x− h) ? µ.
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Here Sc,Q is the continuous local martingale part of S under measure Q. Then the

predictable characteristics of (S,F) under Q, denoted by (bQ, cQ, FQ, AQ), are given

by

bQ := b+

∫
(fm(x)− 1)h(x)F (dx) + cβm, cQ := c,

FQ(dx) := fm(x)F (dx), AQ := A.

Therefore, using these characteristics and applying Theorem 4.2, we deduce that

(ln, S,Q,F) admits the optimal portfolio if and only if assertion (d) of Theorem 5.3

(or assertion (c) of Theorem 6.1) holds, which is equivalent to the existence of the

optimal portfolio for (ln, Sτ ,G). This ends the proof of the theorem.

The following theorem discusses the existence of the optimal portfolio for the

model (ln, Sτ ,G).

Theorem 6.3: Suppose G > 0, S is quasi-left-continuous and σ-special, and (ln, S,F)

admits the optimal portfolio. Then the optimal portfolio for the model (ln, Sτ ,G)

exists if and only if

E
[
(G− • hE(G−1

− •m,P ))T
]
< +∞. (6.7)

Here hE(N,P ) is given by Definition 4.1, for any N ∈ M0,loc(F) such that we

have 1 + ∆N ≥ 0.

Proof. Recall that the process h(E)(N,H) :=
(
H(E)(N,H)

)p,H
, when this projec-

tion exists, where H(E)(N,H) := 1
2〈N

c〉H +
∑

((1 + ∆N) ln(1 + ∆N)−∆N). Due

to Theorem 4.2, (ln, S,F) admits the optimal portfolio if and only if there exists a de-

flator, given by Z := E(K) exp(−V ), where K ∈M0,loc(F) and V is a nondecreasing

and F-predictable process, such that

E[− ln(ZT )] = E[VT +H(0)(K,P )T ] < +∞.
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Thus, due to Lemma 4.1, we conclude that
√

[K,K] is an integrable process ( or

equivalently K is a martingale such that sup
0≤t≤T

|Kt| ∈ L1(P )), and hence the process

〈K,m〉F has integrable variation as m is a BMO martingale, defined in Definition

2.9. Therefore, by combining these facts with Theorem 6.1, we deduce that the

optimal portfolio for the model (ln, Sτ ,G) exists if and only if (6.7) holds. This

ends the proof of the theorem.

In the following simple but important corollary, we consider the existence of the

optimal portfolio for the model (ln, Sτ ,G) in a different manner.

Corollary 6.3.1: Suppose G > 0, S is quasi-left-continuous and σ-special, and

E
[
(G− • hE(G−1

− •m,P ))T
]
< +∞.

Then the optimal portfolio for (ln, Sτ ,G) exists if and only if there exists E(K −

V ) belongs to D(S,F), where K ∈ M0,loc(F) and V is nondecreasing and F-

predictable, such that G− •V + 〈K,m〉F + G̃ •H(0)(K,P ) has integrable variation.

Proof. The proof follows immediately from Theorem 6.1.

6.2 Particular cases for the triple (S,F, τ)

In this section, we illustrate our results of Section 6.1 in the various order of gener-

ality. This section has three subsections. The first subsection illustrates the result

of Theorem 6.1 on several frequently studied models for the random time τ . We will

consider the case of pseudo-stopping times and the case when all F-martingales are

continuous. In the second (and last) subsection, we address the optimal portfolio

problem for the general Lévy market model, and the volatility market models, and

the case when (S,F, P ) is a complete market model.
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6.2.1 Particular cases for τ

The random time that we consider in this subsection is the family of pseudo-stopping

times, where it is defined in Definition 3.1. Recall that τ is a pseudo-stopping time if

and only if m ≡ m0. Hence ∆m = 0. The Jacod’s parameters for the F-martingale

G−1
− • m is simply given by the vector of processes (0, 1, 0, 0) in equation (6.2).

Furthermore, for any bounded F-local martingale M , we have T (M) = M τ ( for

more details see Lemma 3.5).

Theorem 6.4: Let Klog(.) be given by (6.1), and suppose S is quasi-left-continuous

and σ-special, τ is a pseudo-stopping time, G > 0, and D(S,F) 6= ∅. Then the

following assertions are equivalent:

(a) There exists θ̃G ∈ Θ(Sτ ,G) such that

maxθ∈Θ(Sτ ,G)E
[
ln (1 + (θ • Sτ )T )

]
= E

[
ln
(

1 + (θ̃G • Sτ )T

) ]
< +∞. (6.8)

(b) There exist K ∈ M0,loc(F) and a nondecreasing and F-predictable process V

such that E(K) exp(−V ) ∈ D(S,F) and

E

(
(G− • V )T +

(
G− •H(0)(K,P )

)p,F
T

]
< +∞.

(c) There exists λ̃ ∈ L(S,F) such that, for any θ ∈ L(S,F), the following hold

E

[
(G− • Ṽ )T +G−(

∫
Klog(λ̃trx)F (dx) + λ̃trcλ̃) •AT

]
< +∞,

(θ − λ̃)tr

[
b− cλ̃+

∫
Rd\{0}

(
x

1 + λ̃trx
− h(x)

)
F (dx)

]
≤ 0, (6.9)

Ṽ := λ̃tr

[
b− cλ̃+

∫
Rd\{0}

(
x

1 + λ̃trx
− h(x)

)
F (dx)

]
•A. (6.10)

Therefore, the optimal portfolio solution to (6.8) and the process λ̃ are related via

θ̃G(1 + (θ̃G • Sτ )−)−1 = λ̃ on ]]0, τ ]].
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Proof. By combing Theorem 5.4 and Theorem 6.1, the optimal portfolio θ̃G solution

to (5.29) exists and the proof of all assertions follows immediately. For the family

of pseudo-stopping times, (6.5) and (6.6) become the conditions (6.9) and (6.10)

respectively.

In the following corollary, we combine the above result with another important

class of random time (the case when immersion holds). We say that ”immersion”

holds if and only if τ is a random time such that any F-martingale is an G-local

martingale.

Corollary 6.4.1: Suppose that G > 0. Then the following conditions are all suf-

ficient for the fact that the optimal portfolios for (Sτ ,G, ln) exists if and only if

the optimal portfolio for (S,F, ln) does also, and both portfolios coincide on ]]0, τ ]]

when they exist.

(a) τ is a pseudo-stopping time.

(b) τ is such that immersion holds.

Proof. For assertion (a), the proof follows immediately from combining Theorem 6.1

with the fact that τ is a pseudo-stopping time. By comparing both, the optimality

condition (6.9) and the process Ṽ in (6.10), with the inequality condition (4.20)

and process Ṽ in (4.19) in Theorem 4.2, we deduce that the optimal portfolio for

the model (S,F) and the model (Sτ ,G) for the family of pseudo-stopping times

coincides, i.e. θ̃G = θ̃F on ]]0, τ ]]. For assertion (b), suppose that the immersion

holds then we get E
(
G−1
− •m

)
≡ 1, this latter fact can be found in [112]. Therefore,

the proof follows immediately the same discussion.

The remaining part of this subsection deals with the case when all F-martingales

are continuous. For this case, we have ∆m = 0, and processes N
G

and M , defined

in (3.29), coincide with NG and T (M), respectively. For the definition and prop-

erties of τ , we refer the reader to Section 3.3.3. Here, we consider the following

decomposition for the F-martingale G−1
− • m, which we discuss it in Section 5.2.2,
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G−1
− �m = βm � Sc + m⊥. As a result, the vector of processes, (βm, 1, 0,m

⊥), is the

Jacod components of G−1
− •m. We parametrize optimal portfolio for this model in

the following theorem.

Theorem 6.5: Suppose S is an F-semimartingale that is quasi-left-continuous and

all F-martingales are continuous, G > 0, and D(S,F) 6= ∅. Then the following

assertions are equivalent:

(a) There exists θ̃G ∈ Θ(Sτ ,G) such that

maxθ∈Θ(Sτ ,G)E
[
ln (1 + (θ • Sτ )T )

]
= E

[
ln
(

1 + (θ̃G • Sτ )T

) ]
< +∞. (6.11)

(b) There exist K ∈M0,loc(F) such that E(K) ∈ Zloc(S,F) and the nondecreasing

process

E

[
1

2G−
• 〈m〉FT − 〈K,m〉FT +

G−
2

• 〈K〉FT
]
< +∞.

(c) There exists λ̃ ∈ L(S,F) such that, for any θ ∈ L(S,F), the following hold

E

[
G−

∫
λ̃trcλ̃ •AT

]
< +∞, and b+ c(βm − λ̃) = 0. (6.12)

Furthermore, on ]]0, τ ]], we have θ̃G = λ̃E−(λ̃ • S).

Proof. Under the assumption that all F-martingales are continuous, any semimartin-

gale is predictable. Therefore, it is locally bounded. Thus, the process S is locally

bounded F-semimartingale. Since D(S,F) 6= ∅, one can prove that even S is con-

tinuous. Hence µ ≡ 0 ≡ ν and F ≡ 0, and L(S,F) = Rd. Therefore, by combining

these with Theorem 6.1, the proof of theorem follows immediately.

6.2.2 Particular cases for (S,F)

The first model, that we discuss in this subsection, is the Lévy market model.

Consider the Lévy market models given by Section 3.4.1. The stock price process,

S, presented by St = S0E(X)t, is a locally bounded Lévy process and satisfies the
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stochastic differential equation (3.33). All elements are all the same as in Section

3.4.1. We recall the predictable characteristics of Section 5.1 for the Lévy here.

µ(dt, dx) = N(dt, dx), ν(dt, dx) = FX(dx)dt, Sc = S−σ •W ,

At = AXt , c = (S−σ)2, b = S−µ. (6.13)

Therefore, we have the following setting

L(S,F) :=
{
θ ∈ P(F)

∣∣ 1 + S−x
trθt(ω) > 0 P ⊗ FXt ⊗ dAXt -.a.e

}
, (6.14)

G−1
− �m = β̂m �W + (fm − 1) ? (µ− ν) + gm ? µ+m⊥. (6.15)

The Jacod’s components of G−1
− •m is (β̂m, f̂m, ĝm, m̂

⊥), where β̂m(S−σ)−1 := βm

and (f̂m(S−x), ĝm(S−x), m̂⊥) = (fm(x), gm(x),m⊥) are the same as in (6.2). We

parametrize the optimal portfolio for the Lévy model in the following theorem.

Theorem 6.6: Let Klog(.) be given by (6.1). Suppose G > 0, S is quasi-left-

continuous and σ-special, and D(S,F) 6= ∅.Then the following are equivalent.

(a) There exists θ̃G ∈ Θ(Sτ ,G) such that

maxθ∈Θ(Sτ ,G)E
[
ln (1 + (θ • Sτ )T )

]
= E

[
ln
(

1 + (θ̃G • Sτ )T

) ]
< +∞. (6.16)

(b) There exist K ∈ Mloc(F) and a nondecreasing and F-predictable process V

such that E(K) exp(−V ) ∈ D(S,F), and

E

[
(G− • V )T + (G̃ •H(0)(K,P ))p,FT + (G− • hE(

1

G−
•m,P ))T − 〈K,m〉FT

]
< +∞.
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(c) There exists ϕ̃ ∈ L(S,F) such that, for any θ ∈ L(S,F), the following hold

(θ − ϕ̃)tr

[
µ+ σβ̂m − σ2ϕ̃+

∫
(
f̂m(S−x)

1 + ϕ̃x
− IS−|x|<1)S−xF

X(dx)

]
≤ 0, P ⊗ dAX-a.s.(6.17)

E
[
(G− • Ṽ )T +G−(

∫
f̂m(S−x)Klog(ϕ̃trx)F (dx) + ϕ̃tr(σ)2ϕ̃) •AXT

]
< +∞,

Ṽ := ϕ̃tr

[
µ+ σβ̂m − σ2ϕ̃+

∫
(
f̂m(S−x)

1 + ϕ̃x
− IS−|x|<1)S−xF

X(dx)

]
•AX . (6.18)

Furthermore, on ]]0, τ ]], we have

θ̃G(1 + (θ̃G • Sτ )−)−1 = ϕ̃ and θ̃G = ϕ̃E−(ϕ̃ • S).

Proof. Thanks to Theorem 6.1, the optimal portfolio θ̃G solution to (6.16) exists.

By considering the above-mentioned predictable characteristics (6.13) and the same

discussion in the proof of Theorem 5.6, we deduce that conditions (6.4), (6.5), and

(6.6) reduce to (6.17)-(6.18) immediately.

Now, we consider one of the important example of Lévy model : The case when

S follows a jump-diffusion model. The stock price process is given by the following

dynamics

St = S0E(X)t, Xt =

∫ t

0
σsdWs+

∫ t

0
ζsdN

F
s +

∫ t

0
µsds, Nt

F := Nt−λt, (6.19)

and all elements are same as in Subsection 3.4.1.1 and we consider the following

decomposition

G−1
− •m = ϕ(m) •W + (ψ(m) − 1) •NF. (6.20)

Theorem 6.7: Suppose G > 0 and S and X are given by (6.19). Then the following

F-predictable process

θ̃ :=
ξ + sign(ζ)

√
ξ2 + 4λψ(m)

2σ
− 1

ζ
, where ξ :=

µ− λζ
σ

+ ϕ(m) +
σ

ζ
, (6.21)
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is S-integrable satisfying 1 + θ̃ζ > 0, and the following assertions hold.

(a) The solution to

minZ∈D(Sτ ,G)E [− ln(ZT )] = E
[
− ln(Z̃G

T )
]
< +∞, (6.22)

is given by Z̃G := E(K̃G) where

K̃G := −σθ̃ • T (W )− ψ(m)ζθ̃

1 + θ̃ζ
• T (NF). (6.23)

(b) It holds that

maxθ∈Θ(Sτ ,G) E[ln(ET (θ •Xτ ))] = E[ln(ET (θ̃ •Xτ ))]. (6.24)

(c) It holds that

maxθ∈Θ(S,F) E[ln(ET (θ •X))] = E

[
ln

(
ET

(
θ̃

ψ(m)
•X

))]
< +∞, (6.25)

where S := S0E(X), X0 = 0, and

dX :=

√
ψ(m)σdW + ψ(m)ζdNF +

+

[
λζ(ψ(m) − 1) + µ+ σϕ(m)(1−

√
ψ(m))

]
ds. (6.26)

(d) There exists E(K) ∈ Z(S,F), where K ∈M0,loc(F), such that the nondecreas-

ing process

G− • hE(G−1
− •m,P )− 〈K,m〉F +

(
G̃ •H(0)(K,P )

)p,F
is integrable.

Proof. This proof is achieved in three steps. The first step proves assertions (a) and
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(b), while step 2 proves assertion (c).

Step 1. For the model (6.19), the predictable characteristics can be derived as

follows (for more details see here 2.4). Let δa(dx) be the Dirac mass at the point a.

Then in this case we have d = 1 and

µ(dt, dx) = δζtSt−(dx)dNt, ν(dt, dx) = δζtSt−(dx)λdt, Ft(dx) = λδζtSt−(dx),

At = t, c = (S−σ)2, b = (µ− λζI{|ζ|S−>1})S−, (βm, gm,m
⊥) = (

ϕ(m)

S−σ
, 0, 0).

As a result, we define the set

L(ω,t)(S,F) := {ϕ ∈ R
∣∣ ϕx > −1 F(ω,t)(dx)− a.e.} = {ϕ ∈ R

∣∣ ϕS−ζ > −1}

=
(
−1/(S−ζ)+,+∞

)
∩
(
−∞, 1/(S−ζ)−

)
.

Then the condition (6.5), characterizing the optimal portfolio ϕ̃, becomes an equa-

tion as follows.

0 = µ− λζI{|ζ|>1/S−} + S−σ
2(
ϕ(m)

S−σ
− θ) + λ

ψ(m)ζ

1 + S−θζ
− λζI{|ζ|≤1/S−}

= µ− λζ + σϕ(m) − S−σ2θ +
ψ(m)λζ

1 + θS−ζ
. (6.27)

By changing the variable and putting ϕ := 1 + θS−ζ > 0, the above equation is

equivalent to

0 = −σ
2

ζ
ϕ2 + [µ− λζ + σϕ(m) +

σ2

ζ
]ϕ+ ψ(m)λζ.

This equation has always (since ψ(m) > 0) a unique positive solution

ϕ̃ :=
Γζ + |ζ|

√
Γ2 + 4σ2λψ(m)

2σ2
, Γ := µ− λζ + σϕ(m) +

σ2

ζ
.

Hence, we deduce that λ̃ := θ̃/S− (λ̃ from Theorem 6.1, and it’s not the Poisson

168



jump intensity!), where θ̃ is given by (6.21), coincides with (ϕ̃− 1)/(S−ζ), satisfies

1 + ζθ̃ > 0, and hence it is the unique solution to (6.27). It is also clear that θ̃

is S-integrable (or equivalently λ̃ is S-integrable). As a result, the optimal wealth

process is E(λ̃ • Sτ ) = E(θ̃ •Xτ ) and hence θ̃ is the solution to (6.22) and assertions

(a) and (b) follow immediately using the above analysis and Theorems 6.1.

Step 2. Herein, we prove assertion (c) using Theorem 4.2. To this end, we cal-

culate the random measure jumps µ and its compensator ν, and the predictable

characteristics (b, c, F ,A) for the model (S,F) as follows.

µ(dt, dx) := µS(dt, dx) = δ
ζtψ

(m)
t St−

(dx)dNt, ν(dt, dx) = δ
ζtψ

(m)
t St−

(dx)λdt

b = S−(µ− λζ + λψ(m)ζI{|ζ|S−ψ(m)≤1/S−} + σϕ(m)(1−
√
ψ(m))), At = t,

F t(dx) = λδ
ζtψ

(m)
t St−

(dx), c = ψ(m)(S−σ)2, βm =
ϕ(m)

S−σ
√
ψ(m)

, m⊥ ≡ 0.

Then similarly as in the first step, we deduce that the set L(ω,t)(S,F) is an open real

set (since L(ω,t)(S,F) = (−(S−ψ
(m)ζ+)−1,+∞) ∩ (−∞, (S−ψ(m)ζ−)−1)) and hence

the condition (6.5) becomes

0 = b+ c(βm − ϕ) +

∫
(

x

1 + ϕx
− h(x))F (dx).

This is equivalent to

0 = µ− λζ + σϕ(m) − σ2ψ(m)S−ϕ+
ψ(m)λζ

1 + ζψ(m)S−ϕ
.

Thus, by comparing this equation to (6.27), we deduce that the optimal strategy

for the problem (6.25), that we denote by θ satisfies

θ = S−ϕ = S−ϕ̃ =
θ̃

ψ(m)

(where ϕ is the root of the above equation). This ends the proof of assertion (c),
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the proof of assertion (d) follows immediately by Theorem (5.7), and the proof of

the theorem as well.

Remark. Here, we can elaborate the duality relations between the optimal de-

flator and optimal portfolio for jump-diffusion model. The optimal deflator, solution

for the dual problem, is given by the Theorem (6.7) and it is as follows

Z̃G = E
(
K̃G
)

, K̃G := −σθ∗ • T (W )− ψ(m)ζθ∗

1 + θ∗ζ
• T (NF)

or, equivalently,

K̃G = (−σθ∗) • T (W ) + (
σ2

γ
θ∗ − µ

γ
− ϕ(m)σ

γ
− ψ(m)) • T (NF),

Therefore, we discuss the following duality relations: X θ̃G
τ = −V ′(Z̃G) - a.s. ,

where X is the optimal wealth process and V is the conjugate function of log-utility.

Thus, −V ′(Z̃G) =
1

(Z̃G)
=

1

E(K̃G)
. Thanks to Ito’s formula, we get

d
1

Z̃G
= − 1

(Z̃G)2
−
dZ̃G +

1

(Z̃G)3
−
d < (Z̃G)c >. +

∑
0<s<.

∆
1

(Z̃G)s
+

1

(Z̃G)2
−

∆(Z̃G)s

=
1

(Z̃G)−
(−dK̃G + d < K̃G,c > +

∑
0<s<.

(∆K̃G)2

1 + ∆K̃G
) =

1

(Z̃G)−
(dK̈G),

where dK̈G := −dK̃G + (1 + ∆K̃G)−1d[K̃G], or equivalently,
1

E(K̃G)
= E(K̈G). On

one hand, by characterization of K̃G, we obtain

K̈G = σθ∗ • T (W )− (
σ2

γ
θ∗ − µ

γ
− ϕ(m)σ

γ
− ψ(m)) • T (NF) +

∫ T

0
I]]0,τ ]](σθ

∗)2dt

+

∫ T

0

( (σ
2

γ θ
∗ − µ

γ −
ϕ(m)σ
γ − ψ(m))2( 1

ψ(m) )2

1 + (σ
2

γ θ
∗ − µ

γ −
ϕ(m)σ
γ − ψ(m))( 1

ψ(m) )

)
•N τ
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= σθ∗•
[
W τ−

∫ T

0
I]]0,τ ]]ϕ

(m)dt
]
−(
σ2

γ
θ∗−µ

γ
−ϕ

(m)σ

γ
−ψ(m))•

[ 1

ψ(m)
•N τ−

∫ T

0
I]]0,τ ]]λdt

]
+

∫ T

0
I]]0,τ ]](σθ

∗)2dt+

∫ T

0

( (σ
2

γ θ
∗ − µ

γ −
ϕ(m)σ
γ − ψ(m))2( 1

ψ(m) )2

1 + (σ
2

γ θ
∗ − µ

γ −
ϕ(m)σ
γ − ψ(m))( 1

ψ(m) )

)
•N τ

= σθ∗ •W τ + [ψ(m)(
σ2

γ
θ∗ − µ

γ
− ϕ(m)σ

γ
)(−1) − 1] •N τ+

∫ T

0
I]]0,τ ]]

[
(σθ∗)2 − σθ∗ϕ(m) + (

σ2

γ
θ∗ − µ

γ
− ϕ(m)σ

γ
− ψ(m))λ

]
dt. (6.28)

On the other hand, the wealth process X θ̃G
τ = X0E(θ �Sτ ) with an initial endowment

W0 is given by

dX θ̃G
τ = I]]0,τ ]]X−(σθ̃GdWt + θ̃Gt µtdt+ θ̃Gt ζdNt),

where θ̃G is the self-financing trading strategy at time t.

θ̃G � Sτ =

∫ T

0
I]]0,τ ]]θ̃

Gµtdt+ σθ̃G �W τ + θ̃Gζ �N τ . (6.29)

Both coefficient of Brownian motion in (6.28) and (6.29) coincide. For the coef-

ficient of the Poisson process of optimal values, we have

ψ(m)(
σ2

γ
θ̃G − µ

γ
− ϕ(m)σ

γ
)(−1) − 1 = ζ

( γψ(m)

σ2
(
ζθ∗ − ζ[µσ + ϕ(m) + λσγ −

1
ζ ]
) − 1

ζ

)

= ζ
( γψ(m)

σ2
(
ζθ̃G − ζ[θ̃G − γψ(m)

σ2(1+ζθ̃G)
]
) − 1

ζ

)
= ζθ∗.

For last remaining part,

(σθ̃G)
2
− σθ̃Gϕ(m) + (

σ2

γ
θ̃G − µ

γ
− ϕ(m)σ

γ
− ψ(m))λ
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= µθ̃G + T (θ̃G) +
ϕ(m)σ

ζ
+

1

ζ
+ λ(−µ

γ
− ϕ(m)σ

γ
) = µθ̃G,

where, T (θ̃G) is equivalent to the equation 6.27.

Here, we discuss the impact of τ on the optimal portfolio in this setting of the

jump-diffusion model. Here, we compute the difference of both maximization utility

function and we call it the additional gain utility. In Theorem 6.7 and Theorem 4.3,

we compute the optimal deflator and optimal portfolio for both models, (ln, S,F)

and (ln, Sτ ,G). In the following problem, we formulate all these results.

Theorem 6.8: Suppose that S is given by (6.19). Then,

(a) The optimal portfolio for (ln, S,F), denoted by θ̃F, exists and is given by:

θ̃F :=
α+ sign(ζ)

√
α2 + 4λ

2σ
− 1

ζ
, where α :=

µ− λζ
σ

+
σ

ζ
, (6.30)

and the maximal expected utility up to the terminal time is

E[ln(X θ̃F
s )] = lnX0 + E

[∫ s

0

(
θ̃t

F
µt −

1

2
(θ̃t

F
)2σ2 + ln(1 + θ̃t

F
ζ)λ

)
dt

]
. (6.31)

(b) The optimal portfolio up to the default time τ , θ̃G, is given by:

θ̃G =
ξ + sign(ζ)

√
ξ2 + 4λψ(m)

2σ
− 1

ζ
, where ξ :=

µ− λζ
σ

+ ϕ(m) +
σ

ζ
, (6.32)

and the maximal expected utility up to the default time is

E[ln(X θ̃G
τ )] = lnX0+E[

∫ T

0
G−(σθ̃t

G
ϕmt +θ̃t

G
µt−

1

2
(θ̃t

G
)
2
σ2)+G−ψ

(m) ln(1+θ̃t
G
ζ)λdt].

(6.33)
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(c) The optimal informational investment difference up-to-τ is

D(ϕms , ψ
(m)
s ) := θ̃G − θ̃F =

ϕms
σs

+
(ϕms )2 + (2αs − Σs)ϕ

m
s + 4λs(ψ

(m)
s − 1)

2σsΣs
, (6.34)

where Σs :=

√
ξ2
s + 4λsψ

(m)
s +

√
α2
s + 4λs.

(d) The expected informational value up-to-τ , which we call it the additional gain

utility, is given by

E[A(Xτ )] := E[ln(X θ̃G
τ )− ln(X θ̃F

τ )] = E[ln(XD(ϕm,ψ(m))
τ )] + E[Rτ (θ̃F, ϕm, ψ(m))], (6.35)

where Rt(θ̃
F, ϕm, ψ(m)) :=

∫ t

0
σsθ̃

F
s (ϕms − σsDs(ϕ

m, ψ(m)))ds

+

∫ t

0
λs[ψ

(m)
s ln(

1 + ζ(Ds(ϕ
m, ψ(m)) + θ̃Fs )

1 + ζsDs(ϕm, ψ(m))
)− ln(1 + ζsθ̃

F
s )]ds.

(e) Fix terminal time T. Then additional gain utility, AT (X), is given by

E[AT (X)] := E[ln(X θ̃G
τ∧T )− ln(X θ̃F

T )] = E[G−A(Xτ )]−(1−G−)E[ln(X θ̃F
T )]. (6.36)

Proof. Assertions (a) and (b) follow immediately from Theorem 4.3 and Theorem

6.7 respectively. Assertion (c) is trivial. For assertion (d), by using the equation

(6.34), we get θ̃Gs = D(ϕms , ψ
(m)
s ) + θ̃s

F
. Therefore,

E[ln(X θ̃G
τ )] = E[ln(X θ̃F

τ )] + E[ln(XD(ϕm,ψ(m))
τ )] + E[I]]0,τ ]]R(θ̃F, ϕm, ψ(m))]. (6.37)

Thus, by putting (6.37) in additional gain utility function, we drive

E[A(Xτ )] = E[ln(X θ̃G
τ )]− E[ln(X θ̃F

τ )]
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= E[ln(XD(ϕm,ψ(m))
τ )] + E[Rτ (θ̃F, ϕm, ψ(m))].

Then both assertions (d) and (e) follow immediately. This ends the proof.

Here, we consider another and the last example of Lévy model : The of Black-

Scholes market model. The stock price process is given by the following dynamics

St = S0E(X)t, Xt :=

∫ t

0
σsdWs +

∫ t

0
µsds, (6.38)

where W is a one-dimensional Brownian motion. Let ψ(m) = 1 in the decomposition

(6.20).

Theorem 6.9: Suppose S given by (6.38) and G > 0. Then there exists θ̃G ∈

Θ(Sτ ,G) such that

maxθ∈Θ(Sτ ,G)E
[
ln (1 + (θ • Sτ )T )

]
= E

[
ln
(

1 + (θ̃G • Sτ )T

) ]
< +∞. (6.39)

if and only if the following hold

E

[∫ T

0

1

2G−
(ϕ(m)

s )2 − µϕ
(m)
s

σs
+
G−
2

(
µ

σs
)2ds

]
< +∞.

and E

[
(G−

∫
(ϕ(m) +

µ

σ
)2dt

]
< +∞, (6.40)

Furthermore, on ]]0, τ ]], we have

θ̃G = ϕ(m) +
µ

σ
.

Proof. All F-martingales are continuous for the Black-Scholes market model. There-

fore, the proof of the theorem follows from Theorem 6.5 immediately.

Corollary 6.9.1: Suppose that the St = S0E(Y )t is generated by a Brownian mo-

tion ωF only (ex. the Black-Scholes model). Then,
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(a) The optimal informational investment difference up-to-τ is D(ϕm, 1) := ϕm.

(b) The expected informational value up-to-τ is given by E[A(Xτ )] = E[ln(X
D(ϕm,1)
τ )]

(i.e. for equation (6.35), we have Rt(θ̃
F, ϕm, 1) = 0).

6.2.3 Volatility market model

In this subsection we discuss are result of this chaptor on the case of Volatility market

models. Precisely, we address the optimal portfolio problem for the corrected Stein

and Stein Model, then we discuss it for the Barndorff-Nielsen Shephard Model. The

asset price processes in corrected Stein and Stein Model is continuous process and

is given by

Xt = X0 +

∫ t

0
VsσsdW

(1)
s +

∫ t

0
µV 2

s dt

Vt = V0 +

∫ t

0
(m− aVs)dt+ αsdW

(2)
s (6.41)

where W (i), i = 1, 2 are one-dimensional Brownian motions with the correlation

coefficient ρ ∈ (−1,+1) and all the coefficients σ, α,m, a and µ are the same as in

Section 3.4.3.1. For the F-martingale G−1
− •m, we have the following decomposition

G−1
− •m = ϕ(m) •W

(1) + ψ(m) •W
(2).

In the next theorem, we formulate the optimal portfolio for the case of corrected

Stein and Stein financial market model.

Theorem 6.10: Suppose G > 0 and S is given by (6.41). Then the following

F-predictable process

θ̃ := ϕ(m) + ρψ(m) +
µ

σ
, (6.42)

is S-integrable belonging to L(S,F), and the following assertions hold.
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(a) The solution to

minZ∈D(Sτ ,G)E [− ln(ZT )] = E
[
− ln(Z̃G

T )
]
< +∞, (6.43)

is given by

Z̃G := E(K̃G) and K̃G := E(−θ̃t •W
(1)

). (6.44)

(b) It holds that

maxθ∈Θ(Sτ ) E[ln(ET (θ • Sτ ))] = E[ln(ET (θ̃ • Sτ ))]. (6.45)

(c) E

[
G−

∫
(
µ

σ
)2 + ϕ2

(m) + ρ2ψ2
(m)dt

]
< +∞.

Proof. For the model (6.41), the predictable characteristics of Section 3 can be

derived as follows

Ft(dx) = 0, At = t, c = σ2V 2
t S

2
t , βm = (ϕ(m) + ρψ(m))(Stσ)−1, b = µV 2

t St.

Thus, the inequality (6.5) that characterizes the optimal solution ϕ̃ becomes an

equation as follows.

0 = µSV 2 + (StσV )2(
ϕ(m)

σS
+
ρψ(m)

σS
− θ)

= µ+ σϕ(m) + σtρψ(m) − θSσ2.

It is clear that θ̃ := θS, given by (6.42), is the unique solution to the above equation

and θ̃ is S-integrable. The optimal mortality deflator, the solution for the dual

problem, is given by the Theorem (5.9). We can simply formulate it with respect to

θ̃

Z̃G = E
(
K̃G
)

, K̃G = −
µ+ σϕ(m) + σρψ(m)

σ
•W

(1)
= E(−θ̃t •W

(1)
).
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The last model we discuss in this subsection, is Barndorff-Nielsen Shephard

which is presented in Section 3.4.3.2. The asset price process, St, is given by the

following stochastic differential equation

St = S0e
(X)t , dXs = (µ+ ξσ2

s)ds+ σsdY
c
s + d(ρx ? µ̃Y )s

dσ2
s = −λσ2

sdt+ d(x ? µ̃Y )s, (6.46)

By Ito’s formula, we calculate the dynamics of S,

dSt
St−

= αtdt+ σtdY
c
t + d(eρx − 1) ? (µ̃− ν̃)t, (6.47)

where α = µ + σ2
t (ξ + 1

2) +
∫

(eρx − 1)F̃ (dx), and all the coefficients are the same

as in Section 3.4.3.2. The filtration generated by a one dimensional Lev́y process

Y , Y = Y c + Ỹ d. Y c is the continuous part of Lev́y process and Ỹ d is driven by

random measure of Y , donated by µ̃(dt × dx) with compensator measure ν̃(dt ×

dx) = F̃ (dx)dAt. Throughout the rest of this subsection, we consider the following

decomposition for the F-martingale G−1
− •m and the space L(S,F) given by

G−1
− �m = β̂m � Y c + (f̂m − 1) ? (µ̃− ν̃) + ĝm ? µ̃+m⊥. (6.48)

L(S,F) :=
{
θ ∈ P(F)

∣∣ 1 + St−θ
tr(eρx − 1) > 0 P ⊗ F̃ ⊗ dt-.a.e

}
.

The model is a quasi-left-continuous and the process At is continuous. Thus,

there is no loss of generality on defining At = t. Throughout the rest of this subsec-

tion, we consider the following Jacod’s decomposition for the F-martingale G−1
− •m
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and the space L(S,F), given by

L(S,F) :=
{
λ ∈ P(F)

∣∣ 1 + St−λ
tr(eρx − 1) > 0 P ⊗ F̃ ⊗ dt-.a.e

}
, (6.49)

G−1
− �m = β̂m � Y c + (f̂m − 1) ? (µ̃− ν̃) + ĝm ? µ̃+m⊥. (6.50)

For the Barndorff-Nielsen Shephard model, the predictable characteristics of Section

5.1 can be derived as follows.

bt = St−α, Sct = St−σt • Y
c
t , ∆St = St−(eρ∆σ2

t − 1), (6.51)

ct = S2
t−σ

2
t , νS(dt× dx) = FSt (dx)dt, f(x)FSt (dx) = f(St−(eρx − 1))F̃t(dx).

As a result, the Jacod’s components of G−1
− • m is (β̂m, f̂m, ĝm,m

⊥), where

β̂m(S−σ)−1 := βm, fm(x) = f̂m(St−(eρx−1)) and gm = ĝm(St−(eρx−1)) in equation

(5.16).

Theorem 6.11: Suppose that G > 0, S is given by (6.46), and D(S,F) 6= ∅.Then

the following are equivalent.

(a) There exists θ̃G ∈ Θ(Sτ ,G) such that

maxθ∈Θ(Sτ ,G)E
[
ln (1 + (θ • Sτ )T )

]
= E

[
ln
(

1 + (θ̃G • Sτ )T

) ]
< +∞. (6.52)

(b) There exist K ∈ M0,loc(F) and a nondecreasing and F-predictable process V

such that E(K) exp(−V ) ∈ D(S,F), and

E
[
(G− • V )T + (G̃ •H(0)(K,P ))p,FT + (G− • hE(G−1

− •m,P ))T − 〈K,m〉FT
]
< +∞.
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(c)There exists ϕ̃ ∈ L(S,F) such that, for any θ ∈ L(S,F), the following hold

E
[
(G− • Ṽ )T + (G−ϕ̃

trσ2
t ϕ̃ •A)T + (G−Klog(ϕ̃tr(eρx − 1)) ? ν)T

]
< +∞,

(θ − ϕ̃)tr

[
µ+ σ2(ξ +

1

2
) + β̂mσ − σ2ϕ̃+

∫
(
f̂m
(
S−(eρx − 1)

)
1 + ϕ̃(eρx − 1)

+ 1)(eρx − 1)F̃ (dx)

]
≤ 0,

Ṽ :=

∫ T

0
ϕ̃tr[µ+ σ2(ξ +

1

2
) + β̂mσ − σ2ϕ̃+

∫
(
f̂m
(
S−(eρx − 1)

)
1 + ϕ̃(eρx − 1)

+ 1)(eρx − 1)F̃ (dx)]dt.(6.53)

Furthermore, on ]]0, τ ]], we have

θ̃G(1 + (θ̃G • Sτ )−)−1 = ϕ̃ and θ̃G = ϕ̃E−(ϕ̃ • S).

Proof. For the model (6.47)-(6.48), the predictable characteristics can be derived as

follows (for more details see here 2.4). Then, we get

α := µ+ σ2
t (ξ +

1

2
) +

∫
(eρx − 1)F̃ (dx), Sct = St−σt • Y

c
t , ∆St = St−(eρ∆σ2

t − 1),

bt = St−α, ct = S2
t−σ

2
t , νS(dt× dx) = FSt (dx)dt, f(x)FSt (dx) = f(St−(eρx − 1))F̃t(dx).

As a result, the Jacod’s components ofG−1
− •m is (β̂m, f̂m, ĝm,m

⊥), where β̂m(S−σ)−1 :=

βm, fm(x) = f̂m(St−(eρx− 1)) and gm = ĝm(St−(eρx− 1)) in equation (6.2). Hence,

the condition (6.5), characterizing the optimal portfolio θ̃, satisfying an inequality

as follows.

0 ≥ S−(µ+ σ2
t (ξ +

1

2
) +

∫ (
S−(eρx − 1)

)
F̃ (dx)) + (St−)2σ2(

β̂m
S−σ

− λ̃)

+

∫
f̂m
(
S−(eρx − 1)

)
1 + λ̃St−(eρx − 1)

St−(eρx − 1)F̃ (dx)

= St−

(
µ+ σ2

t (ξ +
1

2
) + β̂m − St−σ2

t λ̃+

∫
(
f̂m
(
S−(eρx − 1)

)
1 + λ̃St−(eρx − 1)

+ 1)(eρx − 1)F̃ (dx)
)
,
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and for the equation (6.6) in Theorem 6.1, we have

dṼ

dt
= S−λ̃

tr

[
µ+ σ2(ξ +

1

2
) + β̂m − S−σ2λ̃+

∫
(
f̂m
(
S−(eρx − 1)

)
1 + λ̃S−(eρx − 1)

+ 1)(eρx − 1)F̃ (dx)

]
.

Hence, we deduce that S−λ̃ = ϕ̃, and it is S-integrable. As a result, θ̃ is the solution

to (6.52) and assertions (a) and (b) follow immediately by Theorem 6.1.

6.3 Numéraire portfolio under random horizon

This section addresses the impact of τ on the numéraire portfolio, defined in Section

(2.3). To this end, for the reader’s convenience, we recall the mathematical definition

of this financial concept.

Definition 6.1: Consider (X,H, P ), and let Z be a positive H-local martingale.

We call numéraire portfolio for (X,H, Z), when it exists, the unique θ̃ ∈ L(X,H)

such that E(θ̃ •X) > 0, and the process ZE(φ •X)/E(θ̃ •X) is a supermartingale,

for any φ ∈ L(X,H) satisfying E(φ •X) ≥ 0.

Below, we elaborate on the principal result of this section.

Theorem 6.12: Let Z(m) := E(G−1
− •m). Then the numéraire portfolio for (Sτ ,G, P ),

denoted by θ̃G, exists if and only if the numéraire portfolio for (S,F, Z(m)), de-

noted by θ̃(F), does exist also. Furthermore,

θ̃G = θ̃(F)I]]0,τ ]]. (6.54)

Proof. The proof is achieved in two parts, where we prove (a) =⇒ (b) and its

converse respectively.

Part 1. Suppose that the numéraire portfolio θ̃(G), for the model (Sτ ,G, P ), exists.

Then on the one hand, there exists an F-predictable process θF such that θ̃(G)I]]0,τ ]] =

θ(F)I]]0,τ ]]. On the other hand, for θ ∈ L(S,F) such that E(θ • S) > 0, the process
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X := E(θ • Sτ )/E(θ̃ • Sτ ) is a positive supermartingale. Or equivalently

E(θ • Sτ )

E(θ̃ • Sτ )
= E(θ • Sτ )E(θ̃ • Sτ )−1 = E(θ • Sτ )E

(
−θ̃ • Sτ +

1

1 + θ̃∆Sτ
• [θ̃ • Sτ ]

)
= E

(
(θ − θ̃) • Sτ +

θ̃ − θ
1 + θ̃∆Sτ

• [Sτ , θ̃ • Sτ ]

)
:= E(L),

and L is a G-local supermartingale. Consider the decomposition for S given by

S = S0 +M +A+
∑

∆SI{|∆S|>1}, where M is a G-local martingale with bounded

jumps and A is a finite variation and predictable process. Therefore, we derive

L = (θ − θ̃) • (M τ +Aτ ) +
∑

(θ − θ̃)tr∆SτI{|∆S|>1} −
θ − θ̃

1 + θ̃∆Sτ
• [Sτ , θ̃ • Sτ ]

= G-local martingale +
θ − θ̃
G−

I]]0,τ ]] • 〈M,m〉F +W θ,

where W θ is given by

W θ := (θ − θ̃) •
{
Aτ +

∑
∆SτI{|∆S|>1} −

1

1 + θ̃∆Sτ
• [Sτ , θ̃ • Sτ ]

}
.

Thus, the process L is a G-local supermartingale if and only if W θ ∈ Aloc(G) and

((θ − θ̃)
G−

I]]0,τ ]] • 〈M,m〉F +Wθ

)p,F
� 0.

This is equivalent to

(θ − θ̃) •
{
〈M,m〉F +G− •A

}
+

+(θ − θ̃) •
(∑

G̃∆SI{|∆S|>1} −
G̃

1 + θ̃∆S
• [S, θ̃ • S]

)p,F
� 0. (6.55)
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Now, we derive

X := E(G−1
− •m)

E(θ • S)

E(θ̃ • S)
= E(G−1

− •m)E

(
(θ − θ̃) • S +

θ̃ − θ
1 + θ̃∆S

• [S, θ̃ • S]

)
= E(L1),

where

L1 := G−1
− •m+ (θ − θ̃) • S +

θ − θ̃
G−

• [m,S] +
G̃

G−

θ̃ − θ
1 + θ̃∆S

• [S, θ̃ • S]

= G-local martingale +
(θ − θ̃)
G−

• (〈M,m〉F +G− •A)

+
(θ − θ̃)
G−

•

(∑
G̃∆SI{|∆S|>1} −

G̃

1 + θ̃∆S
• [S, θ̃ • S]

)p,F
.

Thanks to the inequality (6.55), we deduce that L1 is an F-local supermartingale,

and hence X is a nonnegative F-supermartingale. This proves assertion (b).

Part 2. Here we prove that assertion (b) implies assertion (a). Suppose that

the numéraire portfolio for (X,F, Z) exists that we denote by θ̃(F). Then for any

φ ∈ L(X,F) satisfying E(φ •X) > 0, X := ZE(G−1
− •m)E(φ •S)/E(θ̃ •S) is a positive

supermartingale. On the one hand, it is known that there exists a local martingale

M and a nondecreasing and F-predictable process V such that X = E(M) exp(−V ).

On the other hand, we have

E(M)τ

E(G−1
− •m)τ

= E(T (M)−G−1
− • T (m)) is a nonnegative G-local martingale.

Therefore we easily conclude thatXτ/E(G−1
− •m)τ is a nonnegative G-supermartingale,

or equivalently the process

E(φ • Sτ )

E(θ̃ • Sτ )
=
E(φ • S)τ

E(θ̃ • S)τ
= Xτ/E(G−1

− •m)τ ,

is a nonnegative G-supermartingale. This ends the proof of theorem.
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Corollary 6.12.1: The following assertions hold.

(a) Suppose that E(G−1
− •m) is a uniformly integrable martingale, and consider

Q := E(G−1
− • m)∞ · P . Then the numéraire portfolio for (Sτ ,G, P ) exists if

and only if the numéraire portfolio for (S,F, Q) does exists, and both portfolios

coincide on ]]0, τ ]].

(b) Suppose that τ is a pseudo-stopping time. Then the numéraire portfolio for

(Sτ ,G, P ) exists if and only if the numéraire portfolio for (S,F, P ) does exists,

and both portfolios coincide on ]]0, τ ]].

Proof. It is clear that assertion (a) follows immediately from combining Theorem

6.12 with the fact that when E(G−1
− •m) is a uniformly integrable martingale, the

numéraire portfolio for
(
S,F, E(G−1

− •m)
)

coincides with the numéraire portfolio for

(S,F) under Q. The second assertion follows also from combining Theorem 6.12

with the fact that τ is a pseudo-stopping time if and only if m ≡ m0, and hence

E(G−1
− •m) ≡ 1. This ends the proof of the corollary.
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applications, Birkhaser, Boston, 2001.

[26] Barndorff-Nielsen, O.E. and Shephard, N.: Modelling by Lévy processes for
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