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Abstract

One of the main challenges in biological research is to determine protein conformation 

(3-D structure) and function(s), which in turn has several applications in novel drug 

discovery and disease treatment. Proteins have a lower level structure, called secondary 

structure, which contributes to protein conformation. The focus of this research is to 

predict the content of the secondary structure of protein sequences. Protein secondary 

structure content prediction can be utilized to predict protein conformation. Current 

alignment based approaches are applicable to the content prediction problem in case high 

homology is present between proteins with unknown structure and those with known 

structure. At the same time, growing number of proteins with unknown structure versus 

proteins with known structure becomes one of the main challenges facing the content 

prediction problem. In the course of this thesis, novel approaches with respect to feature 

space and prediction method are proposed to improve the accuracy of protein secondary 

structure content prediction for low homology protein sequences.
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Chapter 1 Introduction

Proteins are the primary molecules that contribute to cell structures. They are involved in 

all cellular activities [20]. One of the major challenges in biological research is to 

determine the conformation or three-dimensional form of a protein, since a protein’s 

functions and properties are direct results of its conformation. The three-dimensional 

structure prediction is fundamental in research for novel drug discovery and disease 

treatment. There are sophisticated experimental methods to determine the conformation 

of a protein [20] such as X-Ray Crystallography and Nuclear Magnetic Resonance 

(NMR) Spectroscopy. However, these methods are expensive, labor intensive and in 

some cases, they take too much time [7]. Moreover they require complex analysis and 

they cannot be applied to any protein. For example, for some proteins a time-consuming 

trial and error process is needed to crystallize the proteins and it could take decades or 

even years [20]. NMR analysis is only applicable to short proteins with less than 200 

amino acids (for information on protein length see Chapter 2). Therefore there has been 

an increasing interest in the computational approaches for the protein structure prediction 

[31].

Another issue that makes protein structure prediction more challenging is the growing 

number of proteins with unknown structure versus the ones for which the structure is 

known. Therefore the chance of having proteins with unknown structures that are not 

similar to proteins with known structure, increases. This questions the functionality of the 

many alignment-based approaches, which attempt to find proteins homologous (sequence 

homology is to be defined in section 2.3) to a query protein to determine its structure. The

1
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NCBI1 Proteins database contains over 2.2 million proteins. The SWISS-PROT2 has over

200.000 sequence entries. PDB3, which is the only database that includes three- 

dimensional protein structures, contains only about 33,000 proteins. On average about

75.000 new proteins were added to NCBI last year, among those the structure for about 

500 proteins were inserted into PDB.

Proteins have a lower level of structure, referred to as secondary structure, which mainly 

contributes to proteins’ conformation. Secondary structure consists of three major 

components: Helix, Strand and Coil. Protein secondary structure prediction is an 

intermediate step towards protein tertiary structure prediction. This project specifically 

aims at predicting the amount of secondary structure components or, more specifically, 

secondary structure content of a given protein. Since the content of each secondary 

structure component is a real number between zero and one, this research focuses on 

‘prediction’ rather than ‘classification’. There are two main computational prediction 

methods which were used in the past with respect to the protein secondary structure 

content prediction task: Neural Networks and Regression [15] [24] [26] [30] [33] [42] 

[43] [44]. Neural Networks are undesirable due to the complexity of the model, which 

results in long learning time, and lack of interpretability. In this project novel prediction 

methods that aim at improving the accuracy of regression-based prediction are 

investigated. To this end, four goals are followed:

1. The first goal is to investigate whether specialized (with respect to specific subsets 

of data) regression-based methods can improve the protein secondary structure 

content results. In this case the general set of proteins is divided into a number of

1 National Center for Biotechnology Information http://www.ncbi.nlm.nih.gov/
2 Protein Knowledgebase http://us.expasy.org/sprot/
3 Protein Data Bank http://www.rcsb.org/pdb/

2
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subsets based on different criteria, and a regression-based model is derived for 

each subset.

2. A protein needs to be encoded as a fixed-length vector to be fed into the content 

prediction method. In this project an aggregation of sequence representation 

methods used in related works is employed. The second goal is to perform feature 

selection and investigate the possibility of improving the content prediction 

accuracy.

3. The third goal is to design a new protein sequence representation that provides 

more comprehensive information about each protein. This will improve the 

accuracy of protein secondary structure content prediction.

4. Finally the fourth goal is to investigate how different base functions might change 

the result of regression-based approaches. Quadratic, cubic, Fourier transform 

coefficients, and exponential functions are among those tested.

We note that prior studies in content prediction did not address the above directions, i.e. 

splitting the protein data, performing feature selection, improving sequence 

representation and investigating different regression base functions.

A low-homology subset of Protein Data Bank called PDBSelect254 [11] is used as a 

dataset to test the proposed approaches in each goal. The low-homology means that 

proteins in this set are dissimilar which makes the prediction task more challenging. 

PDBSelect25 contains over 2,000 proteins and the homology level among the protein 

sequences is less than 30% (for more information see section 2.3).

The rest of the thesis is organized as the follows. Chapter 2 presents the background 

knowledge on proteins and their structure. It also describes the sequence representation.

4 http://bioinfo.tg.fh-giessen.de/pdbselect/

3
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Chapter 3 reviews the related work. Formal definition of the problem addressed in this 

thesis is given in Chapter 4. Chapter 5 introduces datasets and data preprocessing 

procedure. Chapter 6 presents a detailed definition of project goals and discusses the 

results achieved for each goal. Moreover, it presents an experimental comparison 

between our approach and state-of-the-art techniques. Chapter 7 summarizes the thesis 

and describes directions for future work.

4
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Chapter 2 Protein Structure

In order to derive a protein secondary structure content prediction model, it is important 

to first understand protein structure. This chapter provides the necessary background 

knowledge and is organized as follows. First a short description of protein building 

blocks is presented, and the hierarchical structure of proteins is introduced. Next, the 

notion of homologous proteins is defined. Finally the protein sequence representation, 

which is utilized in this project, is described.

2.1 Amino Acids

There are 20 Amino Acids (AA), which are the basic structural building units of proteins. 

Table A 1 lists the AAs along with their 1 and 3-letter representations. All AAs (also 

called residues) share the same general structure, as depicted in Figure 2.15, but their side 

chains (also called R groups) are different, which gives each AA its unique set of 

chemical properties. The a  carbon atom ( Ca ) of AAs, which is adjacent to the carboxyl 

group (COOH), is bonded to four different chemical groups: an amino (NHi) group, a 

carboxyl (COOH) group, a hydrogen (H) atom, and a variable R group.

The a  carbon atom

vsdakk fsj-H
H  Bose

Figure 2.1. Amino acids

Picture Source: http://www.rothamsted.bbsrc.ac.uk/notebook/courses/guide/aa.htm

5
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The peptide bond is formed by a reaction between the amino group of one AA and the 

carboxyl group of anther AA (Figure 2.2)5. A short chain of AAs (at most 20-30 ones)

linked by peptide bonds is called peptide. Polypeptides are longer than peptides and they 

can have as many as 4,000 AAs. A polypeptide folded into a three- dimensional molecule 

is referred to as a protein.

2.2 Hierarchical Structure of Proteins

Four hierarchical levels of structure usually describe the shape of proteins. The first level 

is called the primary structure that is the linear sequence of AAs connected through 

peptide bonds, e.g. p c s a f e f h c l s g e c i h s s w r c d g g p d c k d k s d e e n c a  The length of 

a protein sequence is defined as the number of AAs composing its primary structure. The 

second level of protein structure is the secondary structure. Along a protein sequence, 

some AAs interact with each other locally and form different spatial arrangements. The 

Dictionary of Secondary Structures of Proteins annotates each AA as belonging to one of 

eight secondary structure types [33]: H ( a  Helix), G (3-Helix or 3jo Helix), I (5-Helix or 

K -Helix), B (residue in isolated /? -bridge), E (Extended Strand), T (Hydrogen Bond 

Turn), S (Bend), and (any other structure). Typically the above eight secondary

Amino acid 2

D ipepfide

Figure 2.2. Peptide bond

6
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structure types are reduced to three groups [6]: helix (which includes types H, G and I), 

strand (which includes types E and B), and coil (which includes T, S and the others). 

Helix is represented as H  and has a spiral shape. Strand is represented as E  and is plain­

shaped, and coil is represented as C and has any shape other than that of helix and strand. 

The coil structure serves as a ‘connector’ between helix and strand structures. An 

example protein sequence and its secondary structure are shown below:

PC SA F E F H C LSG E C IH SSW R C D G G P D C K D K SD E E N C A
CCCCCCEECCCCCEECHHHCCCCCCCCCCCHHHCCCC

Helices and strands are arranged when stable hydrogen bonds are formed between AAs.

These secondary structure components, i.e. helices and strands are periodical. In contrast

coils are irregular. Figure 2.36 shows an example of conformation of the three secondary

structure components.

Helix
Coil

Strand

Alpha Helix
Beta sheet or Strand
Coil or Loop

Figure 2.3. Secondary structure components

6 Picture Source: http://xray.bmc.uu.se/Courses/PT/Project/Projects2002/Victoria_final_Figures.htm
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Helical Conformation

An a  -helix is formed when a polypeptide chain arranges into a regular spiral or helical 

conformation [20]. In this structure the peptide bonds are formed between carbonyl 

oxygen or the C - 0  of nth residue and the amid hydrogen or N-H  of (n+4)th residue. 

Therefore the a  -helix has four residues per turn. The other two helical conformations, 

310 -  helix and n  -helix are relatively rare in proteins, with three and five residues per 

turn, respectively.

Strand Conformation

/?-Strands are usually five to eight residues long [20]. Backbone atoms in two strands 

connect through hydrogen bonds and from a sheet. If the hydrogen-bonded strands run in 

the same direction the resulting sheet is called parallel sheet. If the hydrogen-bonded 

strands run in opposite directions the resulting sheet is called anti-parallel sheet.

Coil Conformation

Since coils are non-repetitive irregular structures, they are not easily described by 

structure [20] [28]. Among the tree main types of coils, turns assume few defined 

structures; while bends or loops are irregularly shaped. Coils connect other two secondary 

structure components together and without them a protein would be loosely packed.

Table 1 shows the frequencies of AAs in proteins disregarding the secondary structure, as 

well as AA frequencies in each of helix, strand and coil structures7. The AAs commonly 

observed in each of the secondary structure components are highlighted. AAs A and L are 

common in helix, AA V is common is strand, and AAs G, N and P are frequently 

observed in coil, when compared to other AAs.

7 This table was derived based on PDBSelect90 dataset. For more information about this dataset see 
Chapter 5.

8
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Table 1. AAs Frequency in proteins and secondary structure components

AA Frequency 
in Proteins 

(%)

Frequency 
in Helix 

(%)

Frequency 
in Strand 

(%)

Frequency 
in Coil 

(%)
A 8.02 46.60 16.30 37.10
C 1.59 26.30 30.90 42.80
D 5.77 29.50 11.10 59.40
E 6.59 45.60 14.30 40.10
F 3.88 33.80 31.60 34.60
G 7.57 15.40 13.30 71.30
H 2.42 28.70 19.50 51.80
I 5.41 35.30 36.50 28.20
K 6.02 37.40 17.20 45.40
L 8.71 43.40 24.60 32.00
M 2.21 39.40 21.30 39.30
N 4.31 25.50 12.90 61.50
P 4.69 16.70 9.72 73.60
Q 3.77 40.80 17.40 41.80
R 4.92 39.40 18.90 41.70
S 6.44 25.30 18.40 56.30
T 5.69 24.30 27.40 48.30
V 7.04 29.20 41.00 29.90
w 1.41 35.40 31.30 33.30
Y 3.52 31.60 33.00 35.40

Structural Class

The first definition of protein structural classes was officially recognized in 1976 [17]. 

Four structural classes of globular proteins are usually distinguished:

1. all- a  class, which includes proteins with only small content of strands,

2. all- P  class with proteins with only small content of helices,

3. a l P  class with proteins that include both helices and strands, where strands are

mostly parallel

4. a  + P  class, which includes proteins with both helices and strands, where strands

are mostly anti-parallel

Several definitions of structural classes were developed in 1980’s and redefined multiple 

times since then. However, the main differences among different definitions were in the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



thresholds used to define content of strands for all- a  proteins, and content of helices for 

all- j3 proteins. Sometimes a l  and a  + f3 classes are combined into a single a/5 class.

Tertiary Structure

The third level of a protein structure, referred to as tertiary structure is the overall 

conformation or the three dimensional shape of the protein. This level relies on the 

number, the size and the arrangement of secondary structure components [20]. Knowing 

the conformation of a protein is the key to understanding its properties and functions. 

Quaternary Structure

Some proteins are built from multiple polypeptide chains. Each chain is an independent 

functional subunit of the protein. Proteins with multiple chains have a fourth level of 

structure called the quaternary structure, which describes the number and relative 

position of each chain [20]. Quaternary structure prediction deals with protein to protein 

interaction which is out of the scope of this thesis.

Figure 2.4 shows how protein secondary structure content prediction is used for protein 

secondary structure prediction. The shaded box, as mentioned earlier, shows the focus of 

this project.

Primary
Structure

Secondary Structure 
Prediction

Tertiary Structure 
Prediction

 ►

Figure 2.4. Relationship among prediction of different protein structure levels

10
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2.3 Homologous Proteins

Protein homology is defined as the percentage of AAs in a protein sequence that are 

identical after aligning the sequence with other sequences in a protein dataset (gaps 

between AAs may be introduced to facilitate alignment). Proteins with similar 

functionality often (but not necessarily) have homologous AA sequences that match 

important functional domains. This fact has been used widely in Protein Science where a 

protein database is queried to find protein sequences with known structure (functions) 

that exhibit similarity to a protein sequence with unknown structure (functions). 

Information about similar proteins provides revealing insights into the structure and 

function of the query protein. This approach is also used to predict the secondary 

structure content of newly discovered proteins, but it can be successful only provided that 

a query protein has homologous peers in the database, i.e. at least 40% homology is 

present. In this thesis we concentrate on content prediction for low-homology proteins, in 

which case alignment cannot be successfully performed. This is an important problem to 

consider since with a growing number of proteins with unknown structures versus those 

with known structures, the chance of having proteins with unknown structure that are not 

homologous to proteins with known structure, increases (for more information see 

Chapter 1).

2.4 Protein Sequence Representation

The prediction of secondary protein content is usually performed with an intermediate 

step, in which the primary sequence is converted into its feature (also called predictor) 

space representation. The existing protein secondary structure content prediction methods

11
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use a limited set of features to describe the primary sequence [15] [26] [24] [43] [45] [30] 

[33], while other methods, such as those for prediction of protein structure or function 

[12] [26] [35] [7] [36] [41], use a more diverse and larger number of features. In this 

project the protein properties employed for the above purposes are aggregated. The 

reasoning behind it is to provide the proposed content prediction methods with more 

comprehensive information about the underlying sequences. In addition, a new set of 

attributes is proposed and tested. All features and their original applications are 

summarized in Table 2 (Table A 1 shows the corresponding indices and their values).

The following sub-sections divide the attributes into a number of sub-groups and explain 

them in details.

2.4.1 Index-based Attributes

This set includes the following features: molecular weight, average isoelectric point, 

auto-correlation functions and the five features that are proposed in this thesis. As 

mentioned earlier, all features are computed using the index values in Table A 1. In the 

following definitions N  represents the length of the protein, i.e. number of AAs, for 

which the following attributes are being computed.

The molecular weight, MolW, of a protein sequence is the result of adding up the 

molecular weight MolWi (residue average) values of its residues plus the mass of a water 

molecule ( MolWH20) that is approximately 18 dal tons.

N

MolW = MolWHi0 + MolWi (1)

12
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Table 2. Features used to encode protein sequences and their applications

Feature Application Reference(s)
Protein sequence length Protein content and function prediction [12] [26] [35]
Average molecular weight
Average isoelectric point
Composition vector Protein structure and content prediction [15][26] [33] [42][43] 

[44] [45]
First and second order 
composition moment vector

Protein content prediction [33]

R groups Protein structure and content prediction [41]
Exchange groups Protein family and structure prediction [36][41]
Hydrophobicity groups Protein function prediction, structural and 

functional relationships
[12][35] [20]

Electronic groups Protein structure prediction [7]
Chemical groups
Other groups Protein function prediction, structural and 

functional relationships
[12] [35]

Auto-correlation functions based 
on FHj ,EHj and A/,- (see Table A 1)

Protein content prediction [24] [43] [45]

Auto-correlation functions based 
on Hpi (see Table A 1)

Protein content prediction This project

Average Hydrophobicities based 
on FHU and EH, indices

Protein content prediction This project

Sum of Hydrophobicities based 
on FH, and EH, indices

Protein content prediction This project

Sum of average Hydrophobicities 
of each three consecutive residues 
FH, and F.H, indices

Protein content prediction This project

Cumulative indices based on FH, 
,EHi indices

Protein content prediction This project

The average isoelectric point, pi, of a protein sequence is computed based on the 

average isoelectric point ph  values of its residues. The p i  value shows the pH8 at which a 

molecule carries no net electric charge and thus it is immobile in an electric field [28]

An order n auto-correlation function, A" (Equation 3), is computed by summing up the 

products of at indices (the index the function is based on) of every pair of residues

The pH of a solution is determined by the relative concentration of acids and bases [28]
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separated by n residues. The sum is normalized based on the number of residue pairs. In 

this project two AA hydrophobicity indices are used: the Fauchere (FH) [24] and the 

Eisenberg (EH) [4] indices. Table A 1 shows the index values for each AA. Following the 

published research, six auto-correlation functions are used based on FH, EH  and M  [24],

i.e. n = [1.. .6] (Equation 3) [24], and nine based on Hp i.e. n = [1...9] (Equation 3) [14]. 

Hydropathy indices (Hp) were first proposed in [14]. They were used to identify the 

hydrophilic and hydrophobic regions of a protein as determined by X-ray 

crystallography. M  indices are the relative side-chain mass for each residue [24].

The following equation defines auto-correlation functions where a,- is FH, EH, Hp or M :

|  N -n

A ~  ~Tr a i a i+n

The five attributes, which are proposed in this thesis, are also categorized as index-based 

features. The first one an auto-correlation function based on Hp index. Equations (4), (5), 

and (7) show the sum, average and cumulative sum of hydrophobicity indices 

respectively. Equation (6) shows the sum of hydrophobicity index averages over each 

three consecutive A A where b, is FH or EH.

N
T j b  _  X™' U

sum f * (4)

N

(5)
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N - 3 i+3

Z  Z b, >< Z b,
HCml =  ' ^  l j - '  -* (7)

i V - n

We computed six cumulative density functions, for n = [ l .. .6] in (7).

2.4.2 Composition Vector and Composition Moment Vector

Composition Vector (CV) is defined as the composition percentage of each residue in the 

primary sequence. Unlike composition vector, Composition Moment Vector (CMV) takes 

into account the position of each residue in the sequence. The following equation shows 

how a composition moment vector of order k is computed for each A A (/=[1.. .20]):

2 > %
j=iCMV* =   (8)

d=1

tiij represents the f h position of the ith AA, xi is the frequency of ith AA, and N  is the length 

(number of AAs) of the protein. In this project orders zero to two are used (k e  {0, 1, 2}). 

Note that the zero* order reduces to the composition vector (CV). The composition 

vector was used extensively for both protein structure and content prediction, while 

composition moment vector was recently proposed for the protein content prediction task 

[33],
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2.4.3 Property Groups

Property groups classify the AAs into groups related to specific properties of individual 

AAs or an entire protein molecule. The properties that are considered in this thesis are 

summarized in Table 3. The composition of each group, which is normalized with regard 

to the sequence length, gives a real-number attribute. A short description of each group is 

given below, which is followed by an example of how the attributes based on property 

groups are computed.

Table 3. Property based AA groups

Groups Subgroups AAs Groups Subgroups AAs
R groups Nonpolar aliphatic AVLIMG Hydrophobicity Hydrophobic VLIMAFPWYCG

Polar uncharged SPTCNQ Hydrophilic basic KHR
Positively charged KHR Hydrophilic acidic DE
Negative DE Hydrophilic polar with STNQ
Aromatic FYW uncharged side chain

Exchange (A) C Electronic Electron donor DEPA
;c) AGPST Weak electron donor VLIgroups
(D) DENQ

groups
Electron acceptor KNR

© KHR Weak electron acceptor FYMTQ
F ) DUMV Neutral GHWS
(G) FYW Special AA C

Other Charged DEKHRVLI Other groups Tiny AG
Polar DEKHRNTQSYW Bulky FHWYR
Aromatic FHWY Polar uncharged NQ
Small AGST

Hydrophobicity group: Hydrophilic AAs are water-soluble with ionized or polar side 

chains. Usually they are located at the surface of a water-soluble protein. In contrast, 

hydrophobic AAs are slightly soluble or insoluble. They avoid aqueous environments and 

are usually found in interior parts of a protein [20].

R groups: This classification is based on molecular weigh (MolW), hydropathy index 

(Hp) and Isoelectric point (pi) of AAs [41]. Hydropathy index combines hydrophobic and 

hydrophilic tendencies.

Electronic groups: AAs are classified based on their tendency to accept or donate 

electrons [7]. Note that AA C has special properties and it is grouped by itself.
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Other groups: Despite the overlaps between groups, each group is considered as a 

separate attribute. The molecular weights of tiny, small and bulky AAs are less than 80 

daltons between 80 daltons and 101 daltons, and more than 120 daltons, respectively 

[12].

Chemical groups: Table 4 shows a detailed chemical composition of AAs [7]. A 

composition of each chemical group, which is normalized with regard to the protein 

length, gives a real-valued attribute.

Table 4. Chemical groups for AAs

A A A sso c ia ted  c h em ica l g ro u p s A A A sso c ia ted  ch em ica l g roups
A CH CO NH CH3 M CHCONHCH2CH2SCH3
C CH CO NH CH2 SH N CHCONHCH2COCNH2
D CH CO NH CH2 CO COO' P CHRING CO NHRING CH2RING CH2RING CH2RING
E CH CO NH CH2 CH2 CO COO Q CH CO NH CH2 CH2 CO C NH2
F CH CO NH CH2 CAROM CHAROM CHAROM 

CHAROM CHAROM CHAROM
R CH CO NH CH2 CH2 CH2 NH C NH2 NH2*

G CH2CONH S c h c o n h c h 2o h
H CH CO NH CH2 CAROM CHAROM N CHAROM NH r c h c o n h c h c h 3o h
[ CH CO NH CH2 CH CH3 CH3 V CH c o n h c h c h 3c h 3
K CH CO NH CH2 CH2 CH2 CH2 NH3+ w CH CO NH CH2 CAROM CAROM CAROM NH 

CHAROM CHAROM CHAROM CHAROM CHAROM
L CH CO NH CH2 CH CH3 CH3 Y CH CO NH CH2 CAROM CHAROM CHAROM 

CHAROM CHAROM CAROM OH

Exchange groups: Unlike other groupings that are based on a priori knowledge about 

proteins, exchange groups are supported by statistical studies. A mutation point is an 

exchange of one AA with one another due to natural selection [3]. Exchange groups are 

groups of AAs based on accepted point mutation [3]. In other words, this grouping shows 

conservative replacements through revolution [36].

Here, we illustrate how the attributes are computed based on property groups, through an 

example. Consider the following sequence with length N=37:

PC SAFEFH C LSG E C IH SSW R C D G G P D C K D K SD E E N C A  

AAs AVLIMG (underlined below) constitute the Nonpolar Aliphatic subgroup:
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PC SAFEFH C LSG E C IH SSW R C D G G P D C K D K SD E E N C A  

Therefore the corresponding attribute value is: 7/37. Similarly, the Positively Charged 

group is composed of AAs KHR (underlined below), and gives an attribute value of 5/37: 

PC SAFEFH C LSG E C IH SSW R C D G G P D C K D K SD E E N C A  

The chemical group CH3 is found once in AAs A, M, T, and twice in AAs I, L, V 

(underlined below). The attribute value for this group is 6/37:

PC SAFEFH C LSG E C IH SSW R C D G G P D C K D K SD E E N C A

To summarize, this chapter introduced amino acids, which are protein building units, and 

protein structure. It also talked about different attributes used in this thesis for protein 

sequence representation. The next chapter reviews related work.

18
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Chapter 3 Related Work

Section 2.2 presented protein’s secondary structure representation using eight secondary 

structure components (8-state representation). These 8 states can be reduced into three 

types (3-state representation). Although the protein secondary structure content 

prediction task can be performed for the former case [1][21][2][23], in this research 

project we focus on the 3-state problem.

The following sub-section reviews the related works in chronological order (prediction 

approaches proposed for the 8-state representation case were excluded). Next, evaluation 

procedures and accuracy measures that were considered in literature to evaluate the 

content prediction models are described. Finally, based on these evaluation criteria, a 

comparison of prior works is given.

3.1 Overview of Prior Works

The related works are divided into two groups: those that assume the secondary structural 

classes of query proteins are known, and the ones that do not utilize this a priori 

information.

3.1.1 Primary Structure-based Approaches

Approaches in this category use the primary structure of proteins only. The first 

secondary content prediction effort was undertaken in 1973 [15] where a Multiple Linear 

Regression (MLR) model was used to predict the content based on the composition 

vector. The model was trained on a dataset of 18 proteins; two sub-chains of two training 

samples were used to perform an independent test. The authors indicated that some
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residues in their dataset, which were in the border between different secondary structure 

regions, were assigned to multiple structures. Therefore the sum of the secondary 

structure contents might not be equal to one for some sequences. Moreover, the authors 

stated that the dataset includes at least two types of errors that might affect the quality of 

the prediction: AAs N and D, and Q with E, were in some cases confused. Secondly, they 

pointed out uncertainties in assigning secondary structure components to different regions 

in a sequence. This issue arose when comparing the eight sequences which were common 

between this paper and four other recent papers [29] [19] [25] [32]. The prediction was 

performed for four types of secondary structures: Helix, Strand, Turn and Coil. To 

represent sequences, the authors considered sums of up to five AA compositions that 

were highly (positive or negative) correlated with the four secondary structure types. This 

resulted in eight sums. Also absence or presence of the Heme group9 and the positive and 

negative correlation sums for each structure were combined in an MLR model and the 

final regression coefficients were determined using the training set. To address the 

problem with the confusion between N with D and Q with E, the exact same procedure 

was followed to derive another model assuming that the aforementioned AAs are not 

distinguished, i.e. N and D were counted as one residue and so were Q and E.

It was not until 1992 when another content prediction approach was proposed [26]. This 

method utilized composition vector, molecular weight and absence or presence of bound 

Heme group to represent protein sequences [26]. The sequences were then fed into a 

tandem composed of two neural networks. The first neural network performed

9 Heme group reflects the bias in the protein set to globins and cytochromes. It correlates positively with 
helix and negatively with strand [6]
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memorization since it had more adjustable parameters than the learning examples. The 

second network was used to determine when the first neural network was generalizing.

In the next approach, two analytic vector decomposition techniques were developed to 

predict the content [5]. As the following formulation shows, in the first one, the AA 

composition (CV9) of a query protein was represented as a linear combination of the three 

secondary structure components’ AA compositions (CV,, i= 1 for helix; i-2  for strand; 

i=3 for coil) derived from a training set:

3 3

c v q X, CVi such that £  x, = 1 and 0 < x,. < 1 (9)
;=i m

The coefficients x, are called Barycentric Coordinates. They show the portion of each 

secondary structure component in the secondary structure of query protein CV. The three 

basis vectors CV, span a subspace in a 20-dimensional space. The barycentric coordinates 

describe the relative influence of this span on a vector C V  in the subspace. If the 

subspace does not include C V , the following optimization criterion finds the closest 

solution:

3

min(CVq ~ '^ j xiCVi)2 (10)
;=l

The second technique took into account compositional couplings between any two AAs. 

From the mathematical viewpoint, the second moment matrix describing the AA 

compositional variations of secondary structural types in training dataset is computed as:

M ^ ^ C V ^ C V ’f iC V ^ C V n  (11)
s- 1
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where S is the number of sequences in training set, and CV* is the AA composition 

vector for ith secondary structure element of sth protein.

To summarize, in the latter paper the goal is to minimize the following summation:

{ X ^ /( C V ?,CV,.)}2 (12)
1=1

where function/is computed in these steps: First CV1- CVi is transformed from the AA 

fraction space into the eigenvector space of the second moment matrix. The resulting 

components were scaled by the square roots of the corresponding eigenvalues M,-. Finally 

the resulting vector was transformed back to the AA fraction space.

The authors studied the two proposed vector decomposition techniques on four protein 

datasets that included sequences measured at 1.8, 2.0, 2.5 and 3.0 Angstrom, which result 

in different qualities. At the worst 3.0 Angstrom resolution, terminal residues of 

secondary structure components are not clearly recognized, whereas at the best resolution 

level, the side-chain conformations can be reliably recognized.

In 1998, auto-correlation functions were employed for the content prediction task for the 

first time10 [43]. The auto-correlation functions, which were based on the Fauchere 

hydrophobicity index (see section 2.4.1 for more information), along with composition 

vector were used to represent proteins that were fed into an MLR model later. The 

authors reported that using ten and four auto-correlation functions led to the least content 

prediction errors for helix and strand respectively.

10 Auto-correlation functions based on hydrophobicity index were first used in 1987 to study the structures 
of amphipathic OC helix (An amphipathic molecule contains both hydrophobic and hydrophilic regions)
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In 2001 Li and Pan utilized the auto-correlation function idea proposed by Zahng et al. 

[43]. In this case six auto-correlation functions were based on Fauchere Hydrophobicity 

index and six based on side-chain mass indices (see M, in Table A 1). These attributes 

along with composition vector were used in this work and prediction was performed 

using MLR model.

In 2004, Pilizota et al. analyzed the AA composition vector by performing feature 

selection to choose a subset of features leading to the least prediction error for the 

prediction of helix and strand contents [30]. For I  = [1...20], I  denotes the index of a 

corresponding AA, they built the MLR models with I  components. Then for each model, 

the sum of squared correlation coefficients between each component and the target (i.e. 

helix or strand content) was computed. Among the models with I  components, only the 

model with the highest sum was kept. Therefore, at last 20 models were tested and the 

authors reported that the models with nine and five predictors led to the best prediction 

results in terms of accuracy for helix and strand content precition, respectively.

In our prior contribution to protein content prediction, attribute indices 1-95, which are 

given in Table A 2 in the Appendix, together with the 400 element dipeptide composition 

vector were used to represent protein sequences and to design an MLR model [16]. 

Dipeptide is a pair of consecutive AAs. Two attribute selection procedures were used to 

independently design MLR prediction models for helix and strand. In the first one each 

feature was ranked according to its absolute correlation coefficient with the predicted 

target; the higher the correlation the more important the feature. The second attribute 

selection approach assigned importance to features based on the magnitude of their 

regression coefficients. Each selection method started with the complete set of attributes
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and proceeded by eliminating five least important features at each step. For both helix 

and strand content prediction, errors using four attribute subsets were reported:

1. The subset with the five most significant attributes

2. The subset with the lowest prediction error,

3. The subset with the best relative ratio between error and number of features.

4. The subset with the smallest number of attributes that does not result in a 

substantial drop in prediction accuracy.

In 2005, a Neural Network (NN) based approach was published. It used composition 

moment vector to represent protein sequences [33]. Two separate NNs were trained for 

helix and strand content prediction tasks. The authors compared the prediction results to 

sequence representation using composition vector and they concluded that composition 

moment vector was more informative and led to better results.

3.1.2 Secondary Structural Class-based Approaches

The a priori knowledge of secondary structural classes of proteins is recognized to 

improve content prediction. However this information is tightly related to content, i.e. to 

learn the structural class, the content and secondary structure must be known. The 

prediction of the structural class is a difficult task, and state-of-the-art methods achieve 

about 60% accuracy [17] [40]. Therefore, although we review two works that have been 

published in this category, we will not compare these results with ours since they require 

information, i.e. secondary structural class, that cannot be obtained from the protein 

primary sequence accurately only.

An MLR model for content prediction that requires knowledge of structural classes was 

proposed in 1998 [44]. In this paper, the secondary structural classes of proteins were
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incorporated by defining the following pairs of predictors (attributes): (1, 0) for the 

mainly- a  class, (0, 1) for the mainly- ft class, and (0, 0) for the a/3 class [44]. Based on 

a previous study the authors used different sets of AAs in determining different protein 

secondary structures, i.e. AAs A, E, M and L are associated with helices, while F, I, V, 

and Y are usually associated with strands. The other two predictors for helix (strand) 

content prediction were the sum of squares and the sum of coupling terms of helix 

(strand) main former amino acids. Moreover the composition vector, sequence length and 

squared sequence length were used to represent sequences. The protein secondary 

structural class assignment was performed according to the quantitative criteria given in 

Table 5 [44]:

Table 5. Secondary structural class assignment by Zhang et al. [44]

Structural Class CC -Helix content /3 -Strand content

mainly- (Tt >  40% <  5%

mainly- f3 <  5% >  40%

a/3 >  15% >  15%

In 2001, another MLR-based method was proposed [44]. The main difference between 

this and the previous method was that separate MLRs were trained for a ,  (3 and a/3 

structural classes [45]. Protein sequences were represented by the composition vector and 

ten auto-correlation functions based on the Fauchere Hydrophobicity index. Feature 

selection was performed for each MLR model; i.e. the attributes were sorted according to 

their linear correlation coefficients with the target. The procedure started with the most 

highly correlated feature and added one feature at a time, therefore resulting in 30 

different models. The regression equation leading to the least prediction error was used 

and reported. The assignment of structural classes for the dataset used by Zhang et al.
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[45] was based on protein three-dimensional coordinates (besides the secondary structure 

content) [27]. Elaboration on the assignment procedure is beyond the scope of this thesis. 

Here, we only report the secondary structure content thresholds for each class:

Table 6. Secondary structural class assignment by Zhang et al. [45]

Structural Class a  -Helix content P  -Strand content Parallel Strand Content

Mainly- CC >60% <5% _
Mainly- /3 <5% >40% —

a l  p — — Taken into account

a  +  p >15%  and <  55% >10%  and <  45% Taken into account

3.2 Comparison of Prior Works

3.2.1 Evaluation Procedures

The protein content prediction models have been evaluated through re-substitution (also 

called self-consistency) and cross validation statistical tests. The former measure 

evaluates a prediction model on the same dataset used for training (in-sample test), 

whereas in the latter case the training set is divided into k folds and training step is 

performed for k-1 folds and the resulting model is a test on the remaining fold (out-of- 

sample test). This procedure is repeated k times and the average prediction error is 

reported. For k  equal to the number of training samples, the test is called a jackknife test. 

The re-substitution test is not reliable, since it is biased due to testing the model on 

sequences that were used during the learning phase. Since early papers reported this test, 

it is still being reported for comparative purposes, although it is generally understood that 

these results are inflated. In protein content prediction, the test of choice that is reported 

in all contributions is the jackknife test. In some publications an independent test is
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performed instead of (or besides) the jackknife test. In such a case, the model is examined 

on a dataset different from the training one. The mean absolute error (13) is used to 

measure the accuracy of a content prediction model for helix and strand separately:

where S is the number of sequences in the dataset for which the prediction is performed,

y f s and y f red are the observed (true) and predicted secondary structure contents for

sequence i, respectively. The standard deviation of the prediction error, a  (Equation 14), 

is also reported.

3.2.2 Discussion

Table 7 and Table 8 show the model evaluation procedures and the accuracy measures 

employed in each of the eight and two approaches reviewed in sections 3.1.1 and 3.1.2, 

respectively. The homology level shows the level of sequence similarity among proteins 

in the training dataset.

The tables show that the composition vector was used in almost every contribution. Thus, 

we conclude that it provides useful information with respect to the protein’s secondary 

structure. However this information is not sufficient to achieve high content prediction 

accuracies. Adding auto-correlation functions led to a relatively significant drop in the 

prediction error [43]. Li and Pan added auto-correlation functions based on a new index,

s
pred

(13)
S

(14)
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M, (see section 2.4.1) and proposed a simple MLR model with a good prediction 

accuracy [24]. In this project we compare our content prediction results with Li and Pan’s 

[24] and Zhang et al.’s [45] results (see Chapter 6). The former work is the most recent 

and the best representative MLR model among the works published in this area. Since it 

has the highest prediction accuracy on the lowest homology dataset, it establishes a solid 

baseline to compare our work with. Although the latter work [45] utilizes secondary 

structural class information, we implemented and compared this recent MLR-based 

method with our approach assuming that the a priori knowledge of structural class is not 

provided. Another reason for comparing with this method is that our prior work showed 

that the attribute selection procedure suggested by Zhang et al. could lead to simpler yet 

accurate prediction models [16].

The NN proposed by Ruan et al. [33] distinguishes pure helices (1642 sequences with 

zero strand content) and pure strands (405 sequences with zero helix content) with high 

quality and in this regard it is superior to MLR models. However this could be due to a 

high homology level between the training and test sets. The NN is fed with composition 

moments vectors of orders one and two, and the authors conclude that prediction results 

for pure helices, pure strands and mixed structures are mostly better than the case, in 

which sequences are encoded using the composition vector. The only case where the 

composition vector provides more information is when the NN is trained for helix content 

prediction and the network is tested on a pure helix dataset.

To summarize, this chapter reviewed related work in chronological order. It introduced 

the content prediction evaluation procedure exploited in literature. Based on the 

evaluation criteria, which is the mean absolute error between predicted and true content
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values, the related works were compared with each other. The next chapter elaborates on 

problem definition and reviews project goals.
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Table 7. Comparison among content prediction approaches which don’t exploit a priori knowledge of structural class

Feature T rain ing  Set Independen t Test R e-substitu tion  T est C ross V alidation  T e s t1
Set Size Homolo Data H elix S trand H elix S trand H elix S trand

Method gy
Level

-set
Size e a e a e a e <7 e a e a R ef.

MLR CV 18 — _ — — — - — - _ 7.1% - 6.9% - [15]
NN CV, MolW, 

Heme
104 High2 15 5% 3.4 5.6% 4.9 4.1% 4.5 4.1% 3.4 -- - -- --

[26]

AVDT CV 166 <=35% - - - - - 12.6% 10.3 10.8% 9.1 14.3% 11.7 12.3% 10.4 [5]
MLR CV, A™ 261 <35% 347 9.9% - 8.3% - 7.7% 0.059 7.3% 0.057 8.7% 0.067 8.1% 0.065 [43]
MLR CV, A™, Am 704 <30% - - - - - 8.4% 0.07 7.7% 0.06 8.8% 0.073 8.1% 0.066 [24]
MLR CV 317 <35% 158 11.19% - 10.75% - 10.5% 8.99% 10.82% 9.19% [30]
NN CMV1,

CMV2 9159
1642s 14.5% - 0.0% - 6.5% - 6% - - - - - [33]

4054 0.0% - 13.4% - 6.5% - 6% - - - - -
1707 <25% — — — — - - — 12.6% 0.096 11.9% 0.099

MLR See legend 5834 -- - - - - -- -- - - - 11.28% 0.102 8.67% 0.006 [16]

1: All the tests are jackknife tests except for the ones by [16] which is 10-fold cross validation (10CV). 2: The homology level was high among the sequences in training set 
but low between the independent test dataset and the training set 3: Pure Helix 4: Pure Strand

o  Table 8. Comparison among content prediction approaches which exploit a priori knowledge of structural class

Feature Training Set Independent Test Re-substitution Test Jackknife Test
Set Size Homolo Data Helix Strand Helix Strand Helix Strand

Method gy
Level

-set
Size e a e a e a e O e <7 e a Ref.

MLR CV.N 120 <25% - - - — - 4.0% 0.039 3.5% 0.038 5.1% 0.053 4.5% 0.053 [44]
MLR CV, A™ 210 Low 143 5.5% 0.048 5.1% 0.05 5.2% 0.05 4.7% 0.047 5.8% 0.057 5.3% 0.053 [45]

Legend for Table 7 and Table 8:
—: not reported; CV: Composition Vector; CMV*: Composition Moment Vector of order k; MolW: Molecular Weight; AFH, AM: Fauchere and side mass chain based 
Auto-correlation functions Heme: Presence/absence of heme group; N: Sequence length. For more information on feature sets see section 2.4 
The features used by [16] are indices 1-95 listed in Table A 2 plus 400 dipeptide composition



Chapter 4 Problem Description

This chapter presents the formal definition of the prediction problem considered in this 

thesis, which is followed by an overview of project’s goals.

Secondary structure content of a protein refers to the portions of the sequence in helix,

strand and coil conformation normalized by the length of the sequence. Therefore, each

secondary structural content is a real number between zero and one. The sum of the three

contents is equal to one. As an example, we consider the primary and secondary

structures of the protein introduced in section 2.2 with 37 AAs:

PC SA F E F H C LSG E C IH SSW R C D G G P D C K D K SD E E N C A

CCCCCCEECCCCCEECHHHCCCCCCCCCCCHHHCCCC

The helix content for this sequence is 6/37, the strand content is 4/37, and the coil content 

is 27/37.

4.1 Problem Definition and Proposed Framework

Given a protein’s primary structure only, we attempt to predict helix and strand contents 

of the sequence (coil is excluded since it is an irregular structure; see section 2.2). As for 

any other learning problem, a training set is used to derive two separate helix and strand 

content prediction models. Figure 4.1 shows the general procedure employed for the 

protein secondary structure content prediction. First the protein sequences in the training 

dataset are represented as feature vectors (see section 2.4 for more details)11. Then the

11 We note that some feature groups overlap. These redundancies were eliminated and Table A 2 shows the 
final non-redundant feature list.
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two models are trained to predict helix and strand contents. Finally test sequences are 

applied to each model to compute the corresponding content values.

r>

i i

Protein primary 
structure

Sequence
representation

Model for helix 
content prediction

Model for strand 
content prediction

Result evaluation, 
feature filtering and 
new feature design

Figure 4.1. General approach for protein secondary structure content prediction problem

Equations (15) and (16) give a formal definition of the Multiple Linear Regression model 

we utilized for helix and strand content (i.e. ya and yp ) prediction:

ya =ao +Y;aifi (15)
i=i
» (16)

yp = bo+T ,bifi;=l

In these equations,/denotes an n dimensional protein feature vector. The elements of this 

vector are also called the regression predictors. The regression coefficients ao, aj... an 

(similarly bo ,bi,...,bn) are estimated using training data. Since helix and strand contents 

are real numbers between zero and one, any negative number prediction is rounded to 

zero, while predictions greater than one are rounded to one.

4.2 Project Goals

The thesis aims at providing an MLR-based method that improves the content prediction 

accuracy when compared with existing methods proposed in the related work section. To
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this end, four goals are investigated and we review them in this sub-section. A formal 

definition of these goals is provided in Chapter 6.

l.The objective is to cluster the proteins in the training dataset into a number of 

subsets, and derive separate MLR models for each of these subsets. An unseen protein is 

then classified into one of the clusters, and the corresponding MLR models are applied to 

predict its helix and strand contents (Figure 4.2). Since we anticipate that MLR models 

designed for specific data subset will perform better than a model extracted from the 

entire training data, the main issue is to minimize the classification error rate, so we 

minimize the number of times when a wrong MLR model is used.

ClassifierFeature vector

Prediction model for cluster C

Prediction model for cluster 1

Figure 4.2. Specialized prediction content models

In another approach we divide the training set into subsets based on one of the known 

sequence features, i.e. length and average hydrophobicity (one at a time). In this case, 

there is no classification required for the test sequences. Therefore, this approach seems 

to be promising due to the elimination of the classification error.

2.1n this project, an aggregation of protein features is used to represent protein 

sequences. The goal is to perform feature selection to select most informative features 

and eliminate unnecessary attributes with low contribution to content prediction. Also,
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since MLR is used, collinearities among attributes have to be eliminated. We used an 

attribute orthogonalization technique to remove collinearities among attributes.

3. Another goal is to design new informative attributes that can provide the model 

with a more comprehensive knowledge for helix and strand content prediction. Therefore, 

we propose to incorporate some statistical patterns, such as polypeptides that are common 

for specific secondary structures, to design new features.

4. The fourth goal is to compare non-linear regression models with MLR. The effect 

of different base functions such as quadratic, cubic, and exponential functions was 

investigated.

To summarize, this chapter presented the formal definition of the protein secondary 

structure content prediction problem studied in this thesis. It also reviewed the project 

goals. The next chapter talks about experimental setup in terms of datasets, data 

preprocessing steps and platform.
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Chapter 5 Experimental Setup

This chapter describes the datasets that were used for training and testing, as well as the 

data preprocessing procedure. Finally, the platform that was used to run the experiments 

is described.

5.1 Datasets

In this project, PDBSelect25 is used as the dataset to train and test our proposed 

secondary structure prediction models. This dataset has sequences with less than 25% 

sequence homology and it is a non-redundant representative subset of PDB [11]. This 

dataset excludes sequences from PDB that satisfy the following criteria:

1. Contain more than 5% non-standard AAs, i.e. residues other than the 20 common 

AAs12.

2. Have less than 30 AAs.

3. Are measured with a resolution greater than 3.5 Angstrom.

4. Have R-Factor greater than 30%13.

We used PDBSelect25 version from Nov. 2004 that has 2,485 sequences. The dataset was 

further processed to exclude additional sequences according to the following criteria:

1. Sequences with any number of non-standard AAs.

2. Sequences with a helix fragment shorter than three residues. Such sequences are 

artifacts since helix fragments should be at least three to five residues long (see 

section 2.2).

12 These AAs are typically termed UNK in PDB files, and they are modified residues.
13 The R-Factor is commonly used to measure the quality of protein models obtained in X-ray 
crystallography.
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Finally, 2,187 sequences were left in the dataset. Each sequence was represented with 

140 numerical attributes, which were calculated according to feature description given in 

section 2.4.

As described in section 3.2.2, the highest content prediction accuracy was reported by Li 

and Pan [24]. To compare with their results, we obtained the dataset with 704 sequences 

that was used in their paper. We managed to obtain 681 sequences from the original 

dataset and after filtering according to the aforementioned criteria, 642 sequences were 

left in this dataset. The sequences that were highly homologous, i.e. with a homology 

level greater than 40%, to our design dataset, i.e. PDBSelect25, were removed from the 

Li and Pan’s dataset. As a result, 384 sequences were left. This low homology dataset is 

referred to as LiPanLH in the rest of the document.

PDBSelect90 [11] is another dataset that was used in this project (see section 6.4.1). It 

contains 8,595 highly homologous proteins. This dataset was filtered according to the 

same criteria for PDBSelect25, which resulted in 7,544 sequences.

The former two datasets were used to evaluate quality of the proposed prediction methods 

while the latter dataset was used to design new attributes.

5.2 Data Preprocessing

5.2.1 Attribute Normalization

Different attributes have different ranges of values. For example, molecular weight and 

length have larger values than other attributes by an order of magnitude, and thus could 

easily outweigh them. Therefore, each attribute is normalized to values between zero and
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one with respect to the distribution of the values among all the sequences. Min-max 

normalization method was used for each feature j  and sequence i [8]:

NewVal- = (17)

where Val^m and Val^x denote the minimum and maximum values of feature j  among 

all sequences, respectively.

5.2.2 Attribute Collinearity

Since this research applies MLR to perform prediction, a high correlation, i.e. near-linear 

relation among attributes, has to be avoided. The MLR formulation from Chapter 4, i.e. 

equations (15) and (16), can be re-written as follows:

where F  represents the training feature matrix (with proteins in rows and features as 

columns), A  and B are vectors of the coefficients to be estimated, and Ya and are

vectors containing true helix and strand contents for proteins in the training set, 

respectively. Equations (18) and (19) can be rewritten as follows [9] (T  denotes matrix 

transpose):

If there is strong collinearity between features, the determinant of matrix F T F  will be 

close to zero. In this case the estimated coefficients may be larger than what is expected

(18)

(19)
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or may be negative contradicting the purpose of the corresponding feature [9]. Therefore, 

one more preprocessing step was undertaken prior to using the dataset to compute the 

MLR models. One of each two attributes that were collinear was eliminated. The attribute 

with a higher correlation with the target content was kept.

The PDBSelect25 and LiPanLH datasets were used to establish cut-off thresholds for the 

correlation coefficient value to eliminate pair wise collinear attributes. Figure 5.1, Figure 

5.2, Figure 5.3 and Figure 5.4, depict how helix and strand content prediction errors 

change for PDBSelect25 and LiPanLH as the threshold changes from 1.00 to 0.80. Based 

on this experiment the cut-off points of 0.90 and 0.99 for PDBSelect25, and cut-off 

points of 0.85 and 0.86 for LiPanLH were selected for helix and strand, respectively. 

Table A 3, Table A 4, Table A 5 and Table A 6 present the attribute lists after pair wise 

collinearity eliminations for datasets PDBSelect25 and LiPanLH.

112 

g 111.

! « *I 109

' 1 0.06 0.88 0.94 0.82 0.9 0.88 0.86 0.84 0.82 0.8

Correlation Coefficient

Figure 5.1. Effect of linear correlation among 
attributes on helix content prediction for 

PDBSelect25 dataset

tOCVTeat

Figure 5.2. Effect of linear correlation among 
attributes on strand content prediction for 

PDBSelect25 dataset

38

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



£  6.5

Figure 5.3. Effect of linear correlation among 
attributes on helix content prediction for 

LiPanLH dataset

Figure 5.4. Effect of linear correlation among 
attributes on strand content prediction for 

LiPanLH dataset

5.3 Platform

The experiments were implemented in Matlab 6.5 Release 13, and Weka 3.4.514. Weka is 

an open-source software that implements a collection of data mining algorithms and data 

visualization tools in Java.

To summarize, this chapter introduced the datasets PDBSelect25, PDBSelect90 and 

LiPanLH which are used in this project. It also talked about the data preprocessing steps,

i.e. attribute normalization and attribute pair wise collinearity elimination. The next 

chapter presents the formal definition of project goals and experimental results compared 

with state-of-the-art published work.

14 Waikato Environment for Knowledge Analysis (http://www.cs.waikato.ac.nz/ml/wekay)
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Chapter 6 Experiments

This chapter is organized as follows. First the helix and strand content prediction results 

on PDBSelect25 using the base MLR model (introduced in section 4.1) are presented. 

Next the formal definitions of the project goals, which are pursued to improve the content 

prediction accuracy of the base MLR model, are given and the experimental results for 

PDBSelect25 for each goal are presented. The results are summarized and the best 

prediction model configurations are found and tested on the LiPanLH dataset. The 

methods proposed by Li and Pan [24] and Zhang et al. [45] are implemented and tested 

on both PDBSelect25 and LiPanLH datasets and the results are compared with results 

achieved by our methods.

6.1 The Base MLR Model

This section presents the prediction results when the feature sets listed in Table A 3 and 

Table A 4 are utilized to derive MLR models for helix and strand, respectively. 

According to Table 9, the base MLR predicts strand content more accurately (e=8.30%) 

than helix content (e=\ 1.08%). e denotes the mean absolute error (Equation (13)).

Table 9. Content prediction errors for the base MLR model

Helix Strand
Re-substitution 10CV* Re-substitution 10CV*
e (%) | <J e(%) O e{%) a e(%) a
10.6i7, J 0.09 11.08 0.09 -■i'8.23 0.07 8:30 « 0.07

*: 10-Fold Cross Validation

This model is used as a baseline to develop and evaluate improved MLR models. Table 

10 and Table 11 show the attribute indices and the corresponding coefficients for each 

prediction MLR model.
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Table 10. Helix prediction MLR coefficients
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Table 11. Strand prediction MLR coefficients
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Attributes that have positive coefficients in helix content prediction MLR and negative 

coefficients in strand content prediction MLR are shown in bold in Table 10 and Table

11. Attributes that have negative coefficients in helix content prediction MLR and 

positive coefficients in strand content prediction MLR are underlined in Table 10 and 

Table 11. Table 12 and Table 13 show the attributes with opposite signs in helix and 

strand content prediction MLRs.

Table 12. Attribute with positive and negative Table 13. Attribute with negative and positive
coefficients in helix and strand content prediction coefficients in helix and strand content prediction

MLRs respectively MLRs respectively

Index Attribute
93 OG; Tiny group
91 OG; Aromatic group
90 OG; Polar group
89 OG; Charged group
77 EG; Weak electron acceptor group
76 EG; Electron acceptor group
66 RG; Positively charged group
64 RG; Nonpolar aliphatic group

Index Attribute
132,133,137 A f ’ , w=l, 2 ,6

107,108,110 A ™  ,n = 3 ,4 ,6

96,97,100 A ™ , n = l , 2 , 5

95 OG; Polar uncharged group
94 OG; Bulky group
88 CG; OH group
87 CG; NH group
84 CG; CH3 group
82 CG; CH2 group
81 CG; CH group
79 CG; C group
78 EG; Neutral group
74 EG; Electron donor group

It is interesting to note that the composition value for AA V (attribute with index 21) has 

the highest positive coefficient value in strand content prediction MLR. This is consistent 

with A A frequencies given in Table 1, which shows that this AA is the most frequent AA 

observed in strand. A composition moment vector of order one for AA A (attribute index 

24) has a positive coefficient value in the helix content prediction MLR. This is also 

consistent with AA frequencies given in Table 1, which shows that this AA is frequently 

observed in helix.
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6.2 Goal 1

In this section the effect of specialized MLR models on prediction accuracy is 

investigated. Two different approaches are pursued and presented in the following sub­

sections, where models are created for subsets of the training data.

6.2.1 Clustering and Classification

The training set is clustered into C clusters with regard to helix, strand, and coil contents. 

As a result, sequences with similar content values are grouped in the same clusters. 

Separate MLR models for helix and content prediction are derived for each cluster c. The 

parameters for each model (ac, for helix and bCi for strand) are computed according to the 

following equations:

n

y ca = a co+ Y , a cifi (22)
1=1

y c f i = bc o + 1£ bcifi (23)
;=i

After clusters are established, a test protein is classified into one of the clusters and the 

corresponding prediction model is applied. The classification is performed based on the 

attributes listed in Table A 3 and Table A 4 for the trand and helix content prediction, 

respectively. We experimented with both clustering and supervised classification 

algorithms. For clustering algorithms, we ran experiments with K-Means and 

Hierarchical clustering. For supervised classification algorithms, we ran experiments with 

Decision Tree, Probabilistic NN (PNN), and Discriminant Analysis (DA). A brief 

description of each of the clustering and classification algorithms is provided next.
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0 Clustering Algorithms:

1. K-Means Clustering Algorithm initializes clusters with K  randomly chosen 

sequences as the cluster centers (K  is a parameter defined by the user). Then it 

assigns each sequence to the closest cluster center. In the third step the centroid of 

each cluster (the mean of sequences within the cluster) is found and the cluster 

center is assigned to the cluster centroid. The algorithm iterates with refining this 

initial cluster assignment by re-assigning sequences to the closest centroid. This 

procedure is repeated until convergence or termination [18].

2. In Hierarchical Clustering Algorithms [8], initially each sequence forms a cluster 

that contains only one sequence, which turns out to be the centroid of that cluster. 

In an iterative scheme, the two most similar clusters are identified and merged to 

form an agglomerated cluster, reducing the number of clusters by one. Several 

alternatives exist for finding the distance between clusters. In the Single Linkage 

approach, this distance is equal to the distance between nearest sequences of two 

clusters. In the Complete Linkage approach, this distance is equal to the maximum 

distance between sequences of two clusters. In the Average Linkage approach, this 

distance is equal to the distance between the centroids of two clusters. We used 

single linkage approach in our experiments with hierarchical clustering algorithm.

0 Classification Algorithms:

1. Probabilistic Neural Networks (PNNs) learn to estimate a probability density 

function for training data. PNN follows the optimal Bayesian classification rule 

[34]. The a posteriori probability is used to assign a sequence S to class Cjt among
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possible classes, that maximizes P(S\cj)P(cj). We used the radial basis function for 

probability density estimation.

2. Decision Tree classifiers partition training data based on attribute values. It starts 

with a single node (root) that includes all sequences. Then it finds an attribute that 

can split the sequences into subsets that reduce entropy with respect to a class 

attribute. It continues this procedure until the majority of sequences in tree leaves 

belong to one class, or there are no more attributes to split on [8]. We used the Gini 

index as the split criterion [8]. For a dataset D that contains S  sequences from C 

classes, the Gini index is defined as follows:

c
Gini(D) = l - £ f f  (24)

i= i

where F, shows the relative frequency of class i in D.

If D is divided into D/ and £>2 subsets with Si and S2 sequences respectively, the

Gini index is defined as follows:

S  S
Gini(D) = —  Gini(Dx) + — Gini(D2) (25)

S  S

The attribute that gives the smallest Gini index for D is selected to split the dataset

[8].

3. Discriminant Analysis (DA) performs classification via classification functions 

[10]. We experimented with linear, quadratic and Mahalanobis functions. Only the 

results of linear functions are reported since they lead to the smallest prediction 

errors. The classification model includes a set of linear functions, one per each
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class. For each class an MLR is derived and a test sequence is then fed into all 

functions to get a ‘score’ for each class. The sequence is assigned to the class with 

the highest score [10].

The experiments were performed using the following four different distance 

(dissimilarity) measures for K-Means and Hierarchical clustering algorithms [18] [22]:

Squared Euclidean 

City Block: 

Cosine:

i=1

±x,r,
d =

x y

Correlation d - 1 -------  2_,-(--------- )(--------)
n - 1 i=1 S y  S y

where X  and Y are feature vectors extracted from protein sequences; each vector has n 

attributes. X  (Y )  and sx ( sY) are the mean and standard deviation for X  (Y). The 

Squared Euclidean distance always led to the smallest prediction error during the tests. 

Therefore, we only report the results for this distance measure.

The hierarchical clustering algorithm created some small clusters. The number of 

sequences in those small clusters was less than the number of features. Thus it was not 

possible to continue the experiment with this clustering algorithm, i.e. MLR model could 

not be derived. Table 14 presents the content prediction errors when the K-Means 

clustering algorithm is paired with each of the classifiers; the best results are shown in 

bold.
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As the number of clusters increases, the prediction models tend to be over-trained, i.e. the 

re-substitution error drops but the 10CV error increases. The DA classifier gives the best 

results since it does not lead to significant differences between test and train errors when 

compared to other classifiers. The model consisting of K-Means and DA leads to 

virtually the same prediction results as the base MLR does (11.08% for helix and 8.30% 

for strand).

Table 14. Prediction results for the K-Means algorithm
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Since the dataset is classified based on secondary structure contents, the classification 

problem resembles the protein structural class prediction problem (for more information 

on protein structural class see section 3.1.2) that is a difficult open problem for low
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homology datasets [17] [40]. The model configuration discussed in this section does not 

lead to improvement in content prediction compared to the base MLR, since sequences 

are classified into wrong classes and thus wrong MLRs are applied to perform the content 

prediction task. The following sub-section presents a different approach to derive 

specialized prediction models, which addresses this problem by eliminating the need to 

classification.

6.2.2 Grouping based on an Attribute

The objective is to group sequences based on a feature that is derived from the primary 

structure only. We experimented with grouping based on the sequence length and average 

hydrophobicity. The following two paragraphs describe the motivation behind choosing 

these two criteria for grouping. Equations (22) and (23) (section 6.2.1) give the formal 

definition of the problem studied for this goal.

0 Sequence Length

Grouping based on length was reported to be useful in structural fragment 

classification [13]. A structural fragment is defined as the longest fragment of protein 

sequence corresponding to the same secondary structure. This was our motivation to 

derive specific MLR models for sequences of different length.

° Sequence Average Hydrophobicity

The motivation behind picking average hydrophobicity is to investigate whether there 

is a relation between hydrophobic tendency of a protein and its helix/strand content. 

Several other researchers also acknowledged the importance of the relation between 

hydrophobicity and the structure [45] [24].
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As both Table 15 and Table 16 show, the models tend to be over-fitted when the 

number of groups increases; the best results are shown in bold. Grouping based on 

sequence length leads to better results when compared with average hydrophobicity. 

However, the base MLR model is superior to both approaches discussed in this sub­

section.

Table 15. Prediction results when grouping sequences by length

Helix Strand
# of 

groups
Re-substitution 10CV Re-substitution 10CV
e(%) <T e(%) a e  (%) I <7 e (%) | a

2 10.31 0.09 ■11:19'* 0.09 7136 I 0.06 8.27 0.07
3 10.10 ' 0.08 11:38.*. 0.10 96.96 - 0.06 -8.51- 0.07
4 ..9.80 * 0.08 I'l (19 0.10 6.07 0.06 8.71. 0.07
5 - 9.51' 0.08 '11:83 0.10 '6.33 - 0.05 y.05 0.08
6 9.44 0.08 ynris 0 .10 -6.21 0.05 9.7()J. 0.08
7 .9.07? • 0.07 - i 2V31 -' 0 .10 5 r.9- 0.05 9.78- 0.09
8 : 8.83 0.07 - 12.61 0.11 5.58 .■ 0.05 «10.68̂ 0.09
9 8.63 : 0.07 lr2.98 0.11 .5.19 0.05 11 00 0.10
10 8.51 0.07 1-3.23 ■ 0.11 m ; : 0.04 *■11.92 0.10

Table 16. Prediction results when grouping sequences by average hydrophobicity

Helix Strand

# of 
groups

2
3
4

5
6
7
8
9
10

Re-substitution 10CV Re-substitution 10CV
e(%)

; 10.31
,10.10

, 9 .8 |g §  
9.56  

:: .9.41 . 

9.17" ’
8 9 8 1

8:45•a

a

0.09
0.08
0.08
0.08
0.08
0.08
0.07
0.07
0.07

e(%) I <7 

1131 0.10 
11 .39- 0.10
1 r (>3 0 .10  

.11.’82 -  0.10 
. 12.‘1 I “! 0.10 

12.60 0.11 
12.81 0.11 

•03  .'42 0.11 
13.80 | 0.12

e  (%) I a  
7.44 .  0.06
7.1553; 0.06 
6.95- 0.06 

i'-6l56‘ ■ 0.05 
’ 0 23 ----- 0.05 

5.94. 0.05 
..5 .64  -  0.05 

5 29 0.04 
4.95':>| 0.04

e  (%) <7 

0.08

49

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



6.3 GoaI2

In this section the effect of feature selection and feature extraction on the content 

prediction accuracy is investigated. One feature extraction approach and two feature 

selection techniques, which are specific to regression-based models, are followed.

6.3.1 Feature Selection

The objective is to choose a concise subset of the aggregated set of 140 attributes. First 

we present the formal definition of the employed attribute selection procedures and then 

we report the prediction results when each procedure was applied.

1. Forward Selection 

This method starts with the feature that has the highest absolute correlation coefficient 

value with the predicted content. The second feature is added to the model such that it 

leads to the best two-variable model given that the first feature is already included in the 

model [9]. Thus the method proceeds by adding one attribute at a time provided that the 

attribute leads to the least Residual Sum of Squares (RSS) compared to other attributes 

not in the model. RSS is computed according to the following equation:

RSS = f j (y°bs- y r d)2 (26)
1=1

where y°bs and y f red are the observed (true) and predicted secondary structure contents

for sequence i, respectively. The stopping criterion is based on the F-statistic for testing 

the hypothesis that the estimated coefficient for the attribute to be added is zero [9]. 

Therefore, assuming that k features are already in the model; attribute j  is added to the 

model if the following inequality is satisfied [9]:
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FStatj = max(-
RSSk RSSk+] 

RMSk+l
■) > FStatm (27)

where RSSk is the residual sum of squares for the current model, and RSSk+j and RMSk+i 

are the residual sum of squares and residual mean of squares, respectively if attribute j  is 

included in the model. The value FStatin = 2 is usually used regardless of the degree of 

freedom [9].

2. Backward Elimination

This method begins by fitting a model using all features. Next, it eliminates the least 

significant feature, which is measured by the magnitude of the /-statistic, at each step [9]. 

Given that the model includes k attributes; attribute j  is considered for deletion according 

to the following inequality (Equation (26) defines RSS):

where RSSk.i is the residual sum of squares if feature j  is eliminated from the model, and 

RSSk and RMSk are the residual sum of squares and residual mean of squares for the 

current model, respectively. The value FStatout= 2 is often used [9].

The forward selection and backward elimination algorithms were applied to PDBSelect25 

to select a subset of attributes in Table A 2. The selected subsets, which were utilized to 

encode sequences in LiPanLH to perform content prediction, are presented in Table 17.

FStatj = min(
RSSk_, -R S S  

RMS>
■) < FStat0Ul (28)
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Table 17. Selected attributes for each structure

Attribute
Selection
Algorithm

Structure Number of 
Selected 

Attributes

Selected Attributes

Forward
Selection

Helix 47 1 3 4 7 13 15 20 21 22 24 27 29 32 34 43 44 49 52 54 56 60 63 66 69 71 
73 96 97 98 99 100 102 104 105 106 107 108 114 117 118 119 133 134 
135 137 138 140

Strand 56 4 5 13 19 21 22 24 25 27 29 31 32 33 34 39 41 42 43 45 46 47 48 49 50 
52 55 56 57 58 59 60 62 63 65 71 84 92 97 98 99 101 103 104 105 106 
107 108 110 113 119 120 133 134 135 136 138

Backward
Elimination

Helix 89 1 2 3 5 6 7 12 13 14 19 22 24 29 30 31 32 33 34 35 36 38 39 40 41 43 44 
51 53 54 55 58 61 64 65 66 68 75 76 79 80 81 82 83 87 88 89 94 96 97 98 
99 100 102 103 104 105 106 107 108 111 112 113 114 115 116 117 118 
119 120 121 122 123 124 125 126 127 128 129 130 131 132 133 134 135 
136 137 138 139 140

Strand 88 1 2 6  11 13 14 15 17 18 20 21 24 25 26 27 28 29 30 31 32 33 34 35 36 37 
38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 
62 63 64 65 66 70 71 72 74 76 77 78 79 80 81 82 88 91 94 97 98 99 101 
102 104 105 106 107 108 115 119 120 123 125 133 134 135 136 138

Table 18 shows the helix and strand content prediction errors when using attributes in 

Table A 5 and Table A 6 to derive base MLR models for helix and strand content 

prediction on LiPanLH (see section 5.2.2).

Table 18. Prediction results on LiPanLH using base MLR model

Helix Strand
Re-substitution 1 10CV Re-substitution 10CV

e("i) a  | e m  a e ("<) a e(%) a
7.49 0.06 1 9.77 1 0.08 -6 :1 0 * 0.05 - 7 - 9 3 - 0.07

According to Table 19, applying forward selection leads to lower prediction errors for 

both helix and strand compared to backward elimination and the base MLR model. 

Moreover this attribute selection algorithm gives smaller subset of attributes.

Table 19. Prediction results on LiPanLH using the selected attributes

Helix Strand
Attribute Selection 

Algorithm
Re-substitution 10CV Re­

substitution
10CV

e(%) a e(%) a e(%) a e(%) 1 a
Forward Selection •/♦oiijji 0.06 » 9  1j0 | 0.07 1 6.2'6f: 0.05 '7.59 rJ 0.07
Backward Elimination 7IO 0.05 "*9.83 1 0.08 ?'5.86f,*: 0.05 3 8 .2 lll 0.07
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6.3.2 Feature Extraction

“Principal Component Analysis (PCA)

In Chapter 4 we discussed the problem of collinearity among features in an MLR model. 

One way to deal with this issue is to express the model based on a new set of attributes 

that are linear transformations of the original attributes [9]. Based on MLR formulation 

originally presented in Chapter 4, the following equation holds (we present the analysis 

only for helix since for strand the steps are identical):

Ya = FA (29)

where Ya is a vector containing the true helix content for proteins in training set, matrix F 

is the feature matrix and A  represents the vector of coefficients to be determined. Let C be 

the correlation matrix of F, and E be the orthogonal matrix of eigenvectors of C. The new 

model is formulated as follows:

Ya = PX (30)

where P = FE. The new orthogonal features are defined by columns of P and are called 

the Principal Components. Matrix X  represents the coefficients in the transformed model. 

In principal component regression, some features can be eliminated based on the 

magnitude of the eigenvalues of E. Usually features PlP2...Pk are deleted from the model 

if their corresponding eigenvalues XlX2-..Xk are small.

The PCA was applied to PDBSelect25 (using all the 140 attributes) and the eigenvalue 

thresholds leading to the least prediction error were reported for each of helix and strand,

i.e. 8.1776e-009 and 2.0029e-008. Next the transformation matrix E  and thresholds were
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applied to build MLR prediction models on LiPanLH (Table 20). Comparing the base 

MLR results on LiPanLH (Table 18), i.e. e=9.77% and e-1.93%  for helix and strand 

respectively, it is concluded that the base MLR leads to better prediction accuracy.

Table 20. Prediction results using PCA on LiPanLH

Helix Strand
Re-substitution 10CV Re-substitution 10CV
e  (%> a e (%) 1 <7 e(%) a e(%) 1 a
7.78 | 0.06 ■ 9:90'' 1 0.08 6:60*- 0.05 * # 8 .7 5 '- | 0.07

6.4 Goal3

This goal is to design new attributes that provide the MLR prediction models with more 

useful information about the secondary structure content. The new attributes are then 

added to the original feature set, which is used in section 6.1.

6.4.1 Secondary Structure-Derived Polypeptides

The objective is to find a set of polypeptides (all of the same length) that are commonly 

observed in each of helix and strand structures. One attribute for a sequence is the sum of 

frequencies of each polypeptide in the corresponding protein sequence. Therefore, 

considering polypeptides of the same length, two new attributes are derived; one for each 

structure. We experimented with di-peptides, tri-peptides, and tetra-peptides. 

PDBSelect90 (see section 5.1) was used to derive the set of polypeptides. This dataset 

contains sequences with high homology. The sequences highly homologous to sequences 

in PDBSelect25, i.e. more than 40%, were removed from the dataset. As a result 4,746 

sequences were kept. This dataset is referred to as PDBSelect90LH from now on. The 

procedure to extract the set of polypeptides (i.e. di, tri, and tetra) follows:
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1. Scan PDBSelect90LH and report the frequency of each polypeptide observed in 

helix across the entire dataset;

2. Normalize each frequency to the frequency of the corresponding polypeptide 

disregarding the secondary structure;

3. Sort polypeptides with regard to the normalized frequencies;

4. Based upon a threshold, keep the most frequent polypeptides.

Given that ji and o ' represent the mean and standard deviation of the frequencies 

respectively, the cut-off points considered for helix and strand polypeptides separately, 

are as follows:

ju + ko ' where k e  {0.1, 0.2, 0.3, ... ,1}

The sets of di-peptides and tri-peptides mainly observed in helix (strand) include di­

peptides with all residues in helix (strand). However for tetra-peptides two different sets 

for each structure are considered: a set including tetra-peptides with three residues of the 

same secondary structure, and a set including tetra-peptides with all four residues of the 

same secondary structure.

Table 21 and Table 22 show the best result, for PDBSelect25, obtained by trying all cut­

off points and adding the two new attributes to the original feature set for helix and strand 

content prediction MLRs, respectively; the best results are shown in bold.

The tables show that the lowest helix (strand) content prediction error, i.e. 10.82% 

(8.10%) 10CV error, is achieved by adding the tetra-peptide (with all four residues of the 

same secondary structure) based attributes. As described in section 6.1, the base MLR 

model gives 11.08% and 8.30% 10CV errors for helix and strand content predictions. 

According to a paired t-test, improvements achieved by adding the two new attributes are
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statistically significant at 99.75% (7=4.186) and 99.95% (7= 12.947) confidence levels for 

helix and strand, respectively, when compared to results of the base MLR model.

Table 21. Prediction results for helix with two new attributes

Polypeptide Number of residues Cut-off point | Helix ||
of the same secondary | Re-substitution | 10CV ||

structure e(%) a e(%) a

Tetra-peptide 3 + for helix;
/ /  + 0 .3(7 'for strand [ ; m | 0.10 0.09

Tetra-peptide 4 / /  + 0.8(7' for helix; 
ju  + 0.7ct' for strand

0.09 K“i 0.09

Tri-peptide 3 jU + 0 .2 (7 ' for helix; 
H  + 0.8(7' for strand ’fd r sd i 0.09 i-; 10.91.1 0.09

Di-peptide 2 H  + 0.8(7' for helix; 
f i  + 0.7(7' for strand 1m 0.09 §11 0.09

Table 22. Prediction results for strand with two new attributes

Polypeptide Number of residues Cut-off point Strand
of the same secondary Re-substitution 10CV

structure e(%) <7 e(%) a
Tetra-peptide 3 JU + 0.7(7' for helix; 

/ /  + 0.1(7' for strand "7-80,, 0.06 .8.25 J 0.07

Tetra-peptide 4 H + 0.6(7' for helix;
7.06

j  K  —:
0.06 : B j o.WH + 0.2(7' for strand

Tri-peptide 3 H + 0.2(7' for helix;
« . . .  yr  • •

: 7.73
- 4 :  r-«

0.06 8!T6 0.07
H + 0.5(7' for strand

Di-peptide 2 / /  + 0.4cr' for helix; 
H + 0.8cr' for strand *7 .80“

iifSe. l l ' - "  t  ■ ‘r.
0.06 822^ 0.07

6.5 Goal4

The last goal aims at studying the effect of non-linear base functions on the accuracy of 

the regression based model. The functions experimented with are as follows:
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1. Quadratic, Cubic and 4th order regression:

k n

ya = ao+'E'Lajifij (31)
j= i i=l 
k n

yp =K+TLbnf> (32)
j =1 /=1

k determines the order of the regression function, i.e. k=2 for quadratic, k=3 for cubic 

and k=4 for 4th order regression.

2. Exponential:

n

ya =(  1 + exp(a0 + £  ) ) ( 3 3 )
1=1

n

yf i =(l  + exp (b0 + £  f lbi))"' (34)
i—i

3. Fourier Transform Coefficients:

n
y a = a o + Z  sin(/,^)«i, + cos(/,7T)a2i (35)

t=l
n

^  = 0̂ + Z  sin(/i^)*n + cos( f tn)b2i (36)
i=l

In the above equations, and are the estimated helix and strand contents

respectively; is the feature vector of a protein sequence with n elements; a and b are the 

vectors of coefficients to be estimated by the helix and strand content prediction models, 

respectively.

Table 23 shows the result for each non-linear function; the best results are shown in bold. 

For higher order linear regressions, i.e. quadratic, cubic and 4th order regression, 

increasing the order makes the model more over-fitted. The exponential based helix
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content prediction model converged in neither re-substitution nor 10CV tests. The model 

based on this function significantly deteriorates the strand content prediction accuracy. 

The Fourier Transform Coefficients is slightly inferior to the MLR model. Finally, it is 

observed that the Quadratic function is the most accurate among the tested functions. 

However the MLR model is superior (e - \  1.08% for helix and e=8.30 for strand) to all 

the non-linear functions.

Table 23. Effect of different base function on the regression model

Non-Linear Function ] Helix |I Strand |
| Re-substitution || 10CV || Re-substitution | 10CV

e(%) a e{%)\ <7 e (%) I a e (%) \ a
4'*1 order regression A jO M 0.08 11:64 | 0.10 ,(i.(>5 1 0.06 §='&3.28| 0.10
Cubic 9 .9 fl 0.08 0.10 ^ 6 .9 8 * 0.06 8.84?' 0.08
Quadratic 1 ().31g 0.08 I.M.f.33.: 0.10 1 0.06 sfe8?l6iSi 0.07
Exponential .m.-aSfe 0.09 0 .1 0  I T8:84':.*| 0.15 ia » iS 7 S  0.15
Fourier Transform Coefficients 10.63 0.09 | -:-U.85 ■ | 0.10 | 0.06 in s i s t  1  0.07

6.6 Comparison with Related Work

Table 24 summarizes the best results achieved for different goals. The most successful 

configurations from each goal are applied on LiPanLH (which is a low homology dataset 

containing sequences with low homology to sequences in PDBSelect25) and Table 25 

presents the outcomes. Moreover each table presents the result of Li and Pan’s approach 

[24] and Zhang et al.’s [45] on the corresponding datasets; the best results are shown in 

bold. Table 26 and Table 27 show results of the t-test based significance test. It shows 

which of our proposed approaches lead to significantly better results than those reported 

by Li and Pan [24], and Zhang et al. [45]. A negative t value shows that the 

corresponding model approach is inferior to the model compared with. The significant 

results are shown in bold.
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Table 24. Summary of best results by different goals on PDBSelect25

Method Helix Strand
Re-substitution 10CV Re-substitution 10CV
e(%) £7 e{%) £7 <?(%) a e(%) a

Base MLR 10.61 ,' 0.09 ■11.08 ? 0.09 0.06 8:30 0.07

Goal 1: K-Means + DA (two 
clusters) n . i i ’j  o .io n $ . ' l 0.11 ■A'78.'; 0.07 ’H U

0.07

Goal 1: divisions based on length 
(two groups) 10 M 0.09 •\ 11.19 ., 0.09

W 6
0.06

I?1!*'*-
| 27- 0.07

Goal 3: Tetra-peptides of the 
same secondary structure ; 1 0 .4 1 2 0.09 7:10.82

“ '■1
0.09 Z: 0.06 0.07

Goal 4: Quadratic regression 10.32' : 0.08 IL 3 3 -1' 0.10 0.06 8:46^
it* “ •

0.07

Li and Pan’s approach [24] l n i g 0.10 " 11.601 0.10 X S ? ; 0.07
. A  ■

0.07

Zhang et al.’s approach [45] II.4K 0.09 ■11.56 0.09 0.07 8.76 0.07

Table 25. Prediction results on LiPanLH dataset

Method Helix Strand
Re-substitution 10CV Re-substitution 10CV
e (%) £7 e (%) | £7 e(%) I £7 e(%) er

Base MLR 0.06 9 .7 7 - 0.08 ■ 6 : i^ ! 0.05 ■^23 V .,.f ■. 0.07

Goal 1: K-Means + DA (two 
clusters) 6.17 ' 0.07 0.09

«.•** .
£ » J

0.06 ^ . 4 9  ■' *■*.'' '• .. .’
0.09

Goal 1: divisions based on length 
(two groups) 7 6.15 0.05 li'.R i/’j 0.09 0.04 is ® ! 0.07

Goal 2: Forward selection 7.83 1 0.06 9.10V j 0.07 "■&26̂ ";1 0.05 0.07

Goal 2: PCA 7.78 0.06 9.90 ?  , 0.08 6.60 % 0.05 0.07

Goal 3: tetra-peptides of the 
same secondary structure

7.21 0.06 9.16 '■ 0.07 0.05 § |S V 0.06

Goal 4: Quadratic regression : 6,14 \ 0.05 10.81 0.10 0.04 0.09

Li and Pan’s approach [24]
* 8,-29, 0.07 _ 9.10 J 0.08 6.8f^:^ 0.06 0.07

Zhang et al.’s approach [45] ■■8.461 !■ 0.07 , p - i l  \ 0.08 0.06 0.06

Combination of Goal 2 and new 
attributes from Goal 3 (CM) ,t7.39 1 0.06 '8.75 \ 0.07 6.1I2-. 0.05 . us­ 0.07
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Table 26. Paired t-test results on PDBSelect25

Method Helix Strand
Li and Pan’s [24] Zhang et al.’s [451 Li and Pan’s [24] Zhang et al.’s [45]

Significant Level Significant Level Significant Level Significant Level
Goal 3* Yes

(<=4.134)
99.75% Yes

(1=3.916)
99.75% Yes

(1=9.255)
99.95% Yes

(1=8.437)
99.95%

Base
MLR

Yes
(1=3.238)

99.5% Yes
(1=3.019)

99% Yes
(1=6.306)

99.95% Yes
(#=5.839)

99.95%

*: tetra-peptides of the same secondary structure

Table 27. Paired t-test results on LiPanLH

Method Helix Strand
Li and Pan’s f24] Zhang et al.’s f451 Li and Pan’s f24] Zhang et al.’s [45]

Significant Level Significant Level Significant Level Significant Level
Goal 3* No

(l=-0.642)
N/A No

(i=-0.708)
N/A No

(1=0.120)
<75% No

(!=-0.416)
N/A

Base
MLR

No
(f=-1.258)

N/A No
(£=-1.533)

N/A No
(l=-0.905)

N/A No
(l=-1.579)

N/A

Goal2:
Forward
Selection

No
(/=0.287)

<75% No
(1=0.625)

<75% No
(1=0.291)

<75% No
(l=-0.566)

N/A

Goal2+
Goal3*
(CM)

Yes
(f=2.088)

95% Yes
(r=3.559)

99.5% No
(1=1.716)

90% No
(1=0.779)

75%

*: tetra-peptides of the same secondary structure

Table 24 shows that our base MLR model is superior to the approaches proposed by Li 

and Pan [24], and Zhang et al. [45] on PDBSelect25. However it does not achieve better 

results on the LiPanLH dataset (Table 25). The new tetra-peptide based attributes 

proposed in Goal 3 lead to significantly better results for PDBSelect25, but according to 

the paired t-test they did not result in statistically significant improvement in accuracy on 

the LiPanLH dataset. The forward selection algorithm, which was trained on 

PDBSelect25, reported concise sets of attributes for helix and strand content prediction 

(Table 17) and according to Table 25 it results in better content prediction accuracy on 

LiPanLH dataset compared with both competing methods. However as Table 27 presents, 

the selected sets of attributes do not achieve statistically significant better prediction.
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Based on these results, we used a combination of our two best prediction models, i.e. the 

forward attribute selection and tetra-peptide based attributes, to build a prediction model 

that potentially can achieve higher accuracy. The following diagram (Figure 6.1) depicts 

the steps to build the combined model (CM). Table 25 shows the results of the CM model 

on LiPanLH dataset. Table 27 shows results of t-test based significance test for the CM 

method. The test shows that the improvements in results are statistically significant, 

compared to both competing methods for helix content prediction and better (but not 

significantly) for the strand prediction. The more significant improvements for helices are 

due to the design of attributes used in this project to encode protein sequences, which are 

focused on describing local regions in the sequences. The beta sheets are more difficult to 

correctly predict since they are formed from strands that are far apart in a protein primary 

sequence. Helices, on the other hand, are more local structures when compared with the 

sheets [20].

Concise attribute sets for 
helix and strand

Represent sequences in 
LiPanLH dataset

PDBSelect25 dataset

Derive MLR models for 
content prediction

Forward attribute selection on 
attributes in Table A2

Add two new tetra-peptide 
based attributes from Goal 3

Figure 6.1. Steps taken to build the CM model
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I

Figure 6.2. Predicted vs. true helix contents using 
CM model

8  0.5

0.3

Figure 6.3. Predicted vs. true strand contents using 
CM model

I
I
I

■* ,m  .

i
i

Predicted Content

Figure 6.4. Predicted vs. true helix contents using Li Figure 6.5. Predicted vs. true strand contents using 
& Pan’s approach [24] Li & Pan’s approach [24]

Predicted Content Content

Figure 6.6. Predicted vs. true helix contents using 
Zhang et al.’s approach [45]

Figure 6.7. Predicted vs. true strand contents using 
Zhang et al.’s approach [45]
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Scatter plots shown in Figure 6.2 through Figure 6.7 depict predicted versus true contents 

when applying CM, Li and Pan’s [24], and Zhang et al.’s [45] prediction models on 

LiPanLH dataset. These graphs are used to visually contrast the effects of higher 

prediction accuracy achieved by applying CM model with the prediction obtained by 

using competing models. The diagonal line shows the ideal situation when 100% content 

prediction accuracy is achieved. As the dashed lines show, the result of CM model for 

helix content prediction is more centered around the diagonal, i.e. closer to the ideal case, 

when compared with the two other methods. However, as expected, this difference is less 

noticeable for strand content prediction.

To summarize, this chapter showed prediction results using the base MLR model. It also 

presented the formal definition of each project goal implemented to improve the 

prediction accuracy of the base MLR model. At the end, the best results from each goal 

were compared with state-of-the-art published work and a paired t-test was performed to 

see if the improvement in accuracy was significant. It is concluded that the CM model 

combining the forward feature selection and the tetra-peptide based attributes leads to 

significant improvement in content prediction accuracy for the LiPanLH dataset. The 

next chapter summarizes the thesis and discusses directions to extend this research.
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Chapter 7 Summary and Conclusion

This chapter summarizes the work that was done in this thesis and draws the conclusions. 

Finally, it provides some directions for the feature work.

7.1 Discussion

In this project we studied the problem of protein secondary structure content prediction 

for low homology protein sequences. The aim was to improve the content prediction 

accuracy. To this end, we implemented several novel prediction systems and compared 

their quality with the published research. A comprehensive aggregated set of features was 

used to encode protein sequences. The experiments were performed on the low homology 

dataset PDBSelect25 [11]. At first, two base MLR models were derived for helix and 

strand content prediction tasks (section 6.1). Then four goals were defined and pursued to 

improve the results of the base MLRs. We tried specialized prediction models (Goal 1 

section 6.2), attribute selection (Goal 2 section 6.3), new attribute design (Goal 3 section 

6.4), and finally non-linear base functions for our regression based prediction method 

(Goal 4 section 6.5).

The best results from each goal were compared with the results published by Li and Pan

[24] and Zhang et al. [45]. The latter two papers were identified as superior when 

compared with other related contributions for this problem. The paired t-test showed that 

targeting attributes, whether by new attribute design or attribute selection, is the best 

point of attack to improve the quality of protein secondary structure content prediction.
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The combination of forward attribute selection algorithm and the two new quara-peptide 

based attributes, led to significantly better results when compared with state-of-the-art 

published research.

7.2 Feature work

According to our experiments, designing auto-correlation functions that target strands 

could lead to content prediction improvement. The challenge is to find criteria to locate 

possible strand occurrences in a sequence. Given that, our simulated biased experiment 

indicates that about 2% could be gained for both helix and content predictions. Therefore, 

our feature work will focus on this issue.
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Appendix

Table A 1. Amino acids, their codes and their indices used to encode protein sequences

AA 3-letter Code 1-letter Code MolW p i FH EH M HP
Alanine Ala A 71.0791 6.01 0.42 0.62 0.115 1.8
Arginine Arg R 156.188 10.76 -1.37 -2.53 0.777 -4.5
Asparagine Asn N 114.104 5.41 -0.82 -0.78 0.446 -3.5
Aspartate Asp D 115.0887 2.77 -1.05 -0.90 0.446 -3.5
Cysteine Cys C 103.1437 5.07 1.34 0.29 0.36 2.5
Glutamine Gin Q 128.131 5.65 -0.30 -0.85 0.55 -3.5
Glutamate Glu E 129.1157 3.22 -0.87 -0.74 0.55 -3.5
Glycine Gly G 57.0521 5.97 0.00 0.48 0.0007 -0.4
Histidine His H 137.1414 7.59 0.18 -0.40 0.63 -3.2
Isoleucine lie I 113.16 6.02 2.46 1.38 0.13 4.5
Leucine Leu L 113.16 5.98 2.32 1.06 0.13 3.8
Lysine Lys K 128.1792 9.74 -1.35 -1.50 0.48 -3.9
Methionine Met M 131.1977 5.47 1.68 0.64 0.577 1.9
Phenylalanin Phe F 147.1772 5.48 2.44 1.19 0.7 2.8
Proline Pro P 97.1171 6.48 0.98 0.12 0.323 -1.6
Serine Ser S 87.0784 5.68 -0.05 -0.18 0.238 -0.8
Threonine Thr T 101.1054 5.87 0.35 -0.05 0.346 -0.7
Tryptophan Tip W 186.2139 5.89 3.07 0.81 1 -0.9
Tyrosine Tyr Y 163.1756 5.67 1.31 0.26 0.82 -1.3
Valine Val V 99.133 5.97 1.66 1.08 0.33 4.2
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Table A 2. All the attributes used for protein representation

Feature Abbreviation Indices
Protein sequence length N 1
Average molecular weight of the sequence MW 2
Average isoelectric point of the sequence 3
Composition vector (in alphabetical order) CV 4-23
First order composition moment vector (in alphabetical order) CMV‘ 24-43
Second order Composition moment vector (in alphabetical order) CMV1 44-63
R-groups (AVLIMG, SPTCNQ, KHR, DE, FYW) RG 64-68
Exchange groups (AGPST, DENQ, ILM) XG 69-71
Hydrophobicity groups (VLIMAFPWYCG, STNQ) HG 72-73
Electronic groups (DEPA, LIV, KNR, FYMTQ, GHWS) EG 74-78
Chemical groups (C, CAROM, CH, CH2„ CH2RING, CH3„ CHAROM, CO, NH, OH) CG 79-88
Other groups (.DEKHRVL1, DEKHRNTQSYW, FHWY, AGST, AG, FHWYR, NQ) OG 89-95
Auto-correlation functions based on FH  (n=[1...6J) A™ 96-101

Sum over FH  indices r r  FH
sum

102

Average of FH  indices H fhavr
103

Sum of FH  averages over each three consecutive AA t j FH 
n  sum3

104

Auto-correlation functions based on EH  (n = [l.. .6]) A f 105-110

Sum over EH  indices rr EH
sum

111

Average of EH  indices T T  EH
avr

112

Sum of EH  averages over each three consecutive AA T T  EH
sum3

113

Auto-correlation functions based on M  (n = [l.. .6])
a : 114-119

Cumulative density for FH  indices HCum,m 120-125

Cumulative density for EH  indices H C u m f 126-131

Auto-correlation functions based on Hp (n=[ 1.. .9]) A nP 132-140

Table A 3. Attribute list after pairwise collinearity elimination on PDBSelect25 (threshold: 0.90)

6 7 8 10 11 13 14 15 16 17 18 19 20 24 34 45 46 49
50 52 56 59 60 61 62 63 64 66 67 68 73 74 76 77 78 79
81 82 84 86 87 88 89 90 91 92 93 94 95 96 97 98 99 100
101 102 103 105 106 107 108 109 110 111 112 117 120 126 132 133 134 135
136 137 138 139 ||

Table A 4. Attribute list after pairwise collinearity elimination on PDBSelect25 (threshold: 0.99)

1 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
21 22 23 24 26 27 28 29 30 31 32 33 34 35 36 37 38 39
40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57
58 59 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75
76 77 78 79 80 81 82 84 85 87 88 89 90 91 92 93 94 95
96 97 98 99 100 101 102 103 105 106 107 108 109 110 111 112 114 115
116 117 118 119 125 131 132 133 134 135 136 137 138 139 140 |
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Table A 5. Attribute list after pairwise collinearity elimination on LiPanLH (threshold: 0.85)

2 4 7 8 10 13 14 17 18 20 21 32 45 46 49 51 55 56
59 60 61 62 63 64 66 67 68 72 73 74 76 77 78 79 81 82
83 84 86 87 88 89 91 92 93 94 95 96 97 98 99 100 101 103
105 106 107 108 109 110 111 112 114 125 131 132 133 134 135 136 137 138
139 140 ||

Table A 6. Attribute list after pairwise collinearity elimination on LiPanLH (threshold: 0.86)

6 9 11 12 13 15 17 22 23 36 39 40 41 44 45 47 48 50
53 54 58 64 65 66 67 68 69 73 74 75 76 77 78 79 81 82
86 87 88 89 90 93 94 95 96 97 98 99 100 101 102 103 105 106
107 108 109 110 112 113 115 120 127 132 133 134 135 136 137 138 139 140
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