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Abstract

This thesis presents new calibration techniques for camera and robot manipulators.
Any equipment must be calibrated to achieve accurate functioning. Camera calibra-
tion is an important process in three-dimensional (3D) vision applications where it
is required to relate two-dimensional (2D) images to the 3D world. Camera calibra-
tion involves modeling the relationship between the positions of features in 3D space
to their corresponding positions in the 2D image. A camera calibration procedure
determines the internal geometric and optical parameters, such as, focal length and
image center (intrinsic parameters), and the 3D position and orientation of the cam-
era relative to a world coordinate frame (extrinsic parameters). Robot calibration is
essential to improve the positioning accuracy of robot manipulators. A mathematical
(kinematic) model is used to describe the geometric structure of a robot manipulator.
Robet calibration procedure involves calculating and improving the values of this

model’s parameters.

The camera calibration technique presented in this thesis calibrates the intrin-
sic parameters. The technique uses an active camera (capable of pan, tilt and roll
movements) to capture images. Relationships among these images are represented
by linear equations involving the camera parameters, which are then solved. This

procedure does not require a pre-defined calibration pattern.

The robot calibration technique presented in this thesis uses a vision system to

calibrate the kinematic model. For an n-linked robot manipulator, the procedure cal-



ibrates one link at a time, starting with the n** link by making small moverments. The
resulting equations are linear, consequently, the algorithms are simple. Experiments

were performed, validating the proposed camera and robot calibration techniques.
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Chapter 1

Introduction

This thesis deals with two important problems in the area of 3D vision and robotics,
namely, camera and robot calibration. Calibration techniques to determine the in-
ternal parameters of mathematical models of camera and robot manipulator are dis-
cussed. This chapter presents a brief introduction to the calibration problem and

describes a few mathematical models to represent a camera and robot manipulator.

1.1 Camera Calibration

Camera calibration is an important process in vision applications where there is a
necessity to accurately relate 2D images to the 3D world. These include pose estima-
tion [Linnainmaa et al. 1988], 3D motion estimation, navigation [Turk et al. 1987],
automated assembly and other applications of robotic vision. Camera calibraiion
involves modeling the relationship between the positions of points in 3D space and
their corresponding 2D image. The calibratior process, which determines the internal
geometric and optical characteristics (intrinsic parameters such as focal length, image
center), is camera inirinsic calibration. These internal parameters have to be cali-

brated because manufacturing imperfections cause actual values to differ from ideal



values. The process of identifying the 3D position and orientation (extrinsic param-
eters) of the cammera frame, relative to a world coordinate frame, is camera ertrinsic
calibration. This is usually necessary when the camera is coordinated with other
equipment, such as a robot system. The accuracy of the camera model depends on

the accuracy of these parameters.

An ideal calibration process would be the one which is autonomous (should not
require any manual intervention), reasonably accurate and efficient. Once a camera

has been calibrated, the model can be used in two ways [Chang and Liang 1989):

o Forward projection: given the 3D location of a point in space, predict its position

in the 2D image.

o Backward Projection: given a 2D image point, compute the line of sight ray in

3-D space.

1.1.1 Camera Models

A camera model should be complete, i.e., it should permit both forward and backward
projections. Primarily two camera models are used: the pin-hole model shown in
figure 1.1 and the two-plane model, shown in figure 1.2. In the pin-fole model, all
light rays (lines of sight) from the front of the camera pass through the lens center and
are projected onto the image plane at the back of the camera. To avoid dealing with
an inverted image, the image plane is considered to be at the front of the camera, at
the same distance from the lens as at the back. The distance from the lens center to
the image plane is known as the focal length (f). The two-plane model differs from
the pin-hole model in that the lines of sight need not pass through the same point,
i.e., there is not necessarily a unique lens center. Images of two calibration planes
(P1 and P2) with known points are extracted. The calibration points are used to
interpolate the location of an image point on each plane separately. Let the image

point be v and the corresponding locations on the two planes be u; and u;. The



line of sight vector for v is then obtained by connecting u; and uz. Various types of
interpolation techniques can be used depending on the accuracy required [Gremban
et al. 1988]. With the two-plane model, it is easy to obtain the backward projection

but not the forward projection.

Y
A

Point in Space

lmage POint //
> L

/ ine of Sight

Focal Length 0 z

%ge Plane
X

Figure 1.1: The Pin-hole Camera Model.

Lens Center

Point in Space
.
/p——'-—'u""
Image Poim/L————’u"’_‘ Line 2
__’—/«—-’—"",',’M 1 of
/ Sight
Image Plane Calibration Plane (P1) Calibration Plane (P2)

Figure 1.2: The Two-plane Camera Model.

The basic pin-hole model is the most commonly used in vision applications. The
camera coordinate system is defined as the 3D frame with the lens center as the
center, + and y axes parallel to the image plane and z axis along the optical axis
(figure 1.1). The main steps of transformation from 3D world coordinate to camera

coordinates can be stated as follows [T'sai 1987]:



step

step

step

step

1: Transform the world coordinate system (X, Y., Z.) to camera 3D coordi-

nate system (X., Y., Z.) as,

X. X,
Y. |=R|vY, | +7T
Z. Z.,

where R is a 3 x 3 rotation matrix and 7T is a translation vector.

The parameters of R and T need to be calibrated if it is necessary to know the

location of the camera relative to the world.
2: Transformation from 3D camera coordinate system (X., Y., Z.) to the image
coordinates (z,, y,). This is given by the pin-hole perspective projection,
X,
Ty = IZ (1.1)
Y.
= f— 1.2
yu ch ( )
The internal parameter to be calibrated is the focal length (f).
3: Modeling lens distortion. There are mainly two kinds of distortions - ra-
dial and tangential. Most applications consider only radial distortion. Radial
distortion can be modeled as follows,
zqg = z,(1 + kr?)™!
Ya = yu(l + k7‘2)—1
where 7? = (/z2 + y2. The parameter to be calibrated is the distortion coeffi-
cient (k).

4: Convert from real image coordinates (zq4, yq) to pizel (digital) coordinalces as,

T = 8;Tq4 + b,

Y =SyYa+ 6y

where s; and s, are the (usually different) scaling factors along the horizontal

and vertical directions. é, and 6, are the distance between the origin of the



image and the intersection of the optical axis with the image plane (the image

center) along the z and y directions.

The patameters in steps 1 and 3 need to be determined if external calibration is
necessary and lens distortion is present. If only internal calibration is required and lens
distortion is negligible, the parameters in steps 2 and 4 need to be determined. In this
case, t] ' transformation between the 3D camera coordinates and pixel coordinates

can be given as follows,

X

T =ft7 + 6, (1.3)
Y.

3/=fy7+5y (1.4)

Two focal lengths are used (f; = s.f, f, = s,f) throughout this thesis instead of a

single focal length (f) and an aspect ratio (the ratio of the y-direction scaling to z-

direction scaling).

1.2 Robot Calibration

The performance of a robot system depends on various factors such as the positioning
accuracy of the robots and accuracy of sensing devices. Repeatability and Accuracy
are two important measures of robot system performance. A robot’s repeatability
is the measure of how well the robot can cyclically position itself at a previously
taught pose, whereas accuracy is a measure of how precisely the robot can move
to a desired pose in the workspace. Since most applications, such as grasping and
navigation, require the robot to move along paths which are not previously taught,

it is important to consider its accuracy.

A mathematical model, known as the kinematic model, is used to represent the
robot manipulator, compute the robot joint angles and control the position of the

end-effector. The model gives the relationships between successive joint positions.



This information gives the position and orientation of the end-effector relative to the
base of the robot as a function of the model parameters. Thus, if Q. Q.. ..... Q4
are parameters of the model, the pose x (position and orientation) of the robot is the

function,

T = f(leQZv seeey Qn)

Thus the position accuracy of a robotic manipulator depends on the accuracy of
the kinematic model] used to describe its geometric structure. Manufacturing errors
in the machining and assembling of manipulators leads to differences between the
model parameters and the real physical configuration of the robot, causing positioning
errors. In order to improve kinematic performance the actual parameters of a robot

manipulator have to be identified.

Robot calibration is the process of identifying and quantifying various factors
which contribute to positioning errors. Robot calibration can be divided into two
levels [Kazerounian and Qian 1990]. The first level is the Ninematic calibration,
which is the process of estimating errors in the parameters of the kinematic model
of the robot. The second level is Dynamic Calibration, which involves errors in in-
ertial properties of the robot links. Robot kinematic calibration usually involves two

steps [Renders et al. 1991]:

o Modeling: Obtaining a kinematic model for the manipulator.

o Identification ard Correction: lIdentifying parameters that affect positioning

accuracies and compensating for the errors detected.

There are mainly two types of errors - internal errors and external errors - which
affect positioning accuracy [Ishii et al. 1987]. Errors which are characteristic of the
robot are described as internal errors. These can be further classified as geometric
and non-geometric errors. The geometric errors are due to the errors in the geometric

link parameters and joint readings. The important sources of geometric errors are:

6



e length of links: errors in lengths of the robot links.

e position and angle variations at the joints: for example, parallel joints may not

be manufactured as perfectly parallel but with slight deviations.

e offsel errors al joint encoders: electrical zeroes of the encoders may not coincide

with mechanical zeroes of the joints.

The nou-geometric errors result from friction, gravity and gear backlash. The external
errors arc the ones which arise due to inaccuracies in robot installation. They usually
relate to position and orientation of the robot base in terms of world coordinates.
These errors have to be taken into account when the robot is integrated with other
equipment such as other robot systems. The process of identifying the internal errors
is termed as Hobot internal calibration and that of external errors as Robot erternal
calibration. Once a robot has been calibrated internally, it need not be recalibrated
when it is moved or reinstalled at a new location, as these parameters are specific to
the robot, whereas the external calibration has to be carried out whenever the robot

is reinstalled.

1.2.1 Robot Kinematic Models

Robot manipulators are made up of a number of links connected serially by actuated
joints. For an n degree of freedom manipulator, there are n joints and n links. The
base of the manipulator is link 0 and is not considered one of the n links. Link 1
15 connected to link 0 by joint 1. The last link has a free end. The joints can be
cither revolute or prismatic. A robot kinematic model gives the relationship between
the displacement at each joint and the end-effector position and orientation. In a

kinematic model three dimensional coordinate frames are assigned to each link.

A stable kinematic model has sufficient parameters to represent all robot move-
ments. Small changes in the physical structure of the robot manipulator should be

reflected as small changes in the parameters [Zeigert and Datseris 1988]. The trans-

-1



formation between two 3D coordinate frames is usually described by three rotational
and three translational parameters. However, most kinematic models use less than
six parameters for simplicity and certain restrictions are imposed such as where to

place the origin of the coordinate system and so on.

Various models have been developed by researchers in the past. Most of these
models include only the geometric parameters and ignore the non-geometric ones.
Due to the complexity involved, the non-geometric aspects such as gear friction and
backlash are not included in the kinematic models. Also, since different mechanisms
are used in the design of manipulators, it is difficult to create a general model to
describe the non-geometric effects. Some researchers have developed non-geometric
models to predict and compensate for non-geometric errors [Ahmad 1988]. These
models are more complicated and difficult to implement and are developed indepen-
dent from geometric models. Some models introduce additional paramecters into the
geometric model to compensate for the non-geometric errors [Caenen and Angue 1990,
Whitney et al. 1984]. Figure 1.3 shows a kinematic model which compensates for
both geometric and non-geometric errors. Some models generally used for calibration

procedures are discussed below.

Non-geometric Geometric
Parameters Parameters
Encoder’s ) ) )
Value Nongeometric Geometric XY Z
Model Model

Figure 1.3: Robot Kinematic Model with Non-gecometric Parameters.

The basic robot kinematic model is the Denavit and Hartenberq, (D-11) model,
This model uses homogeneous transforrnation matrices known as A matrices to obtain
relationships between two adjacent links. Thus for an n-link robot there are n A

matrices (A;,...A,), and the position and orientation of the end-effector (7°) with

7.



respect to the base of the robot is given by,
T - A1A2....An

This model uses four parameters to describe the link transformation A; [McKerrow
1990]. Mathematically, the link transformation between two coordinate frames 7 and

i — | can be represented as a series of rotations - Rot and translations - Trans:
A; = Rot(z,0;)Trans(0,0,d;)Trans(l;,0,0)Rot(z, a;)

Thus the D-H model of a n-link manipulator has 4n parameters. The four link

parameters are defined as follows:

o [;: is the link length.
e «;: is the link twist.
e d;: the distance between the links.

o 0;: the angle between links.

Figure 1.4 shows the definition of these parameters for a revolute joint {Stone 1987]
l; is the length of the common normal between the joint ¢ and joint z + 1 axes (z;—
and z;). o; is the angle that exists between the joint axes if the origins of the joint
frames coincide. 6; is the angle between the common normals of successive links (z;-;
and x;). d; is the distance along the axis of the joint (z;—;) between the intersection
of the common normals of the adjacent links with the joint axes. The link parameter
which can be varied is known as the joint variable. For a revolute joint, 6; is the joint
variable whereas for a prismatic joint, d; is the joint variable. Some features of the

D-H model are [Stone 1987]:

o The z;_, axis is aligned with the joiu¢ axis.
e The w;_, axis is parallel to the common normal.

o The coordinate origins on the links are at the intersection of the common normal

between the joint 7 — 1 and joint 7 axes with the joint 7 axis.



Figure 1.4: The £D-H Kinematic Model: Four Parameters.

Though this model is simple, it has some drawbacks. First, when the adjacent
joint axes are parallel, the common normals are no longer unique which makes the
parameter d; indefinite. Second, it is difficult to manufacture exactly parallel axes,
and any slight deviations would cause the length of the common normal to vary and
would also 1ove the coordinate origin to different locations [Ishii 1991]. This violates
the assumptions for a stable calibration model which requires that any small changes

in the structure correspond to small changes in the model parameters.

Several researchers have modified the basic D-H medel to overcome this difficulty
by introducing extra parameters into the model. Hayati developed a model which
uses five parameters to describe link transformations [Hayati and Mirmirani 1985,
Hayati et al. 1988]. A new rotational parameter [3; is introduced into the model.
This extra parameter defines the rotation of a frame 7 to a new frame ¢ around the Y
axis for non-exactly parallel joints. This selection of parameters allows small errors
between two joint coordinate frames to be modeled as small errors in the paramecters.
This prevents rapid changes in parameter d; which is a problem in the D-H model.

Figure 1.5 shows the parameters of the modified D-H model. The link transformation
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can be represented as follows:
A; = Rol(z,0;)Trans(0,0,d;)Trans(l;,0,0)Rot(z, a;)Rot(y, Bi)
L‘"kl Link",

8; Biss

b

Figure 1.5: The Hayati Kinematic Model: Five Parameters.

Whitney and Lozinski [Whitney et al. 1984] developed a model which contains
both geometric and non-geometric components. The geometric component consists

of six parameters. The link transformation can be represented as follows:
A; = Rot(y,0;)Trans(0,y;, z;) Rot(z, o;) Rot(y, B;) Rot(z, ¢;)

The last three terms refer to roll-pitch-yaw rotational transformations. For a revolute
joint 8; is the joint variable and y; is the variable for a prismatic joint. Thus for a
n-link robot the model has 6n geometric parameters. Some features of this model

are:

e The y axis of the link frame is along the joint axis.

e The origin of the coordinate frame must lie on the joint axis.

With the two additional parameters for each link transformation there is greater
flexibility is assigning locations of the coordinate frames. As a result, the model is

more complex than the D-H model.
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Stone and Sanderson [Stone 1987] have developed a kinematic model (S-model)

which has six parameters. The link transformation can be represented as follows:
Ai = Rot(z,0,)Trans(0,0,d;)Trans(l;,0,0)Rot(z, a;)Rot(z, ¢;)Trans(0, 0, b;)

For an n-link robot manipulator, 6n parameters are required to specify the S-model
of the robot. Since each transformation is specified by six parameters rather than
four, the S-model is less restrictive than the D-H model in locating the coordinate

frames. Some features of the S-model which are equivalent to the D-H model arc:

o The z axis of the coordinate frame is parallel to the joint axis.

e The origin of the frame must lie on the joint i axis.

An important difference between the S-model and the D-H model link frames is that
the origin of the frame is not fixed but arbitrary. Figure 1.6 shows the S-model frames
and the D-H model link frames. The angle ¢; is defined as the angular displacement
between the z axes of the D-H frame (T;) and the S-model coordinate frame (.S;).
The parameter b; is the linear displacement between the origins of 7; and S;. For a

revolute joint, #; is the joint variable whereas for a prismatic joint, d; is the variable.

The accuracy of a kinematic model depends on the various assumptions made
during its development. In order to improve the positioning accuracy of the robot
manipulator it is necessary to find the values of the model parameters which best

represent the robot structure.

1.3 Thesis Outline

Chapter 1 presented the problems of camera and robot calibration and their impor-
tance in the ficld of robotics and vision. A few mathematical models for both the

camera and robot manipulator were described. The remaina :r of tihe thesis is orga-



Figure 1.6: The S-Model: Six Parameters.

nized as follows. Chapter 2 briefly describes previous research in camera and robot

manipulator calibrations. Various calibration techniques are discussed.

Chapter 3 presents a novel internal camera calibration technique, the active cam-
era calibration. Algorithms are presented for the calibration of internal parameters
(focal length and image center). Mathematical derivations and proofs are also pro-
vided. Chapter 4 presents a kinematic calibration procedure for a robot manipulator.
The basic setup and procedure of the calibration technique are presented along with

the mathematical equations.

Chapter 5 provides some experimental results of the calibration techniques pre-
sented in chapters 3 and 4. Results of simulation and real experiments are provided
for the camera calibration techniques. Simulation results are provided for the robot
kinematic calibration technique. A three-link robot manipulator is considered for the
simulations. Chapter 6 presents some conclusions of this work and discusses directions

for future research.
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Chapter 2

Previous Work

This chapter presents various calibration techniques developed by researchers for both
camera and robot manipulator. Camera calibration techniques are presented first,

followed by robot calibration techniques.

2.1 Camera Calibration

Various camera calibration techniques have been developed by researchers in the past.
These techniques can be broadly classified as linear and non-lincar techniques and
those which model lens distortions and those which do not. The techniques can also
be classified according to the model used — pin-hole model or two-plane model. Some

of the techniques are presented below.

2.1.1 Pin-hole Model

In this section, the calibration procedures which use the pin-hole camera model are

discussed.

14



2.1.2 Non-linear Techniques

The transformation from 3D world points to image coordinates is a non-linear model
consisting of the extrinsic parameters and the camera internal parameters (focal
length, lens distortion, etc.). Many techniques have been developed which solve
for the unknown parameters by performing non-linear optimizations from a set of

equations obtained with known 3D points and their correspondir g image points.

Faig [1975]’s technique is based on the pin-hole model. A very elaborate model
is used which has upto seventeen unknowns. These unknowns are solved by a set of
non-linear equations. The model is accurate due to the large number of parameters,
but the technique is computer intensive and time-consuming. Also an initial guess

for the model parameters is required to perform non-linear optimizations.

Wong [1975] presents a technique which solves for the model parameters using a
set of linear equations if lens distortions are not considered. He shows that the system

becomes non-linear if distortions are included in the model.

Sobel [1974] introduced a calibration technique which involves solving a large
system of non-linear equations. Both intrinsic and extrinsic parameters are included
in the model. The model had a total of eighteen parameters. This method also

requires an initial guess. No accuracy results are reported.

Brown [1971] developed a technique which considers mainly the lens distortions.
He pointed out that the distortions are not the same throughout the image, but vary
according to the distortion model developed. A test field consisting of a series of
plumb lines was used. Due to distortions the images of these lines were not straight.
The distortion factors were estimated by attempting to correct the image points to

conform to straight lines. Some experimental results are provided.

The techniques developed in [Gennery 1979, Okamoto 1981] are similar in that
the parameters are solved iteratively until the values converge by using full-scale

non-linear search.

15
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The advantage of the non-linear techniques discussed above is thav complex imag-
ing models can be used; as a result the accuracy is increased. These methods have
certain drawbacks such as: (1) an initial guess for the parameters is required to
start the non-linear search; and (2) the techniques are computationally intensive and

time-consuming.

2.1.3 Linear and Partially Linear Techniques

Although the transformation equations from the 3D world to 2D image points are non-
linear functions of extrinsic and intrinsic camera parameters, they are linear if lens
distortion is ignored and the coefficients of the transformation matrix are considered
unknowns. Thus, given a number of known 3D points and their image points the
coeflicients of the transformation matrix can be solved by a least-squares solution of
the resulting linear equations. The model parameters can be obtained from these

coeflicients if needed.

Sutherland [1974], Hall et al. [1982] formulated methods to obtain the transforma-
tion matrix given a set of 3D points and their known image points. No experimental

and accuracy results are reported.

Ganapathy [1984] derived a non-iterative technique to obtain the camera param-
eters from a given perspective matrix. The transformation matrix, conversion from
3D to 2D image points, is represented as a series of operations. Lens distortion is
not .onsidered. The camera’s extrinsic and intrinsic parameters are then obtained
by a non-iterative method. Strat [1984] developed a similar technique to obtain
the camera parameters from a known transformation matrix using simple geometric

characteristics.

Yakimovsky and Cunningham [1978] presented a linear calibration technique.
Lens distortion was not considered. Also, some combinations of the model parameters

were considered as single variables in order to formulate the problem as a system of



linear equations, although the variables may not be completely linearly independent.

This may limit the accuracy of the model in noisy situations.

Tsai [1987] developed a two-stage partially linear technique which involves only
radial distortion. The calibration procedure is divided into two stages. In the first
stage, most of the extrinsic parameters, the rotational elements and two translational
elements are calibrated. The computations are simple, as the relationships between
these parameters can be transformed into linear ones. In the second stage, the other
extrinsic and intrinsic parameters are computed using the values computed in the
first stage. The equations in the second stage are simple and non-linear. In this
method, it is assumed that the image center is known a priori. In Tsai and Lenz
[1988] a technique for estimating the image center is presented. Chang and Liang
[1989] reformulated Tsai’s method so that a two-stage Kalman filter can be used to
solve for the camera parame*ers recursively. William and Louis [1987] also presented

a method based on Tsai’s two stage technique.

Beardsley et al. [1992] presented a technigue which uses vanishing points. Only
intrinsic parameters are considered. No lens distortions are considered. The system
consists of a static camera which takes a sequence of images of a calibration plane
rotating around a fixed axis. For each image the vanishing points, and hence the
vanishing line, are determined. As the calibration plane moves, the vanishing points
move along a conic envelope. A method is described as to how these conic sections
can be used to determine the camera parameters. Multiple images are used to reduce
the noise effect. Wei et al. [1989] also presented a method based on vanishing point

geometry. In this method lens distortions are considered.

Faugeras et al. [1992] presented a technique which uses a camera in motion (only
translation) to calibrate for the internal parameters. The motion of the camera need
not be known and no calibration object is required. The method requires point-to-
point matches between the image sequeirces. Horaud et al. [1992], Bani-Hashemi

[1992], Faugeras and Toscani [1986] also presented linear techniques for calibration of



the camera parameters.

The linear techniques are simpler and computationally less expensive. No non-
linear optimization is needed. But most of the linear techniques do not consider lens

distortions.

2.1.4 Two-plane Model

In this section, calibration techniques which use the two-plane camera model are

presented.

Martins et al. [1981] uses the two-plane model for camera calibration. The system
of equations obtained is fully linear and does not involve any non-linear operations.
Data from two calibration planes is used to predict the locations of 31) points of cor-
responding image points by interpolation. The performance of various interpolation
techniques is discussed. This method assumes that the two calibration plancs are

parallel, and only backward computation is possible.

Gremban et al. [1988] also used the two-plane model. They developed a calibration
procedure to solve both the forward and backward projections. Various interpolation
strategies were tested and the accuracy results given. The effect of the number of

calibration points used on the planes was also studied.

Izaguirre et al. [1985] extended the two-plane method to include the position and
orientation of the camera. They used an iterative approach based on Kalman-filters
for solving the equations. Wei and Ma [1991] also presented a technique based on
the two-plane model, similar to Martin’s, but in this method the planes need not be
parallel to each other. The calibration technique developed in [Champlehoux et al.

1992] also uses the two-plane model.



2.2 Robot Calibration

Various robot calibration techniques have been developed in the past The techniques
differ in the kinematic model used for calibration, some include both geometric and
non-geometric errors, and the sensors used to aid the calibration. A general soiution

which is used in most of the techniques is presented first, followed by some calibration

techniques.

2.2.1 General Solution

The derivation of robot parameters is usually done using the following procedure.
If the model consists of n kinematic parameters (@Q1,@2,...,@»), the relationship

between the end-effector position and orientation vector x and the parameters is

given by:
X =f(Q19Q29°"$Q71)

This relation is non-linear in the geometrical parameters. For example, for a five

parameter model,
X = f(oaavladaﬂ) = f(¢)

where 8, a, I, d, and 3 are n-length vectors for an n-joint robot. The variation in x,
Ax can be obtained as a function of variations in the parameters, A¢ = (A0, Aa,

Al, Ad, Ap) in the following way.

W pp s O pn O py s O pg, O
Ax = 80A0+6 aAl+aAd+ ﬂAﬂ

= JA0 + JoAa + JLAl+ JuAd + J3AB

where Jy = 5%, Jo = gﬁ, etc, are the Jacobians that reflect the sensitivity of the end-
effector orientation and position with respect to the particular parameter [Renders

et al. 1991].
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A number of manipulator poses and measurements are required to determine these
parameters. After rotating each axis m times and obtaining the error vector Ax;, the

following equation can be obtained,

Axl C]
AXz Cg
Axm Cm

The least squares solution for A¢ is obtained as,
A¢ = (DTD)' Db
The updated values of the parameters are obtained as
¢ =¢+A¢

As this 1s a non-linear estimation problem, the procedure is iterated until the vari-
ations in A¢ approach zero and the values of the parameters converge. In cach
iteration, the new Jacobian is evaluated with the new parameters and used in the
error equation {Hollerbach and Bennett 1988]. An initial estimate of the parameters

is required.

The difference or error vector Ax in the orientation and position of the end-
effector is obtained by measuring the difference in the measured endpoint location
(or a reference point on the end link) x,,, measured by means of a sensor, and the

computed location of end-effector x. from the model of the robot arm. Thus,
AX = X, — Xc

Most techniques use this procedure to find the errors in the model parameters. Mea-
surement of the end-effector (reference point) is an important problem in rohot cal-
ibration. Many methods have been developed which use different sources for this

measurement. Some of them are discussed below.



2.2.2 Calibration Techniques

Vietschegger and Wu [1988] developed a method which uses the five-parameter Hayati
model discussed in chapter 1. Only geometric parameters are included in the model.
As well, only four parameters are allowed to vary. For example, in the case of parallel
axes, the parameter f; is allowed to vary and d; is assumed to be error-free. For
calibration purposes, a tool is mounted on the end-effector to detect contact between
the end-effector and a specially fabricated high precision plate with known points in
the world coordinate frame. Only the position of the reference point is obtained. The
end-effector is moved to different positions and the error values are found hy solving
a system of equations using a least squares approach. Experiments were performed

on the PUMA 560 robot.

Renders et al. [1991] developed a technique to determine both geometric and non-
geometric errors. The errors in position and orientation of the measuring device
are included in the calibration algorithm to be identified. Hollerbach and Bennett
[1988] presented a technique to estimate the geometric errors. The five parameter
kinematic model was used. These two techniques use an infrared three dimensional
measurement system for the calibration. These measuring systems are based on a
stereoscopic analysis by two cameras of the location of a light emitting diode (IRED)
fixed on the end-effector. Three IREDS are used to find the position and orientation

of the frame attached to the end-effector. These systems are sensitive to reflections.

Whitney et al. [1984] developed a calibration algorithm to identify both geometric
and non-geometric parameters. A theodolite was used to measure the end-effector
position. Additional parameters were introduced into the robot model in order to
relate the position of the end-effector to the angular coordinates of the theodolite.
A non-linear search procedure was used to solve for the parameters. Caenen and
Angue [1990} developed a similar technique. Chen and Chao [1986] developed a
method which used three theodolites to obtain the position and orientation of the

end-effector. Both geometric and non-geometric parameters were identified. Driels
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and Uday [1991] used a similar method but instead of theodclites, a vision system was
used to track an illuminated target mounted on the end-effector. These measurements

provide good accuracy but are time consuming when performing automatic tracking.

Stone [1987] used a six parameter model (S-Model), discussed in chapter 1, to
identify the geometric parameters. An external ultrasonic range sensor was used to
find the position of the target points attached to each of the links. Thus in this
method each link is calibrated independently by moving one link at a time through

its range.

Similar calibration techniques are presemed in [Borm and H. 1989, Kazerounian
and Qian 1950, Judd and Knasinski 1987, Zak et al. 1993]. An overview of various
measurement techniques used for robot calibration is presented in [Nowrouzi et al.

1988].

Puskorius and Feldkamp [1987] developed a technique which uses a vision system
to calibrate the robot manipulator. The robot/vision system is calibrated simul-
taneously. The method employs a stereo-pair of cameras mounted rigidly on the
end-effector. The image points of a target point in space are obtained by the stereo-
pair for different joint contigurations. Both geometric and non-geometric parameters
of the robot model, as well as the vision system parameters, are obtained by an iter-
ative least-squares algorithm. Some experimental results are provided. David et al.
[1991] also presented a similar approach, but the sterco-pair was used as an external
sensor, i.e, the stereo-pair was not mounted on the robot arm, and used to track a
point on the robot end-effector. Only geometric parameters were identified. Both

these techniques used the five-parameter robot kinematic model.

Preising and Hsai [1991] developed a technique to measure the accuracy and re-
peatability of a robot manipulator. A single camera was used to track a point on the
end-effector. Roth et al. [1987] also developed a technique which uses a single passive
camera. The camera is mounted on the robot manipulator and tmage of a calibra-

tion object with known 3D points is captured. The robot geometric parameters are
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calibrated along with the camera parameters. All transformations from robot base
to world frame, end-effector frame to camera frame are included in the calibration

algorithm. An initial estimate of all the parameters is required.

Lenz and Tsai [1989] presented a calibration technique using a camera mounted
on the robot manipulator. The calibration technique is performed by moving only
one joint at a time and obtaining the resulting motion in the camera, with the view
fixed on a calibration object with known 3D points in the world frame. The joint axis
of rotation and angle of rotation relative to the world frame are found. No attempt

is made to obtain the geometric parameters of the kinematic model.

2.3 Conclusions

This chapter presented some of the calibration techniques for camera and robot ma-
nipulator. Most of the camera calibration techniques use a static camera and a known
3D pattern. Although non-linear techniques are accurate due to the elaborate mode!,
they are computationally expensive and require an initial guess for the parameters.
Linear techniques are simpler but most of the:n do not account for lens distortions.
Robot calibration techniques require measurement system to estimate the position of
the end-effector due to different joint positions. Various measurement systems have
been used to estimate the position of the end-effector. Some of the experimental
setups are elaborate and expensive. Systems have been developed which use cameras
for performing the calibration and to aid hand-eye coordinatior. Some techniques
use the vision system as an external sensor with the camera mounted separately, and
some use the camera mounted on the robot manipulator. These techniques usually
have a lower accuracy compared to other devices; their accuracy is limited by the

accuracy of camera measurements and camera resolution.
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Chapter 3

Active Camera Calibration

In this chapter novel techniques to calibrate the internal parameters of the camera
are presented. It is shown that an active camera capable of rotational moveinents can

automatically calibrate itself.

3.1 Intrcduaction

Most of the existing camera calibration techniques [Tsai 1987, Brown 1971, Sobel
1974] discussed in chapter 2, use a known calibration pattern and a static camera.,
A set of known calibration points is uvsed and their image projections are related
to the camera parameters. Most of the techniques perform external and internal
calibration together, as a single process, and require point-to-point matching. As
active vision systems and algorithms [Aloimonos et al. 1987] become more popular,
it is necessary to develop calibration techniques for aclive cameras. An aclive visual
system is defined as one which is able to manipulate its parameters in order to extract,
useful data from the scene being viewed [Aloimonos 1993]. Active systems have
many applications such as tracking of moving objects, navigation, etc. In addition,

problems such as determining shape from contours and depth perception are easier
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to solve with active vision techniques [Aloimonos et al. 1987]. Since in active vision
systems the camera’s paramters (such as focal length) may change, it is necessary to
calibrate for the internal parameters automatically and efficiently, without the use of
any predefined patterns. The process of determining the parameters of the camera

moiel by moving the camera is termed as active camera calibration.

When a camera rotates, new image points can be obtained as a transformation of
the original image points [Kanatani 1987]. The camera parameters can be related to
the image points before and after rotation and to the angle of rotation. Equations
describing these relations are simple and easy to solve. Thus by considering different
movements of the camera (pan, tilt and roll), the internal parameters (focal length
and image center) of the camera can be estimated. In this thesis, only the focal length
and image center are considered. Although there are various possible definitions of
image center, the coordinates of which differ from each other for a real lens [Wilson
and Shafer 1993], the image center considered in this thesis is the intersection of the
optical axis with the image plane. Lens distortion is ignored, as lenses which correct

for distortions are easily available.

The calibration procedure developed for determining the internal parameters of
the camera in [Basu 1993] is an active calibration technique which does not require any
pre-defined patterns — unlike various other existing calibration techniques [Horaud
et al. 1992, Bani-Hashemi 1992]. No initial estimates of the focal length are required,
a reasonable estimate of the lens center is sufficient. This technique uses a set of stable
edges and some simple computations to determine the focal length and image center.
The algorithms introduced in [Basu 1993] consider only pan and tilt movements of the
camera and the equations for computing the image center are sensitive to noise. These
algorithms are extended to consider roll movements of the camera to obtain a more
robust and simple procedure for computing the image center. The two algorithms
(Strategy A and Strategy B) developed in [Basu 1993] are presented along with the

new techniques developed.
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3.2 Mathematical Derivations

In this section, lemmas and propositions required for the calibration techniques are
presented. Consider the pin-hole camera model with perspective projection shown in

Figure 3.7. The following notations are used throughout this chapter.

o (z,y): The image coordinates.

o f;: Focal length in pixels in the = direction.

o f,: Focal length in pixels in the y direction.

e (8:,6,): Error in the estimated image center.

o R = (7i;)3axa: Rotation matrix.

e (X,Y,Z): Point in 3D world.

o (z,,yp): Image coordinates after pan movement.

(z4,y¢): Image coordinates after tilt movement.

e (z,,y-): Image coordinates after roll movement.
e O, Tilt angle.
e 0,: Pan angle.
e 0,: Roll angle.

o T = [AXAYAZ]T: Translation matrix

The following lemmas and propositions are developed assuming 6, = é, = 0, no

error in image center.

Lemma 3.1 If the camera rotates by a rotation matriz R and translates by T relative
to a static scene, the new image points (T,,yn) are related to the original points (z,y)

as follows,
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Figure 3.7: Camera Model: Perspective Projection.
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(3.1)

” = 7‘12%3? + oy + razfy — fy% (3.2)
" 7‘1373”;+7'23'}’;+7'33—'A72 .

Proof:

It follows from the fact that rotation (translation) of the camera is equivalent to

inverse rotation (translation) of the 3D points. Thus,

Xn T Ta Ta X AX
Yo [=] m2 r2 ra Y | -] AY
Zn T3 T23 T33 VA AZ
and by the perspective projection,
X
Ty =f:r:'Z—:
Y,
Yn =fy_Z'i

where,

e (X, Y, Z): Original 3D point.
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o (X, Yo, Z,): New 3D point.

® (Z,, yn): New image point.

Proposition 3.1 If the camera tilts (rotates about the X -azxis) by a small angle 0,
and the depth (Z) is large compared to AX, AY, AZ:

2, 2 2(1 + 0,% (3.3)
v = (y+0.£,)(1+ mfl) (3.4)

Similarly, for a small pan angle 8, (rotation about Y-axis),

zp, & (z—0,f:)(1 - 0,,},1—:-
yp = y(1 _op%' (3.6)
Proofs:

For a small pan angle (6,), the rotation matrix (R,) can be approximated as

1 06,
0 10
—~6, 0 1

By substituting into equations (3.1) and (3.2) and neglecting 4%, -A—Z’i, and 8%
the following equations are obtained:

Tp = (T4 6,f:)(1 + api)—l

T

r
yp ’:Vy(l + apf_ -1

Since 6, is small, the R.H.S of the equations can be expanded using the Taylor series,

and higher order terms can be ignored to get the equations (3.5) and (3.6).



For a small tilt angle (8,), the rotation matrix (R;) can be approximated as

1 00
01 -0,
0 6, 1

Following the same procedure as for pan movement, the equations (3.3) and (3.4) are

obtained.

Proposition 3.2 If the camera rolls (rotation about the Z azis) by an angle 6, then,

z, = cos(f,)x + sin(ﬁ,)ffy (3.7)
Yr = — sin(0,)&m + cos(8,)y (3.8)

Proof:

The rotation matrix (R,) for rotation about the Z axis (roll movement) is as

follows:

cos(0,) —sin(6,) 0

sin(6,) cos(6.) O

0 0 1
Assuming that AX, AY and AZ are small compared to depth Z, which makes the
terms A—Z’!-, 97’1 and —AZ-Z negligible, and using the relations in Lemma (3.1) equations
(3.7) and (3.8) are obtained. It is assumed that the axis of rotation is coincident with

the camera z axis.

3.3 Strategies for Active Calibration

Using the gecmetric relations presented in section 3.2, the camera parameters can
be obtained given some information of stable image contours before and after the

camera motions and contour-to-contour correspondence between the images and angle
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of pan/tilt/roll. Since most current active cameras are equipped with potentiometers,
estimates of angles can be obtained from the potentiometer readings. Figure 3.8 shows
the schematics of such a device. In this section it is shown that by small pan/tilt and
roll movements, an active camera can obtain estimates of the focal length and image
center by solving a simple system of linear equations. A few propositions as well as
the active calibration procedures are dev<loped.

Y
x X

k; / Tilt axis
L/ 4 Cj} hera Plane

z

Pan axis

/ &>
=

O Refyrence Plane Roll axis

N

Figure 3.8: Schematics of an Active Camera.

Proposition 3.3 If the center of the lens is estimated with a small error (6, by)

then f, and f, can be approximated as follows:

-0
fo & —2 _(zy — T6, — §b, (3.9
(T —7) i ) )
0,
Y —— (T§ — T, — Yo, 3.
i % s (7 — 6, — 76) (3.10)
where “~” represents the average taken over an image contour.
Proof:

By replacing z by z —é, and y by y — é, in equations (3.3) and (3.6), and ignoring
the term 6,6, (since the error is small and the angle is small), equations (3.9) and

(3.10) are obtained.
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Proposition 3.4 Using tilt (or pan) movements and considering three independent

conlours lwo lincar equations in é; and é, can be obtained as follows:

2@y @ — K,z00y0) = (2@ — K,2M)8, + (3@ — K,yM)é, (3.11)
z@y@) — K,z00yM = (20 — Kz(0)6, + (3@ — Ky)é, (3.12)
B_m O_om
where K = Y =2) and K, = @ =2 The points (z(1),y(M)), (@), y®) and

) @ =m)
(¥, ) denote points lying on the three contours respectively.

Proofs:

Let C;, C; and Cs be three different contours, and (z(),yM), (£®,y®) and
(23, y3)) be the points lying on them. From Proposition (3.3),

6, e

a2 —Gym - 7, - y@s,) (3.13)

(2" — 2)

s 0, (z@y @ — z@)§, — y5,) (3.14)

P — 00

fy g ————Ot—-—'——(z(a)y(a) - m'61,, - y_(a—)é‘z‘) (3'15)

(xf? — =®)
FEquating the R.H.S of equations (3.13) and (3.14), and equations (3.13) and (3.15),

the two linear equations (3.11) and (3.12) are obtained.

Strategy A:

The calibration procedure can be outlined as follows,

¢ Using three image contours before and after the camera movements (tilt or pan),
estimate the values of 6, and é, by solving the two linear equations (3.11) and
(3.12).

o Considering a single image contour and substituting the above estimates of &,

and 4, in equations (3.9) and (3.10), obtain estimates for f; and f,.



The major problem with this procedure is that ihe terms (x, - «) and (y, - y) are
produced by the perspective distortions when the camera moves and these are very
small (only a few pixels) for small angles. Thus in case of noise and inaccuracies
in contour localizations the relative error in these terms can be large, giving rise to

unreliable estimates of focal length.

3.3.1 Alternative Strategy

An alternate strategy developed to overcome the drawback of Strategy A, is presented
below. Although not theoretically accurate, the equations developed are simple and

more reliable.

Proposition 3.5 Using a single image contour and small pan/tilt movements the

following equations in f, and f, are obtained ignoring negligible terms,

zp, —7(1 +62)

f2- f:(——_—a-‘—') +22=0 (3.16)
14
———.._ 2 .
fj—fy(y'—y(al—’L—a‘—)Hy’:o (3.17)

Proof:

From equation (3.4) in Proposition (3.1), when 6, and é, are non-zero,

(y = 6y)

(e — 6y) & (y—6y+0tfy)(1+01 F

)

After simplifications,

0,6,> 20,6,
yt—y(l+0,2)——f——=atfy—5y0,2+_‘fL__‘Tv_J
y y v

Even if the values of 6, and é, are as large as 50 pixels, the last three terms of the

02?}2 ~

above equation are negligible, since 6, is less than 0.05 radians and the focal length
is approximately 900 pixels. Thus the simplified equation is

~ T-F(1+67) 9

fy = b, 3 (3.18)
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On simplifying equation (3.18), the equation (3.17) in f, is obtainea. Similarly, from
equation (3.5) of proposition (3.1), the equation (3.16) in f, is obtained.

Corollary 3.1 Given two independent contours and camera pan/tilt moveme:.. ., and

estimates of f; and f, (f; and f;), 6 and 8, can be obtained by solving the following

equalions:
M_70) —
f;(_ﬁ_a_””__) — (z0y® — 7z, — ys,) (3.19)
14
7@y
f;(_zt__r"___) = (z@y@ — 25, — y@§,) (3.20)
t
Proof:

Follows from Proposition (3.3).
Practical Considerations

Consider equation (3.17). For most practical systems the absolute value of y is
less than 300, whereas f, is greater than 500. Thus the equation is of the form
Afi+ Bf,+ C =0, with A =1, B negative and C small, compared to B. Thus the

feasible solution to this quadratic equation is

==\ ¢
_ g +67) 1[5 +6) -y
fv = __———20¢ + 3 9, 4y (3.21)

The other root is close to zero and thus can be ignored. Similarly from equation

(3.16), the solution for f, is

_H-T(1+62) 1T 462) -2\
Jo = 29, + 5 —T— — 4z (3.22)

Strategy B:

Thus the alternative active calibration procedure is as follows,

e Using a single image contour, obtain estimates for f. and f, from equations

(3.21) and (3.22).
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o Considering two image contours, estimates of é, and &, can be obtained from

equations (3.19) and (3.20).

This strategy provides good estimates for focal lengths and the equations are obtained
without the knowledge of the image center. However, the equations for computing
the image center are unstable due to the presence of the terms (a, — r) and (y, — y)
which, as mentioned before, are seusitive to noise. Thus roll movements of the camera

have been considered to produce more stable equations to compute the image center.

3.3.2 Alternate Strategy for Computation of Image Center

Roll movements of the camera are considered in order to obtain a different technique
for computing the image cenier. This technique overcomes the drawbacks of strategies
A and B in that the equations for computing the image center are more robust to

noise. The proposed techniques are stated below.

Proposition 3.6 Using a single image contour and prior knowledge aboul the focal
lengths f; and f, two linear equations can be developed in 8, and 8, by a roll movemnend

of the camera.

Proof:

Introducing é, and $é,, the non-zero errors in the image center estimation, into

equations (3.7) and (3.8), the following equations are obtained:

Ty — 6y = cos{0,)(F — 65) + sin(OT)%(’zj - 8,) (3.23)
v
¥, — 6, = —sin(0 );:(1—6 ) + cos(0,)(F — 6,) (3.24)
By rearranging the equations,
6:(1 — cos(8,)) + 6 (-—% sin(0,)) = Ty — cos(0,)T — L2 sin(o,)y (3.25)

6.(L2 sin(0,)) + 6,(1 = cos(0,)) = 7, - cos(0,)7 + L sin(0.)7  (3.26)

fz
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Strategy C:

Thus the procedure can be outlined as follows:

o Obtain the estimates of f; and f, using the procedure in Strategy B.

e Using a roll movement of the camera and a single image contour, obtain values

of 6, and é, from equations (3.25) and (3.26).

Corollary 3.2 When the roll movement (angle) is equal to 180 deg, the values of 6,

and 6, can be obtained directly using a single image contour.

Proof:

When the roll angle 8, is 180 deg the equations (3.23) and (3.24) reduce to

Tr—b,=—(T—6;) = 6, = (T +T)/2 (3.27)
Gr—by=—~(F—-6) =8 = (3 +7)/2 (3.28)

Strategy D:

The procedure can be outlined as follows:

e Considering a roll movement of 180 deg and a single image contour, obtain the

estimates of 8, and é, from equations (3.27) and (3.28).

e Obtain estimates of f. and f, from equations (3.16) and (3.17) along with the

ignored terms in 6, and 6, (which have been determined in the above step).

The equations for focal length are theoretically more accurate than strategies A and
B, which ignore negligible terms. Also, as the change in image coordinates will be
greater at a larger angle, the relative error is smaller at 6, = 180 deg, compared to
other roll angles. Thus the equations for computing the image center are also more

stable.
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Effect of roll angle on estimating é. and §,

The error in estimating the image center can be reduced by increasing the roll

angle. Thus the error at 8, = 180deg is less than at smaller angles.

By simplifying the two equations (3.25) and (3.26), it can be shown that tne terms
(yr — y) and (z, — z) are involved in estimating é, and é,. These terms are larger at
larger angles (the distance between pixels before and after rotation) thus making the

relative error smaller.

3.4 Theoretical Error Analysis

In this section we study the effects of various errors arising from different sources in

the computation of focal length and image center by Strategy C.

Remark 3.1 Error in measuring the pan/tilt angles generales a proportional error

in the estimation of f, and f,.

Proof: It can be seen from equation (3.16) that the estimation of f, is proportional
to the pan angle (6,), hence any error in this angle is reflected as an error in f,.

Similarly any error in the tilt angle (6;) results in a proportionate error in f,.

Remark 3.2 Error in measurements of the roll angle generates a proportional crror

in 6, and 6.

Proof: From equations (3.25) and (3.26) we can see that the values of é, and é, are
dependent on the roll angle (8, ), thus any error in this angle measurement will result

in an error in estimating the image center.

Remark 3.3 Error in the axis of roli will result in an error in computing the image

center.
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Case 1 If the azis of rotation (z') is parallel to the camera z aris (deviates from
the sensor center by (dz,dy,dz)), then the error in estimating the image center is

insignificant if the depth (Z) is large.

Proof: Rotation about the axis 2’ is equivalent to the following three transformations:

o ‘Translate the axis from (dz,dy,dz) to the origin of the sensor.
e Perform the actual rotation.

¢ Translate the center back to (dz,dy,dz).

Thus the resulting Rotation matrix would be

( cos 8, sinf, 0 cos#.dz + sinf,.dy — dz
~sinf, cos@, 0 —sinb.dz + cosf,dy — dy
0 0 10

0 0 01

- .

and the errors in z, (¢;) and y, (¢,) would be

€ = %(cos(ﬂ,)dw + sin(6,)dy — dz)

€y = ‘—fZE(sin(Br)d:c + cos(8,)dy — dy)
Since the errors in computing 6, and é, are dependent on the errors in z, and Yr, it

can be seen from the above equations that if the depth (Z) is large compared to dz

and dy, the error is not significant.

Case 2: If the axis of rotation (2') is at an angle to the camera z azis, but lies in
the yz plane, the error in estimating 6, is not significant, whereas the error in 6, is

quite laige.

Proof: Rotation about the axis 2’ is equivalent to the following three transformations:

e Rotate the axis so that it coincides with z axis.

o Perform the actual rotation.
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o Rotate the axis back to original.

Assuming that the error angle (.) is small (so that cos(0.) = 1 and sin(0,) = 0,)).

the resulting rotation matrix is

cos 6, sin 0, —sin(0,)0.
R=| —sin6, cosd, —cos(0,)0,. + 0.
0.sin(d,) —0.cos(0,)+0. 1

Thus the errors in z, (¢;) and y. (¢,) would be (again assuming Z is large),

€ = f,5in(0,)0.)
€y = fy0.(1 — cos(0,))

From equations (3.25) and (3.26), by introducing the error terms ¢, and ¢, the errors
in computing é, (e:) and é, (e,) are
cx(1 — cos(0,)) — e, (— £ sin(0,))
(1 —cos(0,)?) + (sin(0,))?
€,(1 — cos(0,)) — (I(ff sin(0,))
VT T = cos(0,)?) + (sin(0,))?

On simplification of the above two equations, the error in 6, (¢,) = 0 and error in 8,

(ey) = fyb. Thus the error in §, is proportional to the error angle whercas the error

in &, is insignificant.

Case 3: [If the azis of rotation 2' lies in the xz plane, the crror in b, is proportional

to the error angle, whereas the error in 6, is small.

Proof: Similar to case 2.

Thus any error in the axis of rotation has a considerable effect on the estimation of

the image center.

Remark 3.4 The coefficients of the linear equations used for solving the image cen-
ter ((3.25) and (3.26)) and the focal length ((3.21) and (3.22)) are unbiased in the

presence of uncorrelated noise with zero mean.
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Proof (outline): The coefficients involve a linear combination of terms of the form:
%, §. These terms are unbiased in the presence of uncorrelated noise with zero mean.

Thus any linear combination of terms like the above is also unbiased [Basu 1993).

3.5 Conclusions

In this chapter, active calibration techniques which calibrate the internal parameters
of the camera have been presented. These techniques are simple (only linear equa-
tions need to be solved) and quite robust to noise. The techniques do not require any
calibration patterns, unlike most existing techniques. Also, no point-to-point match-
ing is required; image scenes with stable edges are sufficient. No initial estimate of
focal length is required. The technique solves for the internal parameters independent

of the external parameters. Using this technique an active camera can automatically

calibrate itself.



Chapter 4

Robot Calibration

This chapter presents a technique for the kinematic calibration of robot manipulators.
It is shown that a robot manipulator, with a vision system mounted on it, can calibrate

itself by performing a series of motions.

4.1 Introduction

The purpose of a robot kinematic calibration algorithm is to improve the actual kine-
matic parameters of the robot model which describe the position and orientation of
the end-effector relative to the robot base. Most of the kinematic calibration tech-
niques [David et al. 1991, Renders et al. 1991, Vietschegger and Wu 1988], discussed
in chapter 2 obtain the parameters by performing large scale non-lincar optimiza-
tions. In these methods the equations involved are complex and the algorithms are

computationally intensive.

The kinematic calibration technique developed in this thesis is simpler and involves
solving linear equations. In this method only one link is calibrated at a time; as a
result the dimensionality of the calibration problem is reduced. The D-H kinematic

model described in chapter 1, with four link parameters (I;, ai, d;, 0;) is used in
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the calibration method, since it is adequate to represent the robot kinematics and is
the most widely used model in industry. In the case of parallel joints an additional

parameter (f;) is introduced, as discussed in section 1.2.1.

In order to calibrate a robot for its kinematic parameters, it is essential to obtain
an estimate of the motion of the end-effector as a result of different joint positions.
The approach discussed in this thesis uses a vision system to aid the calibration of a
robot manipulator. It uses a single camera mounted rigidly onto the robot gripper.
This set-up is commonly known as the eye-in-hand configuration and is used in various
industrial applications where visual feedback is required by the robot to perform its
task-such as grasping an object, navigation or automated assembly, etc. In such
applications, it is necessary for the robot controller to know the relation between the
robot base and end-effector (robot kinematic calibration), between the end-effector and
the camera (hand-to-eye calibration) and between the camera and the world frame

(camera exirinsic calibration) in order for the robot to efficiently complete its task.

The eye-in-hand setup is used to calibrate the kinematic parameters of the robot
manipulator. The view of the camera is fixed on a calibration object with known 3D
points. The calibration object has a series of squares on a plane surface; the corner
points of these squares can be treated as calibration poirts. The locations of thesc
points relative to a reference frame on the object are obtained. The camera is pre-
calibrated for its internal parameters using the active camera calibration techiniques
presented in chapter 3. The robot manipulator is moved to different positions by
moving one joint at a time. The measurements taken are the position and orientation
of the camera relative to the object coordinate frame — obtained by performing
the camera extrinsic calibration. The values to be computed are the kinematic link
parameters. Figure 4.9 shows the basic setup. Some of the notations and terminology

used throughout this chapter are listed below.

o Gi: Robot gripper (end-effector) coordinate frame at position ¢. This is fixed

to the robot gripper and moves with the gripper.
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Figure 4.9: Eye-in-Hand System.
e C;: Camera coordinate system. This is the 3D frame of the camera, with the

Z axis along the optical axis, and X and Y axis parallel to the image plane.

Since the camera is mounted on the gripper, it moves along with the gripper.

e W: Object coordinate frame, which is fixed on the object and the 3D positions

of points on the object are known relative to this frame.
o R: Robot base frame, which is fixed on the base of the robot.
e H;: Transformation from robot base frame to gripper frame at position <.

o T,.:: The transformation from G; to C;. This is constant throughout for all

motions of the robot as the camera is mounted rigidly on the gripper.
e T.,,: The transformation from C; to W.
o T.,,: The transformation from coordinate frame of joint i to W.

e A,,: The transformation for link n at position .

(Xw,s Yu,, Zy,;): 3D point on the calibration object.

(zi, y:): 2D point in the image.

c: cos().



e s: sin().

Since camera extrinsic calibration is used in the kinematic calibration procedure, it

is discussed first, followed by the robot kinematic calibration technique.

4.2 Camera Extrinsic Calibration

Camera extrinsic calibration involves obtaining the transformation T, (which con-
sists of a rotation matrix R and a translation vector T') between the camera coordinate
frame C and a known reference frame W, which is an arbitrary frame fixed on the
calibration object being viewed by the camera. Since the calibration points are on a
common surface, the object coordinate frame can be selected such that Z,, = 0. The
calibration object has a set of points whose 3D locations are known relative to the
reference frame. The camera is calibrated for its external parameters (position and
orientation) by relating the 3D reference points and their 2D image locations. In this
section, the equations necessary for determining the camera location relative to the
object frame are developed. The algorithm for camera extrinsic calibration is pre-
sented next. This calibration technique is a modification of the technique developed

in [Tsai 1987].

4.2.1 Mathematical Derivations

From camera perspective projection, the image points (z;, y;) are related to the known

object points (X,, Yu,, Z,) as follows:

T = Je(ruXw, + ri2Ye,m13Zu, + 1)
' r31 X, +1r32Yy, + 1332, + T

yi = fy(r2le.- + T22Yw.'r23Zw.' + Ty)
' ra1Xw, + 1r32Yu, + 7332, + T,
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where 1y, 712,...,r3; are the elements of the rotation matrix R; 7., T, and T. are
translational elements of T along the x, y and z axes; and f, and f, are the focal
lengths which are pre-calibrated. Since the object frame is chosen such that Z,, = 0,

the above equations would reduce to

e Xu, +112Ye, +T5)

' 7'31Xw. + 7'32}‘;,' + Tz

yi = fy(r214¥w. + 7'22)';0.' + Ty)
' ra1 Xy, + raeYy, + T

Equating the denominators of the above two equations and simplifying, the fol-

lowing linear equation is obtained with T ryy, Ty 'ryg, Ty trar, T vge, TV as

v
unknowns:
-Ty“r”
T, r
| FeXuws SeVaw fe ~fXom —fVur || 77T | =he
Ty"rzl
_Ty"‘rgg~

where : = 0,1,...,N — 1. If N, the number of calibration points, is larger than five
(the number of unknowns), an overdetermined system of linear equations is obtained
which can be solved by a least-squares approach. The value of |7}, can be obtained

from the above five values as follows: define C as a 2 x 2 matrix such that,

C )
C: [ Ty T2 7'11/Ty 7'12/,1'1/

T3 T4 7’21/Ty -"22/Ty

Then, T? can be computed as (proofs can be found in [Tsai 1987]),
S - [52 —_ 4(7‘17‘4 —_ 7‘37‘2)2]1/2

T2 — -
v 2(ryrg — rarg)? (4.3)
where, S = r? + 72 + r2 + r2. The value of | T}, | is:
S — [SZ - 4(7"17‘4 et 7'37‘2)2]1/2
T, |= .
I Y I \’ 2(T'1T4 _ 7'37'2)2 (4 4)

To obtain the sign of T} the following procedure is used,
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1. An object point (Xy,, Yu,, Zw,), whose image coordinates (z;, y;), are away

from the image center, is picked.
2. The sign of T}, is assumed to be positive.

3. The following values are computed,

r = (T, )ru(Ty) (4.5)
iz = (T )ra(Ty) (4.6)
ra = (T )ra(Ty) (4.7)
raz = (T, )raa(Ty) (4.8)
T. = (T,V)T(Ty) (4.9)

Te = 7'II/Yw + 7'12Yw + Tz
Ye = 7'21Xw + 7'22Yw + Ty

4. If (z. and z;) and (y. and y;) have the same sign, then the sign of T, is positive,
else sign of T}, is negative. This is because, from equations (1.1) and (1.2), both

f and z are positive. Hence, the sign of z; and z. are the same.

Once the sign of T, has been determined, the values of ryq, 712, 21 and r2; can be
determined from equations (4.4) to (4.8). A rotation matrix (R) can be described as

a series of rotations around the z, y, and z axes.

R = Rot(z,$)Rot(y,8)Rot(z, )

C¢C6 c¢s€s¢ - S¢C¢ C¢50C’(/) + S¢S’¢) 11 Ti2 T13
R={ spch spstsy) + coctp spsbcyp —cosp | = | ryy 122 7a3 (4.10)
—sf  cOsy clcy T3y T3z Ta3

Since 711, T12, T21 and r; are known, equating the terms on the L.H.S would
give values for 8, ¢ and ¢. But the value of 8 is not unique, as the value of cos# is
obtained, and the sign of # could be either positive or negative. In order to obtain

the correct values for the rotation matrix, the following procedure is used:
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1. Assume the sign of 8 to be positive. Compute the rotation matrix according to

equation (4.9).

2. Using this rotation matrix, compute the values of f; (f,) and T, by solving the

linear equation (4.1).

3. If the sign of f. is negative, then the rotation matrix is wrong; change the sign

of # to negative. Compute the right rotation matrix.

Once the rotation matrix has been computed, the value of 7, can be computed as

follows, from equations (4.1) and (4.2) by using a least squares solution.

T, = gf-(mxw,. +7r12Yu, + T2) — (rar Xw, + 732Ya,)

T, = %(TZIXw. + r22ywi + Ty) - (7'31Xw, + 7‘32},“")

4.2.2 Camera Extrinsic Calibration Algorithm

The camera extrinsic calibration procedure can be outlined as follows:

e Grab an image of the calibration object. Obtain the (z;, y;) image coordinates

for corresponding object points (X, Yu,, Zw,)-

¢ Compute the rotational parameters and translational elements, 7% and 7}, of

the transformation matrix, T¢,, using equations (4.8) tc (4.9).

¢ Using the above values, compute the value of T, using equations (4.1) and (4.2).

The extrinsic parameters computed by this algorithm are used to compute the kine-

matic model parameters of the robot manipulator.



4.3 Robot Calibration

In this section, an incremental calibration procedure to determine the parameters of
the kinematic model of a robot manipulator is developed. The setup used for the
kinematic calibration is as follows: a camera is mounted rigidly on the end-effector
and the view fixed on a calibration object with known 3D points. In order to reduce
the complexity of the calibration problem, one link is calibraied at a time. As the
D-H model is used, only four parameters are to be estimated at a time (in the case
of parallel joints, the number of parameters is five). For an 7—link manipulator
the last (n'*) link is calibrated first, then the (n — 1)** link and so on. The robot
manipulator carrying the camera makes a series of moves, by moving the joints to
different positions, and at the end of each move an image of the object is grabbed by
the camera. Figure 4.9 shows the transform graph for the eye-in-hand system. The
transforin equations jor the two positions (¢ = 0 and ¢ = 1) of the robot obtained as

a result of end-effector motion are,

R = HoTyeTew,
R=H Ty T,

= HoTyTowy = HiTycTou, (4.11)

where H, is the transformation for position ¢ = 0 and H, for ¢ = 1.

In the above equation, the value of T, can be obtained by performing the camera
exlrinsic calibration discussed in section 4.2, for which an image of the calibration ob-
ject at position ¢ is captured. The transformation 7}, is known and is constant at any
position as the camera is mounted rigidly on the end-effector. Methods to calculate
T, are found in [Shiu and Ahmad 1989, Tsai and Lenz 1989]. The transformation H;
consists of the link parameters, which have to be determined. Some propositions are
presented to support the kinematic calibration of the robot manipulator. An algo-
rithm is developed next. Though this method is generic and applicable to an n-link
robot, a two-link robot manipulator is considered and equations are developed. The

algorithin is then generalized for a n-link robot manipulator.
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4.3.1 Mathematical Derivations

The equations for solving the kinematic parameters of the robot model are developed
for a two-link robot manipulator (link 2, the distal joint and link 1 as shown in
figure 4.10) with revolute joints. First, link 2 parameters are calibrated followed by
link 1 parameters. It is assumed that an estimate of T}, is known. Using the 1)-
H model, the link parameters to be estimated are [;, a;, d; and 0; (the error in the
encoder reading). An estimate of the joint angle (6;) is given by the encodesrs mounted

on the robot manipulator.
Link 2
(12; dzn az )62)

Link 1
(l”dl’ a] :6])

LAV AV AV AV Ay Va4

R

Figure 4.10: A Two-link Manipulator with D-YI Model Parameters.

Proposition 4.1 Linea~ equations in the kinematic paramelers ly, oy and 80, of
link 2 can be obtained by moving only joint 2, (thereby moving the end-effector to a

different position), keeping joinl ! at a fired position.

The trausform equation obtained by moving only joint 1 from position 0 (0,) to

position 1 (6,,) (shown in figure 4.11), is



T,
Gripper Tae Cameru Gripper & Camera

(Wo CW]
Juint y Object Juint Object
T’“’Z 7'rwz
(a) Initial Position (i = 0). (b) Final Position (i = 1).
Figure 4.11: Transform Graphs for Movement of Joint 2.
lrrwg = A2o TgcTcwo
-1 ? ~1 -1
= A2l A20 - QCTCUJ1 TCUJO Tgc (‘4-12)

Trwg = A21TgcTcw1

Let the R.LS of the equation, which is known, be represented by the matrix

iy Ti2 T3
R = To1 T22 T23

31 T3z 733

The link parameters can be obtained by solving a set of linear equations as follows.

The link transformation (A;) of the D-H model is given by

A; = Rot(z,0;)Trans(0,0,d;)Trans(l;,0,0)Rot(z, a;)

( C0,‘ —sH,-ca,- s()isa,- l,-cH,- ]
50,' c0,'ca,- —c0,~sai l,-sﬂi
Ai= (4.13)
O Sqy; co; d
[0 0 0 1|

and,

A7 = Rot(x, 0;) ' Trans(l;,0,0) ' Trans(0,0,d;) ™! Rot(z, 6;) "
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cb; s0; 0 -

Al —sb;ca; chica; so; —d;so;
sO;sc; —cb;sa; co;, —dico;
0 0 0 1

-

(1.

1)

Simplifying and equating the terms on the L.H.S of the equation (4.12) (which con-

tains the link parameters) to the elements of R (which are known), the following set

of linear equations can be obtained,

clz,c0;, + s03,50,, = 1y,
cag(—s0z,¢02, + cl,,80,,) = ry
sag(—cly, 803, + s02,¢0z,) = 13
cay(—cly, slz, + s02,¢c0,,) = 11,
Eay(sly,s02, + cz,c04) + sy = 1y
capsap(—sbz,sly, — ¢y, cly, + 1) = 1y
sarp(—slz,¢lz, + clz,802) = 713
cagsay(—sly, 805, — cly,cly) + 1) = 1y,
s%ary(s0z,804, + cly,c0z,) + oy = ryy
lo(elz,c0zy + 802,80, — 1) = 1,4
la(—sbs, cly caz + cly,80, carp) = 14y

12(5021 C02030‘2 - C(ll\glsogosa‘z) = T's4

An estimate of {3 is obtained from equations (4.15) and (4.24) as,

""14
11— |

12'—_

(1.

27)

An estimate of tan oz can be obtained by dividing equation (4.21) by equation (4.16),

from which a; can be obtained.

S 13 1 T3
— = — = a9 = tan r=2
Car 21 21

(4

28)

<)

"

0



In order to obtain the joint offset readings, consider equation (4.15). If 0, is 0 deg

(i.c. the first position of the link is its zero position), the value of 8, is given by
€y, =111 = 0y =c 'y (4.29)

This difference between this value of 82, and the encoder reading would give the offset

value 60,.

The value of d; cannot be obtained from this set of equations. The valre of d; is

obtained along with the link parameters of link 1.

Proposition 4.2 The kinematic parameters of link 1, I, a1, 60, and the link 2
parameter dy can be obtained by moving the first joint, given the estimates of other

three link 2 parameters.

The transform equation obtained by moving only joint 1, (joint 2 is fixed at its
zero position, 0; = 0, to simplify the equations), from position 0 (6;,) to position 1

(04,), shown in figure 4.12, is

r al
Fruz, - AIOA%YgCTcwo
,‘ ruw; & Al] A20 TgcTcwl

= AT A1, = A2, TocTow, Ty T A7) (4.30)

T, T,
Gripper K¢ Cameru Gripper &¢ Camera

Joint 5 Joint,

Joint , Joint

(a) Initial Position (1 = 0). (b) Final Position (i = 1).

Figure 4.12: Transform Graphs for Movement of Joint 1.
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The elements of the R.H.S are known, except for d. Let the term T 1o, T30 T3
be represented by matrix R as in the proposition (4.1). By equating the terms of
L.H.S which contain the link 1 parameters, to the elements of R.H.S and simplifving

the following equations are obtained,

say r31Chgy — 721802 ~1 T31Ca; — T8y
—_— = = a; = tan
coyp €09 + 131807 r21€07 + 7'3180

(1.31)

The joint offset is given as follows. Let 0, be 0 deg (i.e. the first position of link

1 is its zero position), the value of 8,, is given by.
ey, =y =6, = ¢ try (4.32)

This difference between this value of 8, and the encoder reading gives the offset value

66,.

Two linear equations in /; and d, are obtained which can be solved to obtain their

estimates,

11(7'11 - 10) + d2(7‘12$(12 + 7'13C02) =714+ 13(10 b 7'”) (433)

Li{ra1) + da(ragsag + rascan) = roq — Ly(ray) (14.34;

These equations can be easily modified for the case, when joint 2 is not at its zero
position. The estimates can be improved iteratively by moving the joints to different
positions (¢ = 0,1,...., N) and estimating the parameter values each time. With the
above discussed method, estimate of the link 1| parameter d; cannot be obtained.
This parameter can be estimated by using an initial estimate and iteratively refining

it. Consider the transform equation (shown in figure 11 (a)),
Trw, = Ay AL ycTensy (1.35)
A set of equations can be obtained with the elements of 7}, and d; as unknown.

These equations can be solved iteratively, by moving the joint 1 to different positions,

with an initial estimate of d;.
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4.3.2 Robot Calibration Algorithm

"The equations developed thus far can be generalized to a n-link robot. First the n't
link is calibrated by moving joint n, with joints 1 to n — 1 at a fixed position. Then
the n — 1* is calibrated and so on. Parameter d; has to be estimated with a different
approach as discussed earlier for the two-link manipulator. The calibration procedure

can be outlined as follows,

Loop until desired accuracy is obtained (7. is known)

o for i = n downto 1

— Move joint i
— Perform camera extrinsic calibration
~ using T}, calibrate :** link for its parameters /, o and 66, and d with the
parameters of link ¢ — 1 according to proposition (4.1) and (4.2).
-if(i=1)
obtain estimate of d by equation (4.35).

4.4 Theoretical Error Analysis

In this section a brief theoretical error analysis is presented for the kinematic cali-
bration algorithm of a two-link robot manipulator. Let the term Ty Tew, Tyt T2' in
propositions (4.1 - 4.2) be represented by R. The effect of rotational and translational

errors in R on the estimation of link parameters is studied.

Remark 4.1 Any Rotational errors in R will produce a corresponding error in the

estimate of a; and 60;.

Proof: As can be seen from equations (4.28) and (4.29), the values of a, and 6,

are dependent on the rotational parameters of R. Thus any error in the rotational



parameters would produce a corresponding error in their estimates. Similarly for the

link 1 parameters a; and 66,.

Remark 4.2 Any rotational or translational errors will produce an error in the es-

timate of I;.

Proof: As seen from equation (4.27) the value of /; is dependent on both rotational
and translational parameters of B. Hence, any errors in these terms would produce

an error in l,. Similarly for /.

Remark 4.3 Errors in estimates of a; will produce errors in ay.

Proof: From equation (4.31) it can be seen that the value of a; depends on the

estimates of a;. Hence any error in this term would produce significant error in «;.

Remark 4.4 Errors in a; and Iy will produce errors in |} and d,.

Proof: It can be seen from equations (4.33) and (4.34) that values of [; and d, are
proportional to l; and a;. Hence the errors in these link 2 parameters would cause

errors in l; and d.

4.5 Conclusions

In this chapter a calibration procedure to determmic the kinematic parameters of
a robot inanipulator with the aid of a camera is presented. The technique requires
knowledge of hand-to-eye transformation [Shiu and Ahmad 1989, Tsai and Lenz 1989].
This method is simpler as it formulates the problem as a set of linear equations
instead of the non-linear solutions proposed elsewhere. Since calibration is performed

incrementally one link at a time, the complexity of the algorithm is reduced.



Chapter 5

Experimental results

This chapter presents a few experimental results and observations obtained by imple-

menting the camera and robot calibration techniques presented in chapters 3 and 4.

5.1 Active camera calibration

In this section some of the results obtained by performing the active calibration
strategies are presented. Initially, simulation results using synthetic data are provided
followed by real experiments with a camera. The results of Strategy A and Strategy

B are also provided for completeness [Basu 1993].

5.1.1 Simulations

Simulations were carried out using synthetic data. Sets of 3D points were randomly
generated to represent contours. These points were then projected on to the image
plane and the values quantized to the nearest integer to represent the image pixels.

Tests were performed without noise and with adding Gaussian noise.

First, the performance results of Strategy A and B are presented. Table 5.1
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summarizes some of the results obtained without noise. In order to study the variation
of error in focal length estimate, the values of f, and f, were varied between 100 and
1000 in steps of 100, keeping all the other parameters fixed. The values of pan/tilt
angles were fixed at 3 deg. Figure 5.13 shows the results obtained. The cffect of
discretization error seems to influence the estimates of Strategy A more at smaller
focal lengths. This is because Strategy A is not very robust to noise. When the
focal length is large, the discretization error is relatively smaller'. Thus Strategy A
produced better results with larger focal lengths. The errors in the estimates obtained
by Strategy B do not change rapidly with increasing focal length. This is because
Strategy B is theoretically less accurate than Strategy A as several terms were ignored

in deriving the equations.

Strategy | Points Used | f. | f, MM
A 10 400 | 600 | 397 | 604
A 30 400 | 600 | 405 | 605
A 10 600 | 700 | 584 | 707
A 30 600 | 700 { 599 | 703
B 10 400 | 600 | 405 | 607
B 30 400 | 600 | 404 | 593
B 10 600 | 700 | 610 | 692
B 30 600 | 700 | 606 | 696

Table 5.1: Simulation Results of Strategy A and B Without Noise.

Next, Gaussian noise was added to the image points to test the robustness of the
strategies to noise. Strategy A performed quite poorly, producing estimates with 20,
28 and 40 percent errors when the noise had a standard deviation (¢) of 3, 4, and 5
respectively — indicating that Strategy A is sensitive to noise. Strategy B produced
reliable estimates, (10 percent error), even when o was as large as 20. Figure 5.14
shows the error in estimating focal length by Strategy B with noise, with focal lengths

Jz and j, as 400 and 600 respectively. Thus Strategy B is more robust to noise, though

IThe interpixel distance measured in terms of the focal length is 7’: (71;) in the z (y) direction.
When focal length is increased the discretization error, relative to the focal length is decreased.
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Figure 5.13: Variation of Error in Focal Length.

Strategy A is theoretically more accurate. This can be explained by Propositions (3.3)
and (3.5). When the camera pans by a small angle (3-4 degrees), (7 — 7) had values
less than 2 pixels, whereas (T, — T) was as large as 30-40 pixels. Strategy A uses
terms such as (7, — 7) which are affected by noise of fewer pixels than (z, — T), used

by Strategy B.

The performances of Strategy C and Strategy D in computing the focal length and
image center were studied. Initially, tests were conducted by varying the roll angle in
Strategy C. Gaussian noise was added to the image points to study the effect of noise
on the error in computing the image center. The focal lengths, f, and f,were fixed
at 400 and 600, and é, and &, at 10 and 20 pixels respectively. Table 5.2 summarizes
the results obtained in computing the image center. Figure 5.15 shows the variation
of error in computed the image center with roll angle when Gaussian noise with
standard deviation (o) of 0 (no noise), 5, 10 and 15 pixels was added. It can be seen
that the error decreases as roll angle increases. This is because the change in image
coordinates is greater at larger roll angles, resulting in a smaller relative error. Also,
Strategy C performs reasonably well in determining the image center even when o is

as large as 15.
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Figure 5.14: Variation of Error in Focal Length with Noise (Strategy B).

Angle (deg) | Points Used | 6, | 6, | =0 | 6 =5 | =10
AEARAEAEARS

i 20 50 10201t 2271272312723
40 50 102011 2112221219

60 50 2011211221 13] 21

80 50 102011 |21 |11 |21 1122

100 50 102010211021 1121

120 50 1020112t 1121 {11{2l
140 50 102011 (211t |21 (1121

160 50 1072010211t 211121

180 50 10{20(10[20]10 12110721

Table 5.2: Simulation Results of Strategy C in Computing Image Center
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Table 5.3 summarizes the results obtained by Strategy I). The results for image
center obtained by Strategy D are almost similar to the ones produced by Strategy
C when roll angle is 180 deg, as seen in Figure 5.16. This is because with roll angle
equal to 180 deg the equations used by Strategy C reduce to those in Strategy D.
Strategy D, however, is a little more accurate as the equations are obtained directly
without using the estimates of f; and f,. Table 5.4 summarizes the resul.s of focal
length estimates obtained by Strategy C and Strategy D. The focal lengths oktained
by Strategy D are similar to those produced by Strategy C, although Stratecgy D
is theoretically more accurate, which can be seen from Figure 5.17. This justifies
ignoring small terms in computing the focal length by Strategy C (which essentially
uses Strategy B). But as the noise is increased Strategy D produces more reliable

results than Strategy C (as the relative error increases).

Points Used | 6, | é, | 0 =0 | =5 [o=10
ACATACALAL)

Y Ed Y

[ 50 [10]20]10]20 ] 11 [20]11] 20|

Table 5.3: Simulation Results of Strategy D in Computing Image Center
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Figure 5.16: Comparison of Strategy C and Strategy D in Computing Image Center.
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Strategy | Points Used | f; | f, oc=10 o=25
[ AN
C 50 400 | 600 | 403 | 602 | 396 | 603
D 50 400 | 600 | 401 | 601 | 403 | 599

Table 5.4: Simulation Results in Estimating Focal Length
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Figure 5.17: Comparison of Strategy C and Strategy D in Computing Focal Length.
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Next, tests were performed by introducing an error in the axis of rotation. These
showed that when the axis is parallel to the camera axis, the errors in é, and §é,
are insignificant if the depth is large compared to the deviation of the axis from the
camera center (as seen from Figure 5.18). Then, tests were performed by introducing
errors of 1, 2 and 3 degrees in the axis of rotation, and roll angle equal to 180 deg.
Figure 5.19 and 5.20 show the error in é, and é, when the axis of rotation lies in the
yz plane and the zz plane. It can be seen that the error in é, is insignificant, whereas
the error in é, is increasing proportionately with the error angle when the axis lies
in the zz plane. Similarly, the error in é, is large when the axis lies in the zz plane.
Thus any <rror in the axis of rotation results in a considerable amount of error in

computing the image center.

8 v - v - - v v

v v
Parallel Axis —

7F

Absolute Error in Image Center (pixels)
E-

0 i 1 - ' i 1 i L i

0 0.1 w2 03 04 u.s 0.6 0.7 08 0.9 1

Deviation of Center as a Percent or Diepth

Figure 5.18: Error in éx anua éy when Axis of Rotation is Parallel to the Camera z
axis.

5.1.2 Experiments with Real Images

The active calibration algorithms were tested on a real system. The active platform
in our laboratory with the COHU camera was used to acquire images. Strategies A

and B were used to obtain the focal lengths. In order to perform the active calibration
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procedures automatically, it is necessary to match contours of interest during pan/tilt
motions of the camera. This was done by tracking image contours over the initial
and pan/tilt images. First, edges in the images were obtained. Edges in the original
image, within a specific window, were thickened using the morphological operation
of “dilation” [Maragos 1987]. Then, edges in the pan/tilt images were AND-ed with
the dilated original image to obtain the corresponding image contours. The obser-
vation that contours move horizontally (vertically) during a pan (tilt) motion of the
camera was taken into account to design the matching algorithm. Figure 5.21 shows
a sequence of original and panned images. The corresponding edges with the tracked
contours within the specified window are illustrated in Figure 5.22. Figures 5.23

and 5.24 show a sequence of initial and tilted images and the corresponding edges.

(a) Initial Image. (b) Image after Pan.

Figure 5.21: Image Sequence.

Using Strategy A, the estimates of f, and f, were 700 and 985, while Strategy
B produced estimates of 910 and 1120 respectively. The values were also obtained
by using a calibration procedure similar to one in [Slama 1980] which uses a known
pattern (known 3D points). Starting with an initial estimate, the values were refined

using a least squares approach to minimize the error between observed and predicted

63



-~

(a) Edges of Initial Image. (b) Edges after Pan.

Figure 5.22: Edges of Image Sequence.

(a) Initial Image. (b) Image after Tilt.

Figure 5.23: Image Sequence.
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(a) Edges of Initial Image. (b) Edges after Tilt.

Figure 5.24: Edges of Image Sequence.

locations of the points. The values of [, and f, obtained by this procedure were 890
and 1109. The values estimated by Strategy B were more stable than those obtained
by Strategy A. The value of (¥ — 77) and (T — 7,) were in the range of 30-40 pixels,
wherecas (¥ — ¥7) and (¥ — ¥,) were around 1-2 pixels. The pan/tilt angles, which
were obtained from measurements from the potentiometer mounted on the camera,
were around 3 degrees. The errors in computed focal lengths are partly due to errors
in measured angles. Image center estimates obtained by Strategy A and Strategy
B were unstable as terms such as (T — 77), which are sensitive to noise, are used in

estimating the values.

Strategies C and D were used to compute the image center. Roll movements of 90
and 180 degrees only were used. Images of three different scenes were acquired. For
cach scene, a sequence of three images (initial image, images after roll movements of
90 and 180 degrees) were taken. In order to obtain the corresponding contours in the
images, two steps were followed. First, edges were extracted for the images. Edges

within a central window in the initial image were tracked over the sequence of images.
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Figure 5.25 shows a sequence of images and Figure 5.26 shows the corresponding
edges of the image sequence with the tracked (matching) contours within a specified
bounding box. Matching of contours was done manually by placing the window over
the corresponding edges in the images. Using Strategy ' (roll angle of 90 degrees)
the estimates of 6, and é, were 2 and 28 respectively. These values were obtained by
performing the calculations over different contours and computing the average. Using
Strategy D) (roll angle of 180 deg) the estimates for &, and &, were 2 and 30 pixels.
The values of 8, and é,, obtained by a technique which uses a predefined pattern,
were 4 and 34 pixels. Thus it can be seen that the active calibration algorithims have
performed reasonably in real situations, and in addition, the error is smaller when

the roll angle is 180 deg rather than 90 degrees.

Figures 5.27 and  5.28 show the images and corresponding edges for the second
scene. The estimates for 6, and 8, obtained by Strategy C (90 deg roll) were 3 and 29
pixels, while the values obtained by Strategy D were 2 and 30 pixels. Thus it can be
seen that the active calibration algorithms produce stable results in real situations,
Images for the third scene have not been shown here. The results obtained were
similar to the values mentioned for the above two scenes (scene 1 and scene 2). The
focal lengths used were initially obtained by the active calibration procedure discussed

in Strategy B.

5.2 Robot kinematic calibration

In this section, some of the results obtained by performing the robot calibration

procedure developed in Chapter 4 are presented.



(a) Initial Image. (b) image after 90 deg Rotation.

(c) Image after 180 deg Rotation.

Figure 5.25: Sequence of Images Taken (first scene).
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(a) Initial Image. (b) Image after 90 deg Rotation.
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(c) Image after 180 deg Rotation.

Figure 5.26: Corresponding Edges of the Images (first scene).



(a) Initial Image. (b) Image after 90 deg Rotation.

(c) Image after 180 deg Rotation.

Figure 5.27: Sequence of Images Taken (second scene).
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(c) Image after 180 deg Rotation.

Figure 5.28: Corresponding Edges of the Images (second scene).
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5.2.1 Simulations

Simulations were carried out using synthetic data. The calibration procedure was
used to determine the link parameters of a three link robot with revolute joints (link
1, link 2 and link 3). The robot link parameters were obtained from three links of
a PUMA 560 robot arm. A three link robot can be viewed as shown in Figure 5.29.
Thus the kinematic parameters to be determined are: link 1 — [lj, ay, d; and 60,

link 2 — I, a3, d; and 66, link 3 — I3, a3, d3 and é663. Table 5.5 gives the actual

values for these parameters.

Link 3

(l3dy, ag.,8;)

Link 2

(Iyd,y a,,8,)

Link ]
(llrdl; al ,e])

R

Figure 5.29: Three Link Robot.

Link | { (mm) | a (deg) | d (mm)
1 0.0 90.0 203.2
2 432.0 -90.0 0.0
3 203.2 0.0 0.0

Table 5.5: Actual Values of Link Parameters.

The encoder offsets (66,, 60;, §03) were fixed at 1 degree. The value of T,. was
fixed and this was used to compute the link parameters. First, link 3 parameters

were determined and these values were used to calibrate link 2 and link 1 by moving



one joint at a time. For different movements the camera motion (camera extrinsic
calibration) was determined from equation (4.11) using the actual link parameters.
These values were used to obtain the link parameters according to the calibration
procedure developed in chapter 4. The angle of movement was varied from 0 to 60
deg in steps of 10, and the average of the values computed at the end of each movement
was taken to obtain the final estimate of the link parameters. The movements were
paired such that the angle of movement was as large as possible. First, values were
obtained without noise. Then errors were introduced in the camera measurements to

determine the effect on the estimates of link parameters. Table 5.6 shows the errors in

the estimates of link parameters obtained without noise in the camera measurements.

It can be seen that the values obtained are accurate.

Link | &/ (mm) | éa (deg) | éd (mm) 80
1 0.000095 | 0.0006 0.000044 | 0.0004
2 0.000095 | 0.0002 | 0.0000334 | 0.0001
3 i 0.000087 | 0.00004 | 0.000022 | 0.00003

Table 5.6: Errors in Values of Link Parameters.

Next errors were intreduced in the camera measurements. Both translational
and rotational errors were included to study the effect on the parameter estimates,
Figures 5.30, 5.31 and 5.32 show the variation of error in the link parameter { of the
three links with rotational errors across the z, y and 2 axis. The error was introduced
by rotating the camera transformations around z, y and z axis by | to 5 deg. It can
be seen that the errors are affected more Ly rotational errors around the x axis. This
is because the equations to compute [ are more dependent on these values. Also, the
errors in {; and [ are more than errors in I3 as the error is propagated along, as link

3 is calibrated first.

Figures 5.33, 5.34 and 5.35 show the variation of errors in | with translational
errors. It can be seen that translational errors along z-axis have more effect, whercas

errors along y and z axis are negligible.
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Figures 5.37 and 5.38 show the errors in the parameter d due to rotational errors,
whereas figures 5.39 and 5.40 show the errors due to translational errors. It can be
seen that translational errors have a more prominent effect on the estimates than

rotational errors.
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Figure 5.36: Variation of Error in d3 with Rotational Errors.
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Figure 5.37: Variation of Error in d; with Rotational Errors.

Figures 5.40 and 5.41 show the errors in a due to rotational errors. Again, rota-
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x.

tional errors around the x axis have a larger effect as the equations are more dependent
on these values. Translational errors do not have any cffect on computing the esti-
mate of a as the equations do not involve the translational components and hence

are not shown.
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Thus, from the above results it would appear that the robot calibration procedure
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provides reasonable estimates of the link parameters even with noisy measurements.
The errors are reduced by increasing the angle of the robot joint movement, &as the

relative camera motion also increases, resulting in a smaller relative error.

5.3 Conclusions

This chapter presented a few experimental results of the camera and robot calibration
techniques presented in Chapters 3 and 4. Experiments with synthetic and real data
were conducted for the active calibration techniques. It was demonstrated that the
procedures provided stable results even in the presence of noise. Simulations were
done for a three link robot to illustrate the robot kincinatic calibration procedure.
Aud finally, the effect of noisy measurements on the computation of link parameters

was studied.

79



Chapter 6

Conclusions and Future Directions

This chapter summarizes the research conducted towards the thesis and presents
som2 conclusions and directions for further research. Advantages and disadvantag
of the techniques developed are discussed. Observations concerning camera and robot.

manipulator calibration are presented in separate sections.

6.1 Camera Calibration

This thesis presents a novel technique for calibrating the internal paramneters (focal
length and image center) of a camera. We have shown that a camera capable of
rotational movements (roll, pitch and yaw) can automatically calibrate itself. By
considering roll movements (strategy C and D, section 3.3.2), the estimates obtained
for the image center are stable. We found that larger roll movements pr L tore
accurate estimates of the image center. The estimates of the parameters are quite

robust to noise as validated by the experimental results.
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6.1.1 Advantages and Limitations
The advantages of this method are as follows:

e The calibration algorithms do not require any predefined calibration pattern;

scenes with stable edges are sufficient.
o The equations developed are mathematically simple.
¢ Internal calibration is separated from external calibration.
o Initial estimate of focal length is not required.

o Reasonable localization of contours is sufficient, no point-to-point matching is

required.

One limitation of this method is that the angle of movement (rotation) of the camera

has to be known. The accuracy of the calibration algorithms depends on the accuracy
of the angle of rotation and the rotation axes. Another limitationis that any deviation
of the pan (tilt, rell) axis from the camera z (y, z) axis would produce errors in the

estimates of the camera parameters.

6.1.2 Future Directions

In this thesis, the problem of matching contours after roll niovements of the camera
has not been addressed. Algorithms to perform matching are necessary to automate
the calibration algorithm. The corresponding contours between images can be ob-
tained by doing correlations and searching for the best match within the region the
contour is most likely to be found. The region can be computed approximately if the

angle of rotation is known.

Researchers have developed models for computer-controlled zoom lenses and fish
eye lenses. It will now be interesting to develop active calibration procedures for

special lenses by integrating the theoretical models with the calibration algorithms
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presented. The pan (tilt, roll) axis may not be parallel to the camera z (y, z) axis.
Modeling of such errors would further increase the accuracy of the calibration algo-

rithms.

6.2 Robot Calibration

The robot calibration technique developed uses a vision system, mounted on the end-
effector, to obtain estimates of the parameters of the robot kinematic model. This
procedure is incremental, i.e., one link is calibrated at a time, starting with the
most distal link, by moving each joint. This technique assumes that the hand-to-
eye transformation is known. Simulations were performed to illustrate the proposed

calibration technique.

The main advantage of this technique is that, since only one link is calibrated
al a time, the dimensionality of the problem is reduced. Also, the mathematical
formulation involves solving linear equations only. One major drawback of this tech-
nique is that the errors are propagated along the links as the calibration is performed

incrementally.

6.2.1 Issues

There are two important issues when using a vision system as a measurement mech-

anism: accuracy and field of view of the camera.

The accuracy of the robot calibration depends on the accuracy of the vision sys-
tem. The accuracy of camera measurements depends on the camera resolution and
error in image feature location. Any errors in locating the image coordinates of the
calibration points would produce errors in computing the camera location. This would
result in errors in the estimates of the kinematic parameters of the robot model. The

accuracy obtained can be increased by using a higher resolution camera. The error



in image feature location can be reduced by using special techniques, which aim at
sub-pixel accuracy, to extract the image coordinates of the calibration points. The
precision of the calibration object is also important. The locations of calibration
points hav. to be known with a reasonable accuracy to obtain more accurate camera

measuren:eics.

Another important issue in using a vision system as a measurement system is the
field of view of the camera. The measurement system should be capable of operating
through a large portion of the robot work space. Since, in this technique the camera
is mounted on the robot manipulator, this problem is overcome to a certain extent.
But since the calibration object must always be in the field of view of the camera,
some movements of the manipulator may be limited. In such cases, using a large

calibration object is useful.

In general, improvement in robot accuracy due te calibration is limited by the
accuracy of the measurement system, as well as, inaccuracies that result due to errors
which have not been modeled. This forces us to conclude that there is a limit to the

accuracy of robot arm positioning.

6.2.2 Future Directions

The robot calibration technique was tested by performing simulations using synthetic

data. Experiments need to be conducted to test the performance in real situations.

The model discussed in this thesis deals only with geometric parameters. But non-
geometric parameters also contribute to positioning errors. There is, therefore, a need
for robot models that compensate for errors caused by non-geometric parameters. It
is hard to fully com pensate for these errors {for example, motor parameters) however,

and the models become complicated.

It would be interesting to generate a relationship between the error in image

feature location and the error in the estimated kinematic parameters, and then find

"
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the effect of the accuracy of the measurement system on the accuracy of the model

parameters.

The technique developed assumes that the hand-to-eye transformation is known.
The method can be extended to the case when this transformation is unknown, by
starting with initial estimates of the link parameters and refining the values. Research
could be done to see if it is possible to perform the robot calibration independent of

this relationship [Lerz and Tsai 1989).

Performing robot calibration using arbitrary scenes instead of a fixed pattern is

another interesting topic that can be exvlored in the future.
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