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Abstract—Organizational competencies have a significant influence on performance; therefore, it is vital that organizations in 5 
the construction industry assess and enhance their competencies in order to improve performance. The set of variables that 6 
captures construction organizational competencies is highly dimensional. Feature selection (FS) helps to reduce the 7 
dimensionality of data by using only a subset of variables to develop a model. The main objective of the research presented in 8 
this paper is the development of a fuzzy inference system (FIS) applying fuzzy c-means clustering (FCM) and FS using genetic 9 
algorithms (GAs). First, the parameters of FCM are optimized and used to develop an FIS. Then, the FIS is optimized using a 10 
GA. The root mean square error (RMSE) is used as a fitness function for GA optimization. This paper contributes an FS 11 
approach for construction engineering and management problems that are characterized by high dimensionality of feature space 12 
and few data instances. 13 
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I. INTRODUCTION 15 

The environment within which the construction industry operates is dynamic and complex in nature, leading to the 16 
increasing presence of uncertainties in technology, budgets, and development processes [1]. The construction industry 17 
demands continuous quality, productivity, and performance improvement, which is attributable to the emergence of 18 
new procurement methods, contracts, and project delivery methods [2]. However, the construction industry is 19 
criticized for its underperformance and continues to suffer from declining productivity [2], [3]. Chakravarty et al. in 20 
[4] suggest that in order to have an impact, multiple competencies must be directed towards the implementation of 21 
competitive actions that will enhance an organization’s performance. Evolution in theory and practice has placed 22 
competencies at the center of an organization’s success [5]. Therefore, in order to achieve better performance and 23 
competitiveness, it is vital for construction organizations to explore new approaches for assessing and enhancing their 24 
competencies [6], [7]. Tiruneh and Fayek define organizational competency in [8], [9] as “an integrated combination 25 
of resources, particular sets of skills, necessary information, technologies, and the right corporate culture that enable 26 
an organization to achieve its corporate goals, competitive advantage, and superior performance.” Relating 27 
organizational competencies to performance is essential for identifying target areas to improve performance. 28 

The variables that characterize construction organizational competencies are both quantitative and qualitative, and 29 
in most cases, the set of variables that captures organizational competencies is highly dimensional, which leads to 30 
long data processing time and low accuracy of the predictive model for an organization’s performance. Processing the 31 
data to obtain a smaller set of representative features while retaining optimal salient characteristics of the data not 32 
only decreases the processing time, but also leads to more compactness of the models and better generalization [10]. 33 
A suitable way to overcome this problem (i.e., the high dimensionality of the feature space) is to implement 34 
dimensionality reduction, which reduces the dimensionality of the data by using only a subset of variables to develop 35 
a model [11]. Dimensionality reduction makes it possible to obtain a smaller set of representative organizational 36 
competency variables that retains the optimal relevant characteristics of the data, not only decreasing the processing 37 
time, but also leading to a more accurate and concise model and better generalization [11]–[15]. In general, two 38 
categories of dimensionality reduction have been commonly performed: feature extraction (transforming the existing 39 
features into a new reduced set of features) and feature selection (FS; selecting a subset of existing features) [14], 40 
[16]–[19]. This paper uses FS instead of feature extraction for selecting the best feature subsets that represent the 41 
original data. 42 

II. FEATURE SELECTION 43 

In data with high dimensionality, finding the optimal feature subset is a difficult task [12]. FS is the process of 44 
obtaining optimal or relevant features or a candidate subset of features from the original input features [13]–[15], 45 
[18]–[21]. The optimality of a feature subset is measured by an evaluation criterion [12], [14]. FS is an important and 46 
frequently used technique for reducing the number of features by removing irrelevant, redundant, or noisy data. FS 47 
has an immediate effect on applications, speeding up data mining algorithms and improving mining performance 48 
(e.g., predictive accuracy and result comprehensibility) [13], [19], [21]. There are three general approaches for FS: 49 
filter, wrappers, and embedded methods [14], [16], [21]. 50 



A. Feature selection methods 51 

The filter method uses an independent measure to assess the importance of features statistically according to a 52 
heuristic criterion (i.e., a ‘relevance index’ or ‘scoring’) without involving a learning algorithm [15], [20], [21]. 53 
However, filter methods can miss features that are not useful by themselves, but that can be very useful when 54 
combined with others [12]; hence, the selected subset might not be optimal [20]. The wrapper method uses a learning 55 
algorithm (i.e., machine learning) for subset evaluation and selects an optimal subset that is best suited to a learning 56 
algorithm [12], [18]. Embedded methods combine and utilize the qualities of the filter and wrapper methods for data 57 
with high dimensionality [12], [18]. In general, embedded methods use the filter method (i.e., independent criteria) to 58 
decide the optimal subsets for pre-selection, and then the wrapper method (i.e., learning algorithm) is used to select 59 
the final optimal subset from among the optimal subsets to get high accuracy [12], [18], [21]. 60 

B. Comparison of feature selection methods 61 

Each FS method has its own advantages and disadvantages [21]. A good FS method should have high learning 62 
accuracy and computational efficiency [18], [19]. A comparison of FS methods is presented in Table I. Wrapper 63 
methods have high learning capacity; hence, they usually obtain higher accuracy than embedded methods, which in 64 
turn are better than filter methods. On the other hand, filters are the fastest among all the methods as they need not 65 
incorporate learning, while wrappers are the slowest since they typically need to evaluate the candidate optimal 66 
feature subsets at each iteration [19], [21]. Of the three types of method discussed in this paper, wrapper methods 67 
have the highest computational complexity, while filter methods have the lowest computational complexity [12]. In 68 
dealing with extremely dimensional data for a particular application, various FS algorithms can be applied and the one 69 
that best meets the required criteria can be selected [13], [20]. 70 

TABLE I.  COMPARISON OF FS METHODS 71 

FS method 

Criteria 

Evaluation 

method 

Performance 

(accuracy)  

Computational 

speed 

Computational 

complexity 

Filter  

Independent 

of learning 

algorithm  

Lower than 

wrapper and 

embedded   

Faster than 

wrapper and 

embedded  

Lower than 

wrapper and 

embedded  

Wrapper  

Dependent 

on learning 

algorithm 

Higher than 

filter and 

embedded  

Slower than 

filter and 

embedded  

Higher than 

filter and 

embedded  

Embedded  

Hybrid of 

filter and 

wrapper  

Lower than 

wrapper and 

higher than 

filter  

Faster than 

wrapper and 

slower than 

filter  

Lower than 

wrapper and 

higher than 

filter  

III. EXPERIMENTAL CASE STUDY 72 

The experiment demonstrates the procedures required for carrying out FS for organizational competencies. First, 73 
the data is prepared. Then, an FIS is developed by conducting FCM. Finally, FS is performed using GA. A detailed 74 
description of each of the steps is presented in subsequent subsections. The steps followed in the experiment can be 75 
used to conduct FS for similar research problems in construction management and engineering.  76 

A. Feature selection for organizational competencies impacting performance 77 

FS techniques are used in only a few studies in the construction engineering and management domain. For 78 
example, Liu and El-Gohary in [15] used feature discretization and selection methods to evaluate the performance of 79 
data-driven bridge deterioration prediction. Tsehayae and Fayek in [22] used a filter-based FS algorithm to identify 80 
key influencing parameters for construction labor productivity. Research in the area of construction engineering and 81 
management is characterized by high dimensionality of features (parameters or variables) compared to their 82 
associated data instances. As the dimensionality of features greatly exceeds the number of data instances, it results in 83 
over fitting [16], [17], [23]. Identifying organizational competencies that impact performance shares similar 84 
challenges. From an engineering point of view, data are best characterized using as few variables as possible [23]. 85 
Therefore, an FS approach that is suitable for high dimensionality of features and limited data instances is critical for 86 
obtaining features that represent the original feature subset well. FS using population-based or evolutionary 87 
algorithms such as a genetic algorithm (GA), ant colony optimization, and particle swarm optimization are employed, 88 
which can yield optimum results and are computationally feasible [11], [19]–[21]. This paper uses GA optimization 89 
for selecting organizational competencies impacting performance. The procedure for conducting FS selection on 90 
organizational competencies that impact performance is shown in Fig. 1. The FS selection encompasses three major 91 



steps: data preparation, developing the fuzzy inference system (FIS) using fuzzy c-means clustering (FCM), and 92 
conducting FS using GA. Each of the steps shown in Fig. 1 are discussed below. 93 

B. Data preparation 94 

Organizational competencies are grouped as technical (how the organization operates and functions) and behavioral 95 
(individual attributes; i.e., knowledge, skills, and abilities) [24]. For the purpose of this paper, a total of 61 functional 96 
and 42 behavioral competencies were identified; these 103 competencies were considered features. In addition, six 97 
organizational performance metrics were identified as outputs (i.e., safety performance, market share, liquidity, 98 
profitability, revenue growth, and company image/reputation). A pairwise comparison between organizational 99 
performance metrics was conducted using the analytic hierarchy process (AHP) to determine their relative weights in 100 
order to obtain a single performance metric representative of organizational performance. The relative weights of the 101 
performance metrics are computed using the AHP as follows:  102 

1. Develop the pairwise comparison matrix: Compare the metrics in pairs by giving them numbers on a scale 103 
based on Saaty’s (1980) fundamental scale [25]. 104 

 105 

Fig. 1 Feature selection procedures for organizational competencies impacting performance 106 

2. Determine the relative weights: First, normalize the pairwise comparison matrix by adding the values in each 107 
column of the pairwise comparison matrix and then dividing each cell by the total of the column. Then, 108 
determine the relative weights by calculating the average value of each row of the normalized matrix. 109 

3. Check the consistency of the pairwise comparison matrix: The consistency ratio (CR) is a measure to control 110 
the consistency of the pairwise matrix. It is given as: CR = CI/RI, where CI is the consistency index and RI is 111 
the random consistency index. The CI is calculated as CI = (λmax–n)/(n–1), where λmax is the maximum 112 
eigenvalue and n is the dimension of the pairwise comparison matrix. The RI measures how consistent the 113 
judgments have been relative to large samples of purely randomly generated comparison matrices [30]. The 114 
RI is dependent on the size of the pairwise comparison matrix and can be found from the RI tables [25]–[27]. 115 

For the pairwise comparison of the six organizational performance metrics (i.e., n = 6), the RI value obtained from 116 
the RI tables is 1.24. The maximum eigenvalue calculated is λmax = 6.4575, where CI = 0.092. The CR of the pairwise 117 
comparison matrix for the AHP was checked and found to be 0.074, which is less than 0.1 and therefore consistent. 118 
Profitability and safety performance are the metrics with the highest relative weights, at 0.322 and 0.310, respectively. 119 
The relative weights of the remaining metrics i.e., liquidity, market share, reputation/company image, and revenue 120 



growth are calculated to be 0.111, 0.097, 0.082, and 0.078, respectively. Then, the performance metrics were 121 
aggregated using a weighted average to obtain a single performance metric. However, the major challenge of 122 
construction engineering and management research is the presence of constraints on getting adequate data (i.e., a 123 
limited number of data instances). Accordingly, a total of 56 data instances were randomly generated using integer 124 
values between 1 and 7 for the input features (i.e., the impact of competencies on performance) and integer values 125 
between 1 and 5 for the outputs (i.e., the measure of performance metrics). 126 

C. Fuzzy c-means clustering to develop the fuzzy inference system 127 

FCM is a method of fuzzy clustering in which each data point belongs to two or more clusters to a certain degree 128 
(i.e., partial belonging) [28], [29]. The generated data set was normalized and used for FCM clustering in order to 129 
develop a Mamdani-type FIS. Among the 56 data instances generated during data preparation, 46 were used for 130 
training while the remaining were used for testing. The FIS was developed with the training data, using the 103 131 
competencies as input and the weighted average performance metric determined using the AHP as output. The 132 
accuracy of the FIS was checked using the root mean square error (RMSE) between predicted output values and the 133 
actual output values of the testing data. A combination of different values for the number of clusters and the 134 
fuzzification coefficient for the FCM clustering were used to develop the FIS. After conducting multiple iterations 135 
based on the RMSE, the optimum FCM parameters with minimum RMSE were found to be five clusters and a 136 
fuzzification coefficient of 2.75. Then, FS was conducted using GA optimization on the FIS. 137 

D. Feature Selection using a genetic algorithm 138 

The FS was performed using GA optimization, which in turn employed the FIS that was developed using 139 
optimum FCM parameters in the previous section. Population-based algorithm approaches widely used in FS are 140 
based on the GA [11], [20]. The GA is a stochastic global search optimization that attempts to arrive at optimal 141 
solutions through a process similar to biological evolution [28]–[30]. The GA operates on a population of potential 142 
solutions by applying the principle of survival of the fittest in addition to crossbreeding and mutation to generate 143 
better solutions from a pool of existing solutions [30], [31]. The GA evolutionary cycle starts with a randomly 144 
selected initial population (i.e., organizational competencies) and evaluates them using the fitness function. Changes 145 
to the population occur through the processes of selection based on fitness and alteration using crossover and 146 
mutation [30], [31]. 147 

IV. RESULTS AND DISCUSSION 148 

The MATLAB programming language was used to develop a code for finding the optimum value for clusters c 149 
and fuzzification coefficient m, performing FCM on input-output data. Accordingly, the optimum values determined 150 
for c and m are five and 2.75 respectively. Applying the optimum FCM parameters, an FIS was developed using the 151 
genfis options of MATLAB. Then FS was conducted using GA optimization on the FIS. The fitness function for the 152 
GA optimization is the RMSE. The GA selects features (i.e., competencies used as input) by optimizing the RMSE 153 
between the output of the FIS (i.e., predicted output) and the output from the actual (testing) data as a fitness value. 154 
The crossover and mutation probabilities were set as 0.8 and 0.1, respectively, while the number of generations was 155 
100. After performing the GA optimization, a total of 16 competencies were selected out of 103 competencies with 156 
the best and mean fitness value (RMSE) of 0.035 and 0.037, respectively. 157 

To validate the results, GA optimization for selecting the features was repeated using three and seven clusters, 158 
respectively, for the same fuzzification coefficient. As shown in Table II, a total of 13 and 22 competencies were 159 
selected for c = 3 and c = 7, respectively. GA optimization using the FIS with three clusters returned minimum 160 
features, but its predictive performance was poor (i.e., higher RMSE) compared to c = 5. It is also evident from Table 161 
II that the mean fitness value (RMSE) for c = 7 was marginally better than the value when c = 5. FS performed for the 162 
experimental case study using GA optimization makes it possible to reduce the dimensionality of the input features 163 
from 103 to 16 competencies, such as staff development and training, coordination and cooperation, project quality 164 
management, project cost management, resource management, effectiveness, attention to detail, and professionalism. 165 
Therefore, the 16 competencies selected as a representative subset of the original competencies can be used to 166 
develop a concise predictive model with good interpretability and generalization. 167 

TABLE II.  RESULTS OF FS USING GA FOR DIFFERENT NUMBERS OF FCM CLUSTERS 168 

No. of 

clusters 

No. of selected 

competencies (features) 

Fitness value (RMSE) 

Best value Mean value 

3 13 0.0037 0.0039 



No. of 

clusters 

No. of selected 

competencies (features) 

Fitness value (RMSE) 

Best value Mean value 

5 16 0.0034 0.0036 

7 22 0.0034 0.0035 

The experiment is repeated following the approaches of [27] and [28]; that is, FS using GA with k-nearest-169 
neighbor-based (KNN-based) classification (K-means clustering) for comparison. The 103 competences are treated as 170 
an input feature while the output (the weighted average performance metric) is considered class information for K-171 
means clustering. First, a model is created by setting the values for KNN as 3, 5, and 7, respectively. Then, FS is 172 
performed using GA optimization on the model that was created using KNN. The result is shown in Table III, where 173 
the optimum features of 16 competencies are selected when KNN = 5. The fitness value (error) for the KNN model is 174 
marginally higher than the FIS model developed using FCM. Therefore, the 13 competencies selected for the FIS give 175 
a better result with optimum features that help to develop a compact and concise model with better interpretation and 176 
generalizability. 177 

TABLE III.  RESULTS OF FS USING GA FOR DIFFERENT NUMBERS OF KNN CLUSTERS BASED ON [30] 178 

No. of 

clusters 

No. of selected 

competencies (features) 

Fitness value (RMSE) 

Best value Mean value 

3 27 0.0037 0.0046 

5 16 0.0054 0.0062 

7 19 0.0054 0.0061 

V. CONCLUSIONS 179 

FS helps with the identification of good feature subsets related to a target concept (i.e., organizational 180 
competencies) characterized by highly dimensional features and limited data instances. This paper presented a review 181 
of FS, including the commonly used filter, wrapper, and embedded methods. A comparison of FS methods on the 182 
basis of their accuracy and computational performance was made. 183 

An experimental case study was developed for FS that had 103 organizational competencies as input feature space 184 
and six organizational performance indicator metrics as an output. A total of 56 data instances were generated 185 
randomly to replicate the problem characterized by highly dimensional data with limited data instances. The six 186 
organizational performance indicator metrics were aggregated using the AHP to obtain a single performance metric 187 
that was used to develop the FIS for GA optimization. Then, FS was conducted using GA optimization on the FIS to 188 
select representative features among the original 103 competencies. The GA optimizes the RMSE between the 189 
predicted output of the FIS and the actual (test) data. As a result, a total of 16 competencies were selected using the 190 
optimized values of FCM. The experiment was repeated using the KNN classification method. The comparison of the 191 
result showed that GA optimization on FIS developed using FCM gives a better result compared to GA optimization 192 
on KNN classification. The case study showed that FS using GA optimization is effective for reducing the 193 
dimensionality of features from 103 competencies and providing a representative features (i.e., 16 competencies). It is 194 
evident that developing a predictive model using selected competencies rather than the original set of competencies 195 
significantly reduces the model’s complexity and computational speed as well as enabling better interpretation and 196 
generalization. This paper contributes to the body of research by presenting an approach to FS that uses GA 197 
optimization on an FIS developed using FCM clustering and which is applicable to construction engineering and 198 
management problems characterized by highly dimensional features and few data instances. 199 
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