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Abstract 

When parts are designed and manufactured, considerations for their geometry, material, function, 

and manufacturability need to be taken into account, and it would be efficient to address all these 

aspects concurrently. From this perspective, topology optimization is useful and gaining the 

popularity, especially for complex and multidisciplinary design problems which can be difficult 

to solve by experience-based methods. Extensive research efforts have been reported on 

enhancing the problem solving capability of topology optimization, but its relationship with 

feature-based design is rarely explored which leads to a gap between different stages of design 

activities. 

Therefore, the generic research problem is the limited involvement of feature technology in 

topology optimization. To be specific, a tedious post-treatment is mandatory to transform the 

freeform topological design into a geometry feature-based CAD model to support the following 

feature-based design activities. This issue hurdles the effective application of topology 

optimization and has a negative impact on the overall design efficiency and quality. In addition, 

the feature attached semantic information is rarely considered by the topology optimization 

algorithms. Because of this, some practical measures such as manufacturing time and cost cannot 

be optimally designed. 

To fix the problems, the generic research theme is to realize the feature-based level set topology 

optimization. The research activities are divided into two stages: develop geometry feature-based 

topology optimization approaches, and then gradually involve the feature-attached semantic 

information in the optimization algorithms. Specifically, essence of these research activities is 

presented in the following paragraphs. 
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First, several geometry feature-based topology optimization approaches have been developed 

targeting at different types of design problems. To be specific, the implicit feature-based 

approach realizes the predefined geometry pattern in the topological design, and an application 

example is the constant rib thickness design of the injection molding parts. Compared to the 

existing methods, this implicit feature-based approach is simpler and more efficient in numerical 

implementation. The explicit feature based approach realizes the geometry feature based design 

in the explicit form, and an application example is the 2.5D machining part design. According to 

the literature survey result, the explicit feature insertion capability is a novel contribution. Then, 

the B-rep geometry-based approach facilitates the topology optimization implementation in CAD 

systems and this is of great engineering significance from the integration perspective.  

Second, the feature-attached semantic information is gradually involved to further enhance the 

geometry feature-based topology optimization approaches. Taking a machining feature for 

example, the attached semantic information can facilitate the quantitative evaluations of the 

part’s manufacturing processes, tooling, machining time, costs, etc. If these evaluations could be 

analytically expressed based on the level set function, they can be configured into the topology 

optimization problem under the level set framework. Then, through the proper solution, both the 

part’s functionality and manufacturability can be designed. Apparently, the multi-stage design 

requirements are concurrently addressed during the early conceptual design, which definitely 

shortens the product development process and improves the product’s profitability and 

competitiveness. On this basis, a new scheme - optimization-for-manufacture (OFM), is 

proposed, which is an extension of the conventional design-for-manufacture (DFM) for better 

material use efficiency and design quality for manufacture. 
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For the research outcome, they are summarized into six chapters. All these contributions are built 

based on a common methodology of level set topology optimization, and they are presented in a 

progressive order from pure geometry feature-based approaches to the semantic information 

involvement. At the end, the novel industrial applications are demonstrated. 
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Chapter 1 Introduction 

In this chapter, related background knowledge is introduced first. Starting from structural 

optimization, the related optimization methods and the categorization are discussed. Then, with 

the introduction of conventional Design-For-Manufacture (DFM) scheme, the novel 

Optimization-For-Manufacture (OFM) scheme is proposed. At the end, the contributions of this 

thesis are summarized.  

1.1 Structural optimization 

Structural optimization is the process of optimizing certain structural performance while 

satisfying all the constraints. It is applied in a variety of engineering fields, including vehicle 

body design, aircraft structure design, and building structure design, etc. The benefit is clear that, 

high-performance and light-weight structural design could be achieved while satisfying all 

design constraints; additionally, design automation is realized which improves the efficiency 

compared to the conventional trial and error method. 

1.1.1 Optimization method 

Structural optimization can be implemented by various methods, e.g. surrogate modeling based 

methods, heuristic methods, and deterministic method, etc. All these methods are effective and 

popular given certain scenarios, and some basic discussions are presented below: 

Surrogate modeling rely on DoE (design of experiments) to perform test experiments and 

accordingly construct the surrogate model. It in fact replaces the accurate model by an empirical 

one, because the accurate model is non-trivial or even impossible to be derived [Wang et al. 2001; 

Gu et al. 2012]. Based on the constructed surrogate model, an optimization process is performed 

to find the design optimum, for which both the heuristic and deterministic methods could be 

applied. The advantage of using the surrogate model is that, it replaces the computationally 

expensive objective function evaluation by the approximated solution from the surrogate model 

[Younis and Dong 2010]. For the popular surrogate models, RSM (response surface method) 

employs low-order polynomial function to build the surrogate model and is suitable to simple 
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design space; Kriging and RBF (radial basis function) based methods could be applied to highly-

nonlinear and multi-modal problems. In structural optimization field, surrogate modeling based 

methods are mainly applied to sizing and shape optimization problems [Park and Dang 2010; 

Cho et al. 2011; Wang et al. 2014]. 

Heuristic methods apply nature-inspired probabilistic approaches to search the optimum, such as 

the popular genetic algorithm, simulated annealing, and ant colony algorithm, etc. The 

advantages are that, a global optimum (at least close to) can be obtained and these methods are 

universally applicable [Younis and Dong 2010]. However, enormous calls of the numerical 

codes may be involved to repeatedly evaluate the objective function, which makes the process 

computationally expensive. Especially for the continuous and smooth non-linear problems, the 

heuristic methods are less efficient compared to other optimization methods. Therefore, heuristic 

methods are rarely applied to solve structural optimization problems, especially for the topology 

optimization problems. 

Compared to the former two methods, deterministic methods are widely adopted by structural 

optimization activities, e.g. the popular adjoint sensitivity analysis [Choi and Kim 2005a, 2005b]. 

This is because deterministic methods rely on the rigorously derived sensitivity result to guide 

the search directions; therefore, the search efficiency is much higher than heuristic methods. 

Additionally, the number of calls of the numerical codes is not sensitive to the scale of design 

variables, and therefore, it is suited to large scale optimization problems. Even though there is 

the limitation that the process may be trapped at local optimum, the optimization results are 

generally accepted as close-to-optimal solutions given the large scale nature of topology 

optimization problems [Wang et al. 2003; Allaire et al. 2004].  

1.1.2 Categories of structural optimization 

, structural optimization can be classified into three categories: sizing optimization, shape 

optimization, and topology optimization, according to the different optimization targets.  

Sizing optimization employs design changes only to the intuitive shape parameters, and therefore, 

no shape and topological changes could happen. Shape optimization is one step further, with 

which the structural boundary segments can freely evolve; however, no new frontiers would arise, 

in other words, no topological changes would happen. Then, in addition to the shape 
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deformations, topology optimization also allows the topological changes like boundary merging 

and splitting. Therefore, it has the greatest design freedoms and is the most creative. These days, 

topology optimization has been actively engaged in challenging design problems.  

 

 

(a) Initial design domain  (b) Sizing optimization 

  

(c) Shape optimization (d) Topology optimization 

Fig. 1.1 Categories of structural optimization 

Currently, SIMP (Solid Isotropic Material with Penalization) [Bendsoe and Sigmund 2003], ESO 

(Evolutionary Structural Optimization) [Xie and Steven 1993], and level set [Wang et al. 2003; 

Allaire et al. 2004] are the main topology optimization methods. Each of these methods have its 

unique characteristics and comprehensive reviews can be found in [Eschenauer and Olhoff 2001; 

Rozvany 2001, 2009; Sigmund and Maute 2013; van Dijk et al. 2013; Deaton and Grandhi 2014; 

Munk et al. 2015]. 

1.2 Design-for-Manufacture (DFM) 

In response to the fierce market competition and the quick product upgrade, various design-for-X 

(DFX) methodologies have been developed to simultaneously address functional and 

downstream engineering requirements during the product design process, which shortens the 

product development process and increases the product profitability and competitiveness. 
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Among the DFX methodologies, design-for-manufacture (DFM), the methodology which 

simultaneously addresses design objectives and manufacturing constraints, attracts a great deal of 

attention. According to [O’Driscoll 2002] approximately 80% of the manufacturing cost is 

determined by the product design, while manufacturing engineers can only influence a small 

portion of 20%. Therefore, there is a great potential of large amount of manufacturing cost 

saving by taking manufacturing into consideration during the product design process. 

As the basis of DFM, engineering features, including both design feature and manufacturing 

feature, play a significant role in evaluating the product’s functionality and manufacturability. 

Shah and Mantyla [1995] gave feature the definition that “Stereotypical knowledge structures 

embedded in cognitive process in design, analysis, planning, and all other engineering activities 

and that features are necessarily view point and application dependent”. Compared to pure 

geometry, it is semantically a higher level, and the attached semantic information enables the 

product interpretation from different engineering perspectives.  

Design feature defines the association between functionality evaluation (FE) and geometry 

parameters, and these associations can be constructed from the initial conceptual design stage by 

applying some classic methodology, e.g. FBS (Function-Behavior-Structure) [Gero 1990]. In this 

way, the design functionality can be timely and quantitatively tracked during the entire design 

process.  

Manufacturing feature defines the volume of material to be removed by the manufacturing 

process, such as pocket, slot, and profile, etc. [Srikumaran and Sivaloganathan 2005] and 

simultaneously involves the full set of manufacturing information, including machine tool, 

cutting tools, cutting direction, recommended tolerances and surface finishing values, etc. 

[Hoque et al. 2013]. Normally, manufacturing features are not directly available. They are 

interpreted from the design feature model through feature recognition or other approaches, and a 

well-defined manufacturing feature library is mandatory [Miao et al. 2002]. Additionally, it is 

significant to develop or select the appropriate manufacturability evaluation (ME). Three 

categories of ME are popular [Kerbrat et al. 2011]: binary, qualitative, and quantitative. Binary 

ME is simple, which evaluates the overall product or local manufacturing features either 

manufacturable or non-manufacturable, according to the available manufacturing resources. 

Qualitative ME makes conclusions such as “good”, “bad”, or “intermediate”. The standard is 
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blurred and depends heavily on specific expert knowledge.  The last category makes quantitative 

ME (such as manufacturing time and cost) based on certain formulas or algorithms. It is concrete 

and intuitive to designers, but other technologies are needed such as feature-based manufacturing 

cost estimation [Liu et al. 2013]. 

The overall design flow of DFM is demonstrated in Fig. 1.2a [Gupta and Nau 1995]. It can be 

seen that cyclic design process is employed to repeatedly evaluate the product’s functionality and 

manufacturability. However, because the number of repetitions is unpredictable and designers 

are closely involved in the loops, the overall design flow is time-consuming and labor-costly, and 

the product delivery cannot be guaranteed within certain time frame. 

 

(a) Design flow of DFM 

 

(b) Design flow of OFM 

Fig. 1.2 Design flow comparison between DFM and OFM 

The research presented in this thesis proposes a new concept, named optimization-for-

manufacture (OFM), in order to fix the low-efficiency issue of DFM. Design flow of OFM is 

presented in Fig. 1.2b. In contrast to DFM, the sequential design flow of DFM has been 

transformed into a parallel one. An multi-objective optimization problem is constructed and 

solved to concurrently satisfy the functionality and manufacturability requirements, and of 

course, both FE and ME are involved in the problem formulation. For superior characteristics of 

OFM, design automation is realized which relieves the close designer interaction and shortens 

the product development process, and design optimality is guaranteed especially compared to the 

trial and error method employed by DFM. 
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1.3 Contribution of this research 

The research effort described in this thesis is mainly performed with the given industrial 

problems of machining and injection molding. The main methodology is level set topology 

optimization. The author has made efforts to further develop the methodology to better support 

the manufacturing-oriented product design.  

To be specific, geometry feature-based level set topology optimization is comprehensively 

studied, and the innovative implicit (Chapter 3) and explicit (Chapter 4) feature-based level set 

topology optimization methods are developed, which could produce directly manufacturable 

designs given the injection molding and machining processes, respectively. Additionally, the B-

rep (Boundary representation) geometry based topology optimization realizes the explicit 

feature-based design in B-rep format (Chapter 5), which greatly simplifies the post-processing 

from the topological design to a solid-oriented CAD model, and also promotes the automation of 

CAD/CAE integration. Moreover, the semantic information embedded in manufacturing features 

is incorporated into the optimization problem to concurrently optimize the product’s 

functionality and manufacturability (Chapter 6). This is a big breakthrough of the topology 

optimization development. For injection molding parts, the two-scale extension of level set 

topology optimization has been made, which addresses the fiber-reinforced plastic part design 

(Chapter 7).  

At the end, the author applies the multi-material level set topology optimization to the slotted 

liner design (Chapter 8), which is an important device applied in the SAGD (steam assisted 

gravity drainage) process for oil recovery. This is a novel industrial application and contributes 

to the local oil industry.  

Throughout the Chapters 3-7, it can also be summarized that a new concept of OFM is proposed 

in this research; and the contents in these chapters can be regarded as preliminary 

implementations. The author believes that this OFM scheme can partially replace the 

conventional DFM in the near future.  

In summary, the generic research scheme is to realize the feature-based level set topology 

optimization.  
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Chapter 2 Background and literature 

review 

2.1 Level set topology optimization 

2.1.1 Development of level set topology optimization 

Level set method was initially developed as a mathematical tool for velocity field based interface 

track [Osher and Sethian 1988]. Guided by the iteratively calculated velocity information, the 

implicitly represented interface can properly evolve, merge, and split, with which both shape and 

topological changes could happen. Because of this characteristic, in the past decades, level set 

method has been developed into a powerful topology optimization tool to perform innovative 

and efficient conceptual design activities [Sethian and Wiegmann 2000; Wang et al. 2003, 

Allaire et al. 2004; van Dijk et al. 2013].  

It is powerful because level set topology optimization has been applied to solve a broad range of 

design problems governed by different physical disciplines, i.e. solid mechanics [Wang et al. 

2003; Allaire et al. 2004], fluid dynamics [Zhou and Li 2008; Deng et al. 2013a, 2013b], and 

thermal dynamics [Ha and Cho 2005; Zhuang et al. 2007; Yamada et al. 2011] etc. It is 

innovative because it helps the engineers to think out of the box to generate innovative design 

ideas and even create new designs of already highly engineered products [Zhou et al. 2011]. 

2.1.2 Basic principles 

Definition of the level set function is presented in Eq. (2.1), as: 

{

𝛷(𝑿) > 0      ∀𝑿 ∈ 𝛺  (𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 𝑑𝑜𝑚𝑎𝑖𝑛)

𝛷(𝑿) = 0                     ∀𝑿 ∈ 𝛤  (𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒)

𝛷(𝑿) < 0                          ∀𝑿 ∈ 𝐷\𝛺  (𝑣𝑜𝑖𝑑)

 (2.1) 

and the schematic plot is show in Fig. 2.1.  
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Fig. 2.1 Schematic plot of the level set field 

Discrete level set representation is generally applied, with which the level set values are 

discretely stored at the mesh nodes, and determined by the signed distance information, i.e. the 

shortest distance from the node to the interface. 

Update of the level set function depends on the interface propagating velocities, specifically only 

the part normal to the interface. For instance, in Fig. 2.1, 𝒏 = −
𝛻𝛷(𝑿)

|𝛻𝛷(𝑿)|
 is a unit vector normal to 

the interface pointing from the material domain outwards, and only the normal part 𝑉𝑛 = 𝑽 ∙ 𝒏  

of the velocity 𝑽 has the effect on the interface propagation, but not the tangential part. 

𝑉𝑛 is generally derived through sensitivity analysis. For example, the basic level set topology 

optimization problem of compliance minimization is demonstrated as: 

min        𝐶 =  ∫ 𝑫𝒆(𝒖)𝒆(𝒖)𝐻(𝛷)𝑑𝛺
𝐷

 

𝑠. 𝑡.   𝑎(𝒖, 𝒗, 𝛷) = 𝑙(𝒗, 𝛷), ∀𝒗 ∈ 𝑈  

           𝑉 =  ∫ 𝐻(𝛷)𝑑Ω
𝐷

≤ 𝑉𝑚𝑎𝑥  

𝑎(𝒖, 𝒗, 𝛷) =  ∫ 𝑫𝒆(𝒖)𝒆(𝒗)𝐻(𝛷)𝑑𝛺
𝐷

 

𝑙(𝒗, 𝛷) = ∫ 𝒑𝒗𝐻(𝛷)𝑑𝛺 + ∫ 𝝉𝒗𝛿(𝛷)|𝛻𝛷|𝑑𝛺
𝐷𝐷

 

(2.2) 

𝐷/𝛺 (void):𝛷(𝑿) < 0 

 

𝒏 

𝜕𝛺 (𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒): 𝛷(𝑿) = 0 

 
𝛺 ( material 

domain):𝛷(𝑿) > 0 
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in which 𝒖 is the displacement vector and 𝒗 is the test vector. 𝑈 = {𝒗 ∈ 𝐻1(𝛺)𝑑|𝒗 = 0 𝑜𝑛 𝛤𝐷} is 

the space of kinematically admissible displacement field. 𝑫 is the Hooke’s law for the defined 

isotropic material and 𝒆(𝒖) is the strain. 𝒑 is the body force and 𝝉 is the boundary traction force. 

𝑉𝑚𝑎𝑥 is the upper bound of the material volume. C represents the structural compliance, and the 

second line is the weak form of the governing equation. 

Eq. (2.3) and (2.4) define the Heaviside function 𝐻  and the Dirac Delta function 𝛿 . These 

functions are applied to analytically construct the domain and interface integration. 

{
𝐻(𝛷) = 0      𝛷 < 0
𝐻(𝛷) = 1      𝛷 ≥ 0

 (2.3) 

{
𝛿(𝛷) = 0      𝛷 ≠ 0
𝛿(𝛷) = +∞      𝛷 = 0

         ∫ 𝛿(𝛷)𝑑𝛷
+∞

−∞

= 1 (2.4) 

Then, the sensitivity result of this problem is presented in Eq. (2.5) [Wang et al. 2003], as: 

𝑉𝑛 = −[𝜆 − 𝑫𝒆(𝒖)𝒆(𝒖)] (2.5) 

Details about the derivation will be presented in Chapter 3. 𝜆 is the Lagrange multiplier. It can be 

defined in multiple ways: applying fixed value [Allaire et al. 2004], calculating based on volume 

conservation [Wang et al. 2003], using the bi-sectioning algorithm [Wang et al. 2007], or 

applying the augmented Lagrange method. 

Once 𝑉𝑛  is obtained, the level set function can be updated by solving the Hamilton-Jacobi 

equation: 

𝜕𝛷(𝑿)

𝜕𝑡
= 𝑉𝑛|𝛻𝛷(𝑿)| (2.6) 

The upwind scheme [Osher and Sethian 1988; Wang et al. 2003, Allaire et al. 2004] is 

commonly applied with the following update equation for 2D problems: 

𝛷𝑗𝑘
𝐼+1 = 𝛷𝑗𝑘

𝐼 + ∆𝑡[max(𝑉𝑛
𝑗𝑘, 0) ∇+ +min(𝑉𝑛

𝑗𝑘, 0)∇−] (2.7) 

in which, 
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∇+= [max(𝐷𝑗𝑘
−𝑥, 0)

2
+min(𝐷𝑗𝑘

+𝑥, 0)
2
+max(𝐷𝑗𝑘

−𝑦, 0)
2
+min(𝐷𝑗𝑘

+𝑦, 0)2]1/2 

∇−= [min(𝐷𝑗𝑘
−𝑥, 0)

2
+max(𝐷𝑗𝑘

+𝑥, 0)
2
+min(𝐷𝑗𝑘

−𝑦, 0)
2
+max(𝐷𝑗𝑘

+𝑦, 0)2]1/2 

(2.8) 

In Eq. (2.7) and (2.8), (j,k) denotes the two-dimension grid node index. 𝐷𝑗𝑘
±𝑥 and 𝐷𝑗𝑘

±𝑦 are the 

forward and backward finite difference operators. ∆𝑡 should satisfy the Courant-Friedrichs-Lewy 

(CFL) condition [Osher and Fedkiw 2003]. 

Additionally, in order to maintain the accurate interface evolvement, the level set function should 

be re-initialized to maintain the signed distance property for every a few iterations, as, 

|𝛻𝛷| = 1 (2.9) 

Other than the discrete representation, parametric level set definitions are also available, such as 

the radial basis function based [Wang and Wang 2006; Wang et al. 2007; Luo et al. 2008b; Luo 

et al. 2009; Ho et al. 2011; Ho et al. 2013; Liu et al. 2014] and spline based [Chen et al. 2007; 

Chen et al. 2008a] definitions. With the parametric definitions, both design space flexibility and 

convergence speed of the discrete level set topology optimization can be enhanced, because new 

holes can be naturally generated, and the upwind schemes, velocity field, and re-initialization can 

be eliminated. 

2.1.3 A comparative discussion 

A comparative discussion will be made in this section between the SIMP and level set methods, 

give their popularity. 

The basic topology optimization problem of compliance minimization based on SIMP method is 

demonstrated in Eq. (2.10). 
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𝑚𝑖𝑛.   𝐶 = 𝑼𝑇𝑲𝑼 =∑𝒖𝑒𝒌𝑒𝒖𝑒
𝑛

𝑒=1

=∑(𝜌𝑒)𝑝𝒖𝑒𝒌0𝒖
𝑒

𝑛

𝑒=1

 

𝑠. 𝑡.   𝑉 =∑𝑥𝑒𝑣𝑒
𝑛

𝑒=1

≤ 𝑉𝑚𝑎𝑥 

𝑲𝑼 = 𝑭 

0 < 𝜌𝑚𝑖𝑛 ≤ 𝜌𝑒 ≤ 1 

(2.10) 

where 𝑼 and 𝑭 are the global displacement vector and force vector, respectively. 𝑲 is the global 

stiffness tensor; 𝒖𝑒 and 𝒌𝑒 are the element displacement vector and stiffness tensor, respectively; 

𝜌𝑒 is the element density and 𝜌𝑚𝑖𝑛 is the lower bound. 𝑣𝑒 is the element volume and 𝑉𝑚𝑎𝑥 is the 

upper bound of the material volume. 𝑝 is the penalization factor. 

Through comparing Eq. (2.2) and Eq. (2.10), it can be observed that: SIMP method uses element 

densities as the optimization variables which is counted as an element based method; instead, 

level set method defines the design domain by the signed distance information, and the 

material/void interface by the zero-value level set contour, which belongs to a interface based 

method. It is widely recognized that, SIMP method is easy in implementation and employs high 

computational efficiency, but it has the limitations of deriving check-board pattern and blurred 

material/void interface of the final topological design. In contrast, the level set method employs 

clear-cut and smooth interface. More importantly, the diversified level set definitions can be 

applied in a hybrid manner which enables the concurrent sizing, shape, and topology 

optimization. Even geometry features could be involved in the optimization problems, which 

builds the connection between the emerging topology optimization and the popular feature-based 

design. 

Therefore, in this research, the majority of the works will be performed based on the level set 

method, while in certain situations, both SIMP and level set methods will be applied in a hybrid 

manner. 
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2.2 Manufacturing oriented topology optimization 

Development of topology optimization mainly concentrates on the following aspects [Sigmund 

and Maute 2013]: (1) low CPU time, (2) generality of applicability, (3) reliability, (4) simplicity 

of implementation, and (5) simplicity of topologies obtained. For the author’s interest, the 

aspects (2) and (5) are highlighted, because they could make topology optimization friendly to 

manufacture. Topology optimization pursues the result optimality and generally produces very 

complex topologies, which can only be manufactured through additive manufacturing. However, 

in practice, additive manufacturing is only an emerging technique while the conventional 

manufacturing methods such as machining and injection molding/casting still dominate the 

market. Therefore, coming back to the aspects (2) and (5), topology optimization problems 

should be constructed and solved with careful considerations of the manufacturing requirements, 

in this way to generate simple topologies which are manufacturable by the conventional 

manufacturing methods. 

2.2.1 Machining oriented topology optimization 

Rules for machining part design are frequently violated by the topological designs. For instance, 

interior holes are non-manufacturable through machining but are commonly mandatory for a 

superior structural performance. With these violations, CAD model construction and the 

following shape optimization are complicated, because it is non-trivial and somehow arbitrary to 

remove these violations. For this reason, it is necessary to carefully consider the machining rules 

and properly reflect them in the optimization problem. 

Size control is significant in guaranteeing the machinability: the void size should be controlled 

by being bigger than the minimum cutting tool size, and very small features should be avoided 

because they may cause machining difficulties. 

Concerning size control in topology optimization, the pioneering works can be tracked back to 

the filtering method [Sigmund 1997] and the local gradient constraint method [Petersson and 

Sigmund 1998]. These methods were developed mainly to eliminate the checker board patterns 

and the mesh dependencies [Sigmund and Petersson 1998], and marginally, they served the 

purpose of constraining the minimum component/void size. 
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In order to strictly constrain the minimum length scale, Guest et al. [2004] developed the 

Heaviside projection method. Nodal densities were defined as the optimization variables, and the 

element density was calculated through Heaviside projection of the nodal values with the 

minimum length scale embedded in the operator. However, this method was only effective in 

controlling the minimum length scale of components but not the voids. Later, this method was 

modified through double projections restricting the minimum length scales of both the 

components and voids [Guest 2009a].  Sigmund [2007] developed a morphology-based density 

filtering scheme which generates black-and-white design with well satisfied minimum length 

scale. Four morphology operators were developed: erode, dilate, open, and close, to control the 

single-phase minimum length scale. For double-phase minimum length scale control, two 

enhanced operators: open-close and close-open, were developed, but sensitivity analysis cost is 

overweighed. Fig. 2.2 demonstrates a few examples of applying these operators. Later, a robust 

topology optimization method [Sigmund 2009; Wang et al. 2011; Schevenels et al. 2011] was 

developed based on these morphology operations. Better local length scale control was realized 

for both phases [Wang et al. 2011; Schevenels et al. 2011] if the multiple realizations can keep a 

consistent topology, even though it is not always true [Zhou et al. 2015]. Also, this method had 

the drawback of performing multiple finite element analyses in each optimization iteration. 
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Table 2.1 A list of density filters for component/void size control 

Density filter Equation 

Heaviside projection [Guest 

et al. 2004] 

𝜌𝑒 = 1 − 𝑒−𝛽𝜇
𝑒(𝝆𝒏) + 𝜇𝑒(𝝆𝒏)𝑒

−𝛽 

𝜇𝑒 =
∑ 𝜌𝑗𝜔(𝒙𝑗 − 𝒙

𝑒
)𝑗∈𝑆𝑒

∑ 𝜔(𝒙𝒋 − 𝒙
𝑒
)𝑗∈𝑆𝑒

 

𝜔(𝒙𝒋 − 𝒙
𝑒
) = {

𝑟𝑚𝑖𝑛 − |𝒙𝒋 − 𝒙
𝑒
|

𝑟𝑚𝑖𝑛
      𝑖𝑓 𝒙𝒋 ∈ 𝑆𝑒 

0    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

in which  𝛽  indicates the curvature of regulation, 𝜇𝑒  is the 

projected element density, 𝝆𝒏 is the set of nodal densities, 𝜌𝑗  is 

the jth nodal density, and 𝑆𝑒 is the set of nodes within the circular 

area of radius 𝑟𝑚𝑖𝑛. 

Double Heaviside 

projection [Guest 2009a] 

𝜌𝑒 =
1

2
(𝜌0

𝑒 + 𝜌1
𝑒) 

𝜌0
𝑒 = 𝑒−𝛽𝜇0

𝑒(𝝆𝒏) − 𝜇0
𝑒(𝝆𝒏)𝑒

−𝛽 

𝜌1
𝑒 = 1 − 𝑒−𝛽𝜇1

𝑒(𝝆𝒏) + 𝜇1
𝑒(𝝆𝒏)𝑒

−𝛽 

𝜇0
𝑒 =

∑ (1 − 𝜌𝑗)𝜔(𝒙𝑗 − 𝒙
𝑒
)𝑗∈𝑆𝑒

∑ 𝜔(𝒙𝒋 − 𝒙
𝑒
)𝑗∈𝑆𝑒

 

𝜇1
𝑒 =

∑ 𝜌𝑗𝜔(𝒙𝑗 − 𝒙
𝑒
)𝑗∈𝑆𝑒

∑ 𝜔(𝒙𝒋 − 𝒙
𝑒
)𝑗∈𝑆𝑒

 

Dilate [Sigmund 2007] 
𝜌𝑒 = log (

∑ 𝑒𝛽𝜌𝑗𝑗∈𝑆𝑒

∑ 1𝑗∈𝑆𝑒

) /𝛽 

It is noted that 𝜌𝑗 here is the jth element density. 

Erode [Sigmund 2007] 𝜌𝑒 = 1 − log (
∑ 𝑒𝛽(1−𝜌𝑗)𝑗∈𝑆𝑒

∑ 1𝑗∈𝑆𝑒

) /𝛽 

Close [Sigmund 2007] Dilation followed by erosion 

Open [Sigmund 2007] Erosion followed by dilation 

Close-open [Sigmund 2007] Close followed by open 

Open-close [Sigmund 2007] Open followed by close 

* Please refer to the original works for more specific meanings of the characters. 
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 (a) dilate (b) Erode 

   

(c) close (d) open (e) combi 

  

 

(f) close-open (g) open-close  

Fig. 2.2 Results for the MBB (Messerschmidt-Bolkow-Blohm) example with the morphology 

operators. For each operator, two images are shown. The upper one shows the design variable 

field and the lower one shows the filtered density field. [Sigmund 2007] 

Other than the density filters, it is also widely applied of constraints. Poulsen [2003] developed 

the MOLE (MOnotonicity based minimum LEngth scale) method to impose the minimum length 

scale. This method relied on the local integral constraints checking the monotonic density 

variations. By satisfying the local constraints, the minimum length scale is strictly satisfied for 

both the components and voids. Zuo et al. [2006] applied a minimum hole size constraint to 

remove the small hole features from the optimization result. Guest et al. [2009b] constrained the 
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maximum component length scale by restricting the material volume within circular areas to be 

smaller than the area size. This method also works for voids. More recently, Zhang et al. [2014] 

realized the simultaneous maximum and minimum length scale control. The structural skeleton 

was extracted, and elements located on it were applied of local length scale constraints. In Zhou 

et al. [2015], the structural indicator function based geometric constraints were developed based 

on the filtered and physical density fields. Strictly-satisfied minimum length scale was realized 

and the multiple finite element analyses in each iteration were avoided compared to the robust 

topology optimization [Sigmund 2009; Wang et al. 2011; Schevenels et al. 2011]. It is noted that 

all works above are based on the SIMP method. 

The level set method is also capable of size control, and in some aspects, it has demonstrated 

unique characteristics. Chen et al. [2008b] and Luo et al. [2008a] applied the quadratic energy 

functional as part of the objective function for rib thickness control, which successfully realized 

the strip-like design with controlled thickness. Guo et al. [2014a] realized rib thickness control 

by concurrently imposing maximum and minimum thickness constraints. This method relied on 

the structural skeleton similar to [Zhang et al. 2014], as well as the signed distance information. 

Allaire et al. [2014b] explored the thickness control mechanism in depth, with diversified 

schemes of maximum thickness only, minimum thickness only and also the hybrid manners; 

additionally, a comparative discussion between thickness control constraints and functional was 

given. 

In comparison of the methods for size control, it seems more natural to apply the level set 

method, because it defines the entire design domain by a signed distance function which eases 

the component/void size measurement. For instance, level set method has demonstrated the 

ability of realizing constant rib thickness. However, SIMP method in fact has the potential to 

realize equivalent control effects, especially given the active research in this field. It would not 

be surprising to find more works of the simultaneous maximum and minimum length scale 

control in the near future. In addition, it is interesting to find out that the level set method has 

only been applied to constrain the component length scale but not the voids, even though it has 

the potential.  
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2.2.2 Injection molding/casting oriented topology optimization 

Injection molding and casting are two similar manufacturing processes. They share some 

common procedures that: liquefy the material, inject/pour the liquid material into the cavity of 

desired shape, cooling and solidify the material, open the mold and eject the part. These 

procedures are distinctive from the material removal based machining process, which makes the 

injection molding/casting oriented topology optimization methods strategically different. 

An important principle is to avoid interior voids and undercuts (see Fig. 2.3), because these 

details can only be molded by using extra devices like mold inserts and will complicate the 

ejection process. In literature, there are effective modifications of the optimization algorithms in 

satisfying this requirement. 

 

Fig. 2.3 Interior void and undercut 

Based on SIMP method, Zhou et al. [2002] and Schramm and Zhou [2006] developed the casting 

constraints that elements were only allowed of monotonous density changes along the casting 

direction. Stromberg [2010] applied the molding/casting constraints for unilateral contact 

problems. Lu et al. [2012] applied the molding/casting constraints in a multi-directional manner. 

Gersborg and Andreason [2011] modified the SIMP method by using a single material density 

variable to decide the solid-void interface for each row of elements along the casting direction, 

which avoided the large number of constraints especially for refined mesh. Guest and Zhu [2012] 

extended the projection-based algorithm to satisfy the milling and casting restrictions. 

Additionally, a short review about the casting part design through topology optimization can be 

found in [Harzheim and Graf 2002; 2005; 2006]. 

Part 

Mold  

Parting direction 

Interior void 

Undercut 
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As for level set method, Xia et al. [2010a] satisfied the no undercut and void restrictions for 

casting parts by adjusting the design velocity only parallel with the pre-defined casting direction. 

In this way, once the initial design satisfies the casting restrictions, the topology design is 

guaranteed castable. In Xia’s work [2010a], the velocity is aligned to the casting direction; and 

the algorithm used cannot recover the material portions once removed. An enhanced version was 

reported by Allaire et al. [2013]. They added a minimum thickness constraint in the casting 

direction, and therefore avoided the overly removed material portions. 

In summary, both the SIMP and level set methods can effectively avoid interior voids and 

undercuts through certain modifications, and no one has demonstrated outstanding characteristic 

compared to the other. On the other hand, it should be noted that interior voids and undercuts 

sometimes can cause difficulties in machining as well, so the modifications mentioned in this 

sub-section equally applies to machining oriented topology optimization methods. 

Another important aspect to be addressed is the constant rib thickness control. For injection 

molding/casting, part cooling and solidification are carried out with external devices such as 

cooling channels and air blowers. These devices speed up the cooling process but intensify the 

cooling imbalance, which causes residual thermal stress and impacts the part quality, especially 

for the areas of varying rib thickness. Therefore, small rib thickness gradient or even constant rib 

thickness is required to relax the cooling imbalance. 

It is non-trivial to realize the constant rib thickness through topology optimization. Extra control 

efforts are mandatory to influence the shape and topology evolvement process. As reviewed 

earlier, the efforts based on SIMP method can only satisfy the single-sided length scale control, 

while rarely realize the concurrent minimum and maximum length scale control [Zhang et al. 

2014].  Comparatively, it is more suited to apply the level set method, because both constant rib 

thickness [Chen et al. 2008b; Luo et al. 2008a] and concurrent maximum and minimum length 

scale control [Guo et al. 2014a; Allaire et al. 2014b] have been realized, owing to the signed 

distance information which greatly eases the thickness track. 

In this research, a new thickness control functional is developed which employs simple form and 

is efficient in numerical implementation. 
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2.3 Geometry feature-based level set topology optimization 

In recent years, the development of engineering feature-based level set topology optimization 

methods have gained in popularity. Only the discrete and parameterized geometries are not 

sufficient for engineering applications, while the featurized geometries with well-defined 

engineering knowledge need to be addressed [Ma 2013]. So far, two streams of geometry 

feature-based level set methods have been developed based on shape and topological sensitivity 

analysis: implicit feature control and explicit feature manipulation. 

2.3.1 Implicit feature control 

The first stream is about implicit feature control. An implicit feature means that the geometry 

approximately approaches certain geometry pattern without sizing or shape control parameters. 

An example is presented in Fig. 2.4 that, by implementing implicit feature control, the flow 

channel employs nearly uniform channel width (see Fig. 2.4b); however, no parameters exist to 

adjust the flow channel’s size or shape before it is post-treated into a parametric CAD model. It 

is applicable of the implicit feature control that, geometry feature-based design is strongly 

expected while the initial input is arbitrary. 

  

(a) Flow channel design without implicit 

feature control 

(b) Flow channel design with implicit feature 

control 

Fig. 2.4 Implicit feature control 

For the past efforts about implicit feature control, Chen et al. [2008b] and Luo et al. [2008a] 

applied the quadratic energy functional as part of the objective function and proposed the shape 
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feature control method which successfully realized the strip-like design with controlled thickness. 

Guo et al. [2014a] realized strip-like design by imposing maximum and minimum thickness 

constraints on the signed distance function. However, simultaneously introducing the maximum 

and minimum length scale control frequently leads to local optima. Allaire et al. [2014b] 

explored the thickness control mechanism in depth, with diversified schemes of maximum 

thickness only, minimum thickness only and also the combined manners; additionally, a 

comparative discussion between thickness control constraints and functional was demonstrated. 

Limitation of the current development is that by adding constraints, one can only loosely realize 

the feature-based design; the only work using control functional employs the quadratic energy 

functional in the form of double-layer boundary integration, which is difficult in numerical 

implementation [Guo et al. 2014a]. Therefore, a new thickness control functional is developed in 

this research. It employs simple expression and is efficient in numerical implementation. 

2.3.2 Explicit feature manipulation 

The second stream, of geometry feature-based level set methods, is about direct manipulation on 

the explicit feature primitives. An explicit feature in this context means that the geometry is 

intuitively constrained by sizing and shape parameters, and these parameters can be applied as 

optimization variables. An example is presented in Fig. 2.5 that, the explicit feature-based 

optimization only manipulates the sizing parameters to derive the optimal design. 

  

(a) Initial flow channel (b) Flow channel after explicit feature-

based optimization 

Fig. 2.5 Explicit feature manipulation 

For the existing methods of explicit feature manipulation, Chen et al. [2007; 2008a] fully 

parameterized the level set functions by modeling form features with intuitive shape parameters 

V=Vin 
p=po

ut 

Solid 
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and freeform features with B-splines. The feature primitives were combined through R-functions. 

Parametric sensitivity analysis and design update are enabled by the differential properties of 

implicit function [Shapiro and Tsukanov 1999]. Cheng et al. [2006] and Mei et al. [2008] applied 

a similar way to perform parametric sensitivity analysis on the explicit feature primitives. More 

importantly, they developed an initial procedure to topologically insert explicit feature primitives 

into the design domain, which made it possible to derive feature-based design without relying on 

feature-based input. Gopalakrishn and Suresh [2008] contributed the feature-specific topological 

derivative algorithm introducing both internal and boundary features under 2D scheme. This 

work provided a good theoretical basis of topological sensitivity analysis on inserting certain 

explicit features. Zhou and Wang [2013] conducted the explicit feature manipulation in a 

different way, by regulating the boundary velocity fields via least squares fitting. By doing so, 

shape characteristics of the feature primitives can be reserved during the Hamilton-Jacobi 

equation based design update. More recently, Liu et al. [2014] conducted a similar work as 

[Chen et al. 2007; 2008a], but they applied RBFs (Radial Basis Functions) to model the freeform 

features. Guo et al. [2014b] contributed a novel level set method. The design domain was 

initially distributed with explicit feature components, which had freedoms of scaling, movement, 

and rotation. By optimizing these freedoms, explicit feature-based design could be generated. 

Except for the pure level set approaches, there are also hybrid methods which simultaneously 

optimize the layout of explicit features represented by the level set function, and the material 

distribution of supporting structures through density based method [Kang and Wang 2013; Xia et 

al. 2013]. 

For all the works reviewed above, efforts are focused on maintaining and manipulating the 

existing explicit feature primitives, but it is still infeasible to insert new primitives during the 

optimization process, which is also the case for software tools like PareTO [2013]. The only 

exception is the work from [Cheng et al. 2006; Mei et al. 2008]. They applied the topological 

derivative to insert new explicit feature primitives during the first few iterations of the 

optimization process. However, as mentioned earlier, this method is still not well-developed for 

several reasons: 

 The topological derivative theory is designed to insert infinitesimal holes, but local analysis 

about the exact feature type to be inserted can be rather sophisticated. Therefore, they 
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developed an in-between feature primitive to be inserted which approaches to the specific 

feature type during the optimization process. However, they also mentioned that this process 

was slow [Mei et al. 2008]; 

 The scale control is far from ideal for the infinitesimal nature of topological derivative. A 

large number of small in-between feature primitives are inserted at the initial iterations, 

which generate numerous parameters to be controlled. Furthermore, the final result is 

composed of too many small segments; a “feature match process” is indispensable to idealize 

the optimized model, for which the resulting relaxation of the objective value was not 

discussed; 

 This method has not been proven to be effective in 3D scheme. 

Gopalakrishn and Suresh [2008] contributed the explicit feature-specific topological derivative 

algorithm including both internal and boundary features under 2D scheme. This work provides a 

good theoretical basis for topological sensitivity analysis on inserting certain explicit features. 

However, the possibility and effectiveness of its implementation under the level set framework 

has not been explored yet. 

At the end of this sub-section, we conclude that a comprehensive explicit feature-based level set 

topology optimization method is still in great need. Specifically, this method should have the 

following characteristics: 

 New explicit feature primitives can be automatically selected and inserted during the 

optimization process;  

 The scale of explicit feature primitives should be controllable;  

 No post-processing is needed to produce a perfect explicit feature-based design for being 

directly imported into the CAD system;  

 It can be applied for 3D scheme. 

All these desired characteristics will be satisfied by the proposed method in this research, while 

Table 2.2 demonstrates a comprehensive summary about the performance of the existing 

methods on the listed characteristics. 
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Table 2.2 Characteristics of existing feature-based level set methods 

 

In-process insertion 

of feature 

primitives 

Scale control 

of feature 

primitives 

Need of post-

processing for 

explicit feature-based 

result 

Applied in 

3D schemes 

Implicit feature-based approaches: 

Chen et al. 

[2008b]; 

Luo et al. [2008a]; 

Guo et al. [2014a]; 

Yes Yes Yes 
To be 

proven 

Allaire et al. 

[2014b]; 
Yes Yes Yes Yes 

Explicit feature-based approaches: 

Chen et al. [2007; 

2008a] 
No N/A No Yes 

Cheng et al. 

[2006]; 

Mei et al. [2008]; 

Yes No Yes No 

Zhou and Wang 

[2013]; 
No N/A No Yes 

Liu et al. [2014]; No N/A No 
To be 

proven 

Guo et al. [2014b]; No Yes No 
To be 

proven 

Method proposed 

in this research; 
Yes Yes No Yes 

 

2.4 CAD/CAE integration 

Automated CAD (computer-aided design)/CAE (Computer-aided engineering) integration has 

been a challenging research issue for decades. Even though many research efforts have been 

spent on it, human interactions are still required which makes it tedious, labor-intensive, and 

costly. Therefore, in this research, it is of the authors’ interest to explore the possibility of 

realizing the full automation. It is worth noting that, the inverse integration is emphasized and 

the B-rep geometry based topology optimization method will be an ideal solution.  
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Generally, CAD/CAE integration can be divided into two sub-problems (see Fig. 2.6): the 

forward integration to prepare the CAD model for CAE analysis; and the inverse integration to 

adjust the CAD model based on the CAE result. 

 

Fig. 2.6 Cyclic CAD/CAE integration 

2.4.1 Forward integration 

For forward integration, there are mainly four intermediate steps: CAD model simplification, 

meshing, boundary condition (BC) definition, and the CAE analysis. A major problem of the 

forward integration is about the unexpected long preparation time of the analysis model, 

especially given the cyclic design process. To be specific, each time the CAD model is perturbed, 

the intermediate steps, simplification, meshing and BC definition, need to be repeated and 

routine user interactions are needed. These steps make the design process less efficient and 

labor-intensive. Therefore, many research works attempted to reduce the analysis model 

preparation time. A review of model simplification, meshing and BC definition will be presented. 

(1) Model simplification. This is a step of simplifying the design in order to save computation 

time. It generally includes two parts: remove small geometry details and abstract the geometry 

through dimension reduction. A comprehensive review can be found in [Thakur et al. 2009] 

about the specific techniques. 

From the perspective of CAD/CAE integration, it is popular to apply unified data model to 

concurrently store both the complete and simplified geometry information, as well as the in-

between association. In this way, the repeated model simplifications can be eliminated given the 

cyclic design process. Deng et al. [2002] proposed the integrated CAD-CAE feature concept for 

plastic parts. It contains both geometry and non-geometry information related to both design and 

analysis activities, with which analysis model could be automatically prepared subject to any 

CAD model Simplification Meshing BC definition FEA 

  Sensitivity analysisDesign update 

Forw 

Forw 

Forward integration 

                                              Inverse integration 
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CAD model changes. Lee [2005] developed the feature-based non-manifold modeling system. A 

master model was created containing multi-resolution and multi-abstraction geometry 

information, from which both the CAD solid model and the non-manifold analysis model could 

be extracted. Gujarathi and Ma [2011] developed a common data model to realize the parametric 

CAD/CAE integration. 

In this research, it is not intended to further investigate the simplification techniques or the 

unified data model. Therefore, small geometry details will not appear in the studied examples.  

(2) Meshing is a mandatory and the most time-consuming step in the forward process. Especially 

for complex geometry, user interaction is commonly needed to guarantee the mesh quality. In 

case of a large number of design cycles, it is expected to eliminate the repeated meshing efforts 

to save time and labor. For minor sizing and shape changes, mesh deformation is a feasible 

solution; however, for major shape and topological changes, it is non-applicable of mesh 

deformation. As reviewed in [Shapiro et al. 2011], boundary element method and meshfree 

methods can be feasible solutions to replace finite element method. However, they have 

limitations in maturity and popularity. Iso-geometric analysis is another option which unifies the 

CAD model and the analysis model through the spline information [Hughes et al. 2005]. It is 

promising, but also has the problem of immaturity and is not supported by the current 

commercial CAD/CAE systems. 

From the authors’ opinion, fixed grid finite element analysis (FGFEM) [Garcia-Ruiz and Steven 

1998; Dunning et al. 2011] is the suitable method for CAD/CAE integrated design process. 

Eulerian mesh is applied and geometry conformity is not required. Therefore, the re-meshing 

effort is totally eliminated. On the other hand, FGFEM approximates the boundary crossed 

elements (BCEs) and the computation accuracy is reduced. To fix this issue, the extended finite 

element method (X-FEM) [Belytschko et al. 2003] was developed which enhanced the BCE 

modeling through local enrichment of the approximated spaces. It is effective in modeling local 

discontinuities, but requires the effort equivalent to local re-meshing, which is tedious for high-

dimension and multi-boundary crossed cases. Therefore, to balance the computation accuracy 

and cost, a modified FGFEM is developed in this research, and details will be presented in 

Chapter 5. 
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(3) Concerning the BC attachment, it is not difficult to perform this manually but it is time 

consuming. However, it is non-trivial to automatically update the BC if topological changes 

happen to BC attached faces [Xia et al. 2015].  

2.4.2 Inverse integration 

For inverse integration, the simulation result must be analyzed and accordingly decide the design 

changes. The preliminary way to fulfill these obligations is to rely on expert knowledge and 

make human interpretation, with which the overall design process belongs to the trial and error 

method. 

Another way to fulfill these obligations is to use the surrogate modeling based optimization. Park 

and Dang [2010] applied the response surface and radial basis function to build the surrogate 

models between optimization objective and design variables. A CAD/CAE integrated framework 

was developed to automate the surrogate modeling process, and the sequential quadratic 

programming method was used to find the optimal solution. Wang et al. [2014] implemented the 

improved sequential approximation optimization algorithm under the CAD/CAE integrated 

framework to find the structural optima. In these works, automation of the inverse integration is 

realized, but there are major limitations that: the efficiency and accuracy heavily depend on the 

specific surrogate modeling method, and it is mainly applicable to sizing optimization because of 

the scale limitation of design variables. 

From the authors’ opinion, sensitivity analysis based optimization methods are more appropriate 

to realize the inverse integration.  

In early research, finite difference is widely used for sensitivity analysis for the sake of 

simplicity. Hardee et al. [1999] developed a CAD based shape optimization method. Shape 

parameters of the CAD model were applied as design variables and finite difference method was 

applied to calculate the sensitivity result. This method was successfully implemented by 

interfacing Pro/ENGINEER and a few CAE software tools. Grindeanu et al. [2002] developed a 

similar CAD based method, where both meshfree analysis and finite element analysis were 

applicable to support the finite difference sensitivity calculation. Vaidya et al. [2006] 

implemented the CAD based design optimization by sequentially optimizing the topology and 
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the shape. Manual transition was required between the two sub-procedures, and the shape 

optimization was performed similar to [Hardee et al. 1999]. 

Later, the adjoint sensitivity analysis is becoming popular, because it is computationally efficient 

as it requires only one-time finite element analysis in each optimization loop. For instance, in 

[Robinson et al. 2012], the authors developed the adjoint sensitivities for parameterized CAD 

geometries.  

The adjoint sensitivity was initially developed for fluid-structure interacted problems, such as the 

air foil design, given the computationally expensive Navier-Stokes solution. Yu et al. [2011] 

extracted the NURBS surface information from the B-rep (Boundary representation) model and 

applied the control points as design variables. Adjoint sensitivity analysis was performed to 

update the control point positions. Later, they modified the optimization scheme by adding 

constraints to maintain the geometric relationships between NURBS surface patches [Xu et al. 

2014]. 

For the aforementioned works, they stay at the level of sizing and shape optimization. However, 

it is not sufficient to fully demonstrate the capability of CAD/CAE integrated design, for the lack 

of topological changes. In fact, it has been a long-lasting issue of realizing topology optimization 

under the CAD/CAE integrated environment. For SIMP and ESO methods, discrete and 

staggered topological design is produced which requires a tedious process to be post-treated into 

a feasible CAD model [Hsu and Hsu 2005]. For the level set method, the implicit boundary 

representation and the CSG (Constructive Solid Geometry) geometry [Chen et al. 2007, 2008a] 

are not well supported by the B-rep dominated CAD systems. It is also very tedious to translate 

the CSG model into B-rep format, especially given the freeform nature (See Fig. 2.7). In 

summary, topology optimization is a CAE supported inverse design method, but there is a big 

gap to synchronize the CAD/CAE models. 
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(a) Solid model (b) Freeform topological design  

Fig. 2.7 Freeform shape and topological changes of the solid model 

To fill the gap, one promising approach is the isogeometric analysis based shape [Wall et al. 

2008] and topological [Seo et al. 2010a, 2010b] optimization methods. It is completely 

performed under the CAD/CAE integrated environment. However, as mentioned earlier, it has 

the limitations of being immature and less popular, and is not well supported by the current 

CAD/CAE systems.  

Another promising approach is to develop the B-rep geometry based topology optimization 

method. B-rep geometry modeling is the foundation of most CAD systems. Therefore, if the 

analysis model and all topological changes are represented in B-rep format, the synchronization 

could be greatly eased. Hence, it is expected to perform the topological changes in the manner of 

conventional CAD modeling operations (such as drafting and extrusion), and record the 

topological changes to form the feature modeling history. Additionally, B-rep geometry based 

topological and shape sensitivity analysis is also indispensable for the inverse process 

automation. It is noted that development of B-rep geometry based topology optimization is a 

contribution of this research, and details will be presented in Chapter 5. 

2.5 Multi-material topology optimization 

Currently, multi-material topology optimization is an active research domain as it allows more 

design freedoms compared to homogeneous design. Furthermore, due to the advancement of 
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manufacturing methods, most of the multi-material designs are manufacturable within a 

reasonable cost. 

In [Sigmund and Torquato 1997; Gibiansky and Sigmund 2000], the authors used the SIMP 

method to design two-material microstructures pursuing extreme physical properties. Later, 

Sigmund [2001] extended the method to design multi-physics actuators with two material phases. 

Bendsoe and Sigmund [1999] summarized the rule of multi-material interpolation in SIMP 

method. The general method of two-material interpolation is to assign two design variables to 

each finite element: one (𝜌𝑒
1
) determines the solid material ratio in the element, while the other 

(𝜌𝑒
2
) determines the material composition ratio of material 1. For instance, the element elasticity 

tensor is defined as, 

𝑫(𝜌𝑒) = (𝜌𝑒
1
)
𝑝
[(𝜌𝑒

2
)
𝑝
𝑫1 + (1 − 𝜌𝑒

2
)
𝑝
𝑫2] (2.10) 

in which 𝑫1  and 𝑫2  are the elasticity tensors of material 1 and 2 respectively; 𝑝  is the 

penalization term. Hvejsel and Lund [2011] generalized the SIMP method to make it applicable 

to interpolate any number of predefined materials with isotropic or anisotropic properties. Luo 

and Kang [2013] used the SIMP method to design steel-reinforced concrete structures by solving 

the strength constrained two-material topology optimization problem.  

Additionally, Lund and Stegmann [2005] and Stegmann and Lund [2005] developed the discrete 

material optimization (DMO) method to optimize the discrete material selection of laminated 

composite structures, which offers a new material interpolation scheme, as, 

𝑫(𝜌𝑒) = (𝜌𝑒
1
)
𝑝
[1 − (𝜌𝑒

2
)
𝑝
]𝑫1 + (𝜌𝑒

2
)
𝑝
[1 − (𝜌𝑒

1
)
𝑝
]𝑫2 (2.11) 

Lund [2009] applied the DMO method to design multi-material shell laminates by solving the 

buckling topology optimization problem. Gao and Zhang [2011] compared the SIMP and DMO 

interpolation schemes through solving mass constrained multi-material topology optimization 

problems. Ferreira et al. [2014] developed a two-scale optimization scheme, with the DMO 

method to optimize the fiber fractions and orientations, and surrogate modeling to optimize the 

fiber sizes and shapes.  
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The level set method is a new rising and powerful approach addressing multi-material topology 

optimization problems. Wang and Wang [2004] developed the ‘color’ level set method to solve 

the compliance-minimization problems involving multiple materials; the advantage of this 

method is that, it only requires 𝑚 level set functions to represent 𝑛 = 2𝑚 material phases. Mei 

and Wang [2004] demonstrated a similar idea to perform multi-material topology optimization. 

Later, this method was used to design multi-material compliant mechanisms [Wang et al. 2005], 

and was generalized to design and optimize heterogeneous objects [Wang and Wang 2005]. 

Additionally, multi-material heat conduction problems [Zhuang et al. 2010a] and stress-related 

problems [Guo et al. 2014c] were also solved under this theoretical framework. In [Allaire et al. 

2014a], the authors gave a more rigorous shape derivative to multi-material topology 

optimization problems. Vermaak et al. [2014] explored the influence of continuous material 

property change between material phases. Other than the ‘color’ level set method, Xia and Wang 

[2008] developed the numerical approach to solve topology optimization problems with 

functionally graded materials. Very recently, Wang et al. [2015] proposed a new Multi-Material 

Level Set (MMLS) scheme, which represents 𝑚 + 1 material phases by 𝑚 level set functions; 

this method guaranteed no redundant material phases, but may have efficiency issue with a large 

number of material phases. 

In summary of the methods reviewed above, they have been extensively applied in multi-

material design of solid structures and discrete fiber orientation design of composite laminates; 

however, there are even broader application scopes which have rarely been investigated.  In this 

research, the novel pipeline opening layout design is investigated by using the multi-material 

level set topology optimization method. It is named ‘multi-material’ because for each shell 

element, it is either homogeneous or contains the opening which leads to distinguished element 

elasticity properties. By applying the level set method, the design process is automated and the 

result optimality is ensured, which demonstrates obvious advantages compared to the 

conventional trial and error method. 

2.6 Shell topology optimization 

Most topology optimization research efforts have been spent on 2D planar and 3D solid models, 

while shell models are less commonly explored. Therefore, this section summarizes research 

efforts on shell topology optimization. 
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Luo and Gea [1998] developed a procedural method to design the stiffened shell structure, in 

which the stiffener area was designed through topology optimization and then the exact stiffeners 

were identified through the orientation optimization. Li et al. [1999] extended EXO method to 

design shell structures subjected to thermal loading. Lee et al. [2000] applied SIMP method to 

address shell topology optimization by considering multi-layer shell models. Belblidia and 

Bulman (2002) developed a hybrid SIMP and ESO method to design shell structures under both 

static and vibrating conditions. Afonso et al. [2005] applied an integrated and procedural 

topology and sizing optimization process to design the stiffeners of the shell structure; similar to 

[Luo and Gea 1998], the stiffener area was designed through topology optimization, but the exact 

stiffeners were manually identified and optimized of the sizes and positions. Victoria et al. [2014] 

explored the influence of membrane thickness in the stiffened shell topology optimization. In 

summary of these works, it is effective to topologically optimize the shell structures, but it is not 

mature of the stiffener design. The optimized stiffeners are far from the practical strip-like 

shapes and they are post-processed into the strip-like designs through major approximations. In 

fact, thickness control techniques [Chen et al. 2008b; Luo et al. 2008a; Liu et al. 2015] could be 

applied to eliminate the post-processing. 

In [Ansola et al. 2002], the authors proposed an integrated shape and topology optimization 

method, for which B-spline control points were used as shape optimization variables and local 

micro-structure parameters of the rank-2 layered material were applied as the topology 

optimization variables. Later, the authors [Ansola et al. 2004] made change to the micro-

structure of the rank-2 layered material and applied this method to the integrated shape and 

reinforcement layout optimization. It is noticed that Ansola et al. [2002; 2004] applied a 

procedural method which optimized the shell shape first and then the topology. Distinctively, 

Hassani et al. [2013] developed a concurrent shape and topology optimization method for shell 

structures. NURBS (Non Uniform Rational B-Spline) surface was applied to model the shell 

structure and the control points were used as the shape optimization variables. SIMP method was 

applied to optimize the topology.  

Shell topology optimization has rarely been performed based on the level set method. For the 

exception, Park and Youn et al. [2008] developed an adaptive inner-front level set method 

applied to shell structures, which features the hole digging capability. 
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In summary of the shell topology optimization methods, they mainly focus on the single-layer 

topology optimization and the multi-layer stiffener design; however, the single-layer multi-

material topology optimization is rarely investigated. One reason of this status is the limited 

application scope of the single-layer multi-material shell structures. In this research, the pipeline 

opening layout design is innovatively transformed into a single-layer multi-material topology 

optimization problem, and it is solved by applying the multi-material level set method. 

2.7 Limitations of the existing methods 

At the end of this literature review chapter, limitations of the existing methods are summarized 

below: 

(1) Limited connection between topology optimization and feature-based design 

Currently, topology optimization and feature-based design are two standalone design schemes 

under the common umbrella of engineering informatics. It is non-trivial to build the connection 

for two reasons. First, as reviewed in Section 2.3, geometry feature-based topology optimization 

methods are not well-developed, including both implicit and explicit feature-based approaches. 

This means that, at most times, the topology optimization result needs to be manually post-

treated into a geometry feature-based model. This manual post-treatment would definitely 

compromise the structural performance. Second, topology optimization usually focuses on 

geometry design, while the feature-attached semantic information is rarely involved, which again 

causes a post-treatment procedure. For instance, although topology optimization could produce a 

manufacturable design, it must be modified in the CAD/CAM system to reduce manufacturing 

time and cost. 

(2) Limited application to address multidisciplinary design problems 

Topology optimization is applicable in a variety of engineering fields. However, for most of 

them, certain adaption of the topology optimization algorithm is required, and it could be very 

challenging like in the case of the slotted liner design. In the research community, most 

researchers focus on improving the algorithm’s efficiency and stability, while there is a lack of 

efforts in popularizing the topology optimization method in industry.  

(3) Limited development of the two-scale extension 
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Many engineering problems involve two scales of material distribution: the macro-scale 

structural design and the micro-scale local material composition. A typical case is the fiber-

reinforced plastic part. However, there is only limited development of the two-scale topology 

optimization, especially under the level set framework. 

In summary, the aforementioned limitations clearly exist in the existing methods of level set 

topology optimization, and they are going to be addressed in this thesis. 

2.8 Research objectives 

Limitations of the existing methods have been identified in the last section, and accordingly, the 

research objectives are proposed in this section as follows: 

 Development of the implicit feature-based level set topology optimization method to 

realize uniform rib thickness (Chapter 3); 

 Development of the explicit feature-based level set topology optimization method and 

apply it to 2.5D machining parts (Chapter 4); 

 Development of the B-rep geometry based topology optimization method and use it to 

support the CAD/CAE integration (Chapter 5); 

 Proposing the OFM scheme for some trial applications (Chapter 6); 

 Working-out the two-scale extension of the level set method and applying it to design 

fiber-reinforced plastic parts (Chapter 7); and 

 Extension of the level set method to the slotted liner case used in oil industry (Chapter 8). 
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Chapter 3 Implicit feature-based level set 

topology optimization 

3.1 Introduction 

An implicit feature means that a geometry approximated approaching certain geometric pattern 

without explicit sizing or shape control parameters. An example was presented in Fig. 2.4. It is 

significant to develop a method for implicit feature control that the modified level set algorithm 

follows the freeform nature of the discretized geometry representation, and at the same time 

realizes satisfactory geometry control which makes the post-processing of the topological design 

into an explicit feature-based solution much more convenient. 

In this chapter, certain parts demanding constant rib thickness control are studied. As reviewed in 

Chapter 2, the rib thickness control can be meaningful in several aspects. For machining parts, it 

can be applied to control the minimum component size for good cutting stability; additionally, it 

can also be applied to control the minimum void size which guarantees the machinability given 

the available cutting tools. For plastic parts that are commonly produced by injection molding, it 

is even more significant to have the constant rib thickness control because the constant rib 

thickness facilitates the cooling balance, and therefore reduces the thermal residual stress and the 

induced part defects. 

3.2 Compliance minimization problem  

The constant rib thickness control has been implemented based on the popular method to solve 

compliance minimization problem [Wang et al. 2003; Allaire et al. 2004]. Therefore, hereafter in 

this section, the level set topology optimization for compliance minimization is introduced in 

detail. 

3.2.1 Problem formulation 

A general compliance minimization problem could be formulated as: 
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𝑀𝑖𝑛.       𝐽(𝒖,𝛷) =  ∫ 𝑫𝒆(𝒖)𝒆(𝒖)𝐻(𝛷)𝑑𝛺
𝐷

 

𝑠. 𝑡.      𝑎(𝒖, 𝒗, 𝛷) = 𝑙(𝒗, 𝛷), ∀𝒗 ∈ 𝑈 

∫ 𝐻(𝛷)𝑑𝛺
𝐷

≤ 𝑉𝑚𝑎𝑥 

𝑎(𝒖, 𝒗, 𝛷) =  ∫ 𝑫𝒆(𝒖)𝒆(𝒗)𝐻(𝛷)𝑑𝛺
𝐷

 

𝑙(𝒗,𝛷) = ∫ 𝒑𝒗𝐻(𝛷)𝑑𝛺 + ∫ 𝝉𝒗𝛿(𝛷)|𝛻𝛷|𝑑𝛺
𝐷𝐷

 

(3.1) 

and this is a repeat of Eq. (2.2). 

To conveniently apply the level set function into the optimization process, the Heaviside function 

and Dirac delta function are adopted as, 

{
𝐻(𝛷) = 1, 𝛷 ≥ 0
𝐻(𝛷) = 0, 𝛷 < 0

 (3.2) 

𝛿(𝛷) =  
𝜕𝐻(𝛷)

𝜕𝛷
,      ∫ 𝛿(𝛷)𝑑𝛷

+∞

−∞

= 1 
(3.3) 

Then, the interior and boundary of the material domain can be represented by, 

𝛺 = {𝑿 | 𝐻(𝛷(𝑿)) = 1} (3.4) 

𝜕𝛺 = {𝑿 | 𝛿(𝛷(𝑿)) > 0} (3.5) 

Normally, the approximated Heaviside and Dirac delta functions are preferred in numerical 

implementation [Wang et al. 2003; Wang and Wang 2005]. 

3.2.2 Sensitivity analysis 

To solve the optimization problem, a sensitivity analysis is needed to derive the boundary 

velocity 𝑉𝑛 which evolves the structure in the steepest descent direction. The material derivative 

and the adjoint method are employed to perform the sensitivity analysis. 
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The Lagrange function is defined as, 

𝐿 = 𝐽(𝒖,𝛷) + 𝑎(𝒖,𝒘,𝛷) − 𝑙(𝒘,𝛷) + 𝜆(∫ 𝐻(𝛷)𝑑𝛺
𝐷

− 𝑉𝑚𝑎𝑥) (3.6) 

where 𝜆 is the Lagrange multiplier and 𝒘 is the adjoint displacement field. 

Material derivative of the Lagrange formulation is given as, 

𝐿′ = 𝐽′(𝒖, 𝛷) + 𝑎′(𝒖,𝒘,𝛷) − 𝑙′(𝒘,𝛷) + 𝜆(∫ 𝐻(𝛷)𝑑𝛺
𝐷

)′ (3.7) 

in which, 

𝐽′(𝒖,𝛷) = ∫ 2𝑨𝒆(𝒖)𝒆(𝒖′)𝐻(𝛷)𝑑𝛺
𝐷

+∫ 𝑨𝒆(𝒖)𝒆(𝒖)𝛿(𝛷)𝑉𝑛|𝛻𝛷|𝑑𝛺
𝐷

 (3.8) 

𝑎′(𝒖,𝒘,𝛷) = ∫ 𝑨𝒆(𝒖′)𝒆(𝒘)𝐻(𝛷)𝑑𝛺
𝐷

+∫ 𝑨𝒆(𝒖)𝒆(𝒘′)𝐻(𝛷)𝑑𝛺
𝐷

+∫ 𝑨𝒆(𝒖)𝒆(𝒘)𝛿(𝛷)𝑉𝑛|𝛻𝛷|𝑑𝛺
𝐷

 

(3.9) 

𝑙′(𝒘,𝛷) = ∫ 𝒑𝒘′𝐻(𝛷)𝑑𝛺 +∫ [𝒑𝒗 − 𝝉𝒘𝛻 ∙ (
𝛻𝛷

|𝛻𝛷|
)]𝛿(𝛷)𝑉𝑛|𝛻𝛷|𝑑𝛺

𝐷𝐷

+ ∫ 𝝉𝒘′𝛿(𝛷)|𝛻𝛷|𝑑𝛺
𝐷

 

(3.10) 

𝜆 (∫ 𝐻(𝛷)𝑑𝛺
𝐷

)

′

= 𝜆∫ 𝛿(𝛷)𝑉𝑛|𝛻𝛷|𝑑𝛺
𝐷

 (3.11) 

Substitute equations (3.8-3.11) into Eq. (3.7). Collect all the terms including 𝒘′, and the sum is 

shown in Eq. (3.12) which is naturally equal to zero. 

∫ [𝑨𝒆(𝒖)𝒆(𝒘′) + 𝒑𝒘′]𝐻(𝛷)𝑑𝑥
𝛺

−∫ 𝝉𝒘′𝛿(𝛷)|𝛻𝛷|𝑑𝛺
𝐷

= 0 (3.12) 

Then, collect the terms containing 𝒖′ and make the sum equal to zero, that is, 
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∫ [2𝑨𝒆(𝒖)𝒆(𝒖′) + 𝑨𝒆(𝒖′)𝒆(𝒘)]𝐻(𝛷)𝑑𝑥
𝛺

= 0 (3.13) 

Through solving Eq. (3.13), the solution of the adjoint variable 𝒘 = −2𝒖 can be derived. By 

collecting the remaining terms, the following sensitivity analysis result is obtained, 

𝐿′ = ∫ 𝑅𝛿(𝛷)𝑉𝑛|𝛻𝛷|𝑑𝛺
𝐷

 

𝑅 = −𝑨𝒆(𝒖)𝒆(𝒖) + 𝜆 

(3.14) 

where R is called shape gradient density. Then, by following Eq. (3.15), 

𝑉𝑛 = −𝑅 (3.15) 

𝐿 could be guaranteed to change in the descent direction, as shown in Eq. (3.16), 

𝐿′ = ∫ −𝑅2𝛿(𝛷)|𝛻𝛷|𝑑𝛺
𝐷

≤ 0 (3.16) 

The design update procedures were introduced in Chapter 2, Section 2.1, and will not be repeated 

here. 

3.2.3 Numerical implementation 

The finite element analysis (FEA) is implemented on fixed quadrilateral/hexahedral mesh to 

solve the linear elastic problem. The artificial weak material is applied for voids by employing 

the elasticity tensor of 10−3𝑬, in order to avoid the singularity of the stiffness matrix. 

In Eq. (3.14), the Lagrange multiplier is applied to address the volume constraint. It can be 

defined in multiple ways: applying fixed value [Allaire et al. 2004], calculating based on volume 

conservation [Wang et al. 2003], or using the bi-sectioning algorithm [Wang et al. 2007].  

In this research, the Augmented Lagrange method [Guo et al. 2014c] is applied which adopts the 

Lagrange multiplier as,  
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𝜆𝑘+1 = 𝜆𝑘 + 𝜇𝑘(∫ 𝐻(𝛷)𝑑Ω
𝐷

− 𝑉𝑚𝑎𝑥) 

𝜇𝑘+1 = 𝛼𝜇𝑘  𝑤ℎ𝑒𝑟𝑒 0 < 𝛼 < 1 

(3.17) 

3.3 Implicit feature control 

As mentioned earlier, implicit feature-based LSTO could be implemented by employing either 

constraints or additional control functional. For constant rib-thickness design, the latter achieves 

better control effect. However, the only works from Chen et al. [2008b] and Luo et al. [2008a] 

employ the quadratic energy functional in the form of double-layer boundary integration, which 

is difficult in numerical implementation [Guo et al. 2014a]. Therefore, a new thickness control 

functional is developed. 

3.3.1 Thickness-control functional 

The proposed thickness-control functional is shown below: 

𝐷𝑇 = ∫ {[(𝛷(𝑿) −
𝑇

2
)
+

]

2

− [(𝛷(𝑿) −
𝑇

2
)
−

]
2

}𝐻(𝛷)𝑑𝛺
𝐷

 (3.18) 

The optimization problem presented in Eq. (3.1) is adapted with the new objective function, as: 

𝑀𝑖𝑛.       𝐽(𝒖,𝛷) =  ∫ 𝑨𝒆(𝒖)𝒆(𝒖)𝐻(𝛷)𝑑𝛺
𝐷

+ 𝜇𝐷𝑇 (3.19) 

in which 𝜇 is the weighting factor of the thickness-control functional and 𝑇 is the targeted rib 

thickness. 
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Fig. 3.1 Schematic plot of corollary 1 

3.3.2 Sensitivity analysis on the thickness control functional 

In order to prove its effect, sensitivity analysis on the level set function 𝛷 is demonstrated. 

Derivative of the thickness-control function on 𝛷 is presented in Eq. (3.20) 

𝐷𝑇′ = ∫ {[(𝛷(𝑿) −
𝑇

2
)
+

]

2

− [(𝛷(𝑿) −
𝑇

2
)
−

]
2

} 𝛿(𝛷)𝑉𝑛|𝛻𝛷|𝑑𝛺
𝐷

 

            +∫ [2 (𝛷(𝑿) −
𝑇

2
)
+

− 2(𝛷(𝑿) −
𝑇

2
)
−

]𝐻(𝛷)𝑉𝑛|𝛻𝛷|𝑑𝛺
𝐷

 

(3.20) 

In Eq. (3.20), the second term on the right side is field integration and needs to be transformed 

into boundary integration. As the basis of this transformation, a corollary is cited from [Allaire et 

al. 2014a]: 

Corollary 1. 

For a 2D integrable function 𝜙(𝑿) as demonstrated in Fig. 3.1, 

∫ 𝜙(𝑿)𝑑𝑿
Ω

= ∫ (∫ 𝜙(𝒁)(1 − 𝑑Ω(𝒁)𝜅(𝒀))𝑑𝒁
ray𝜕Ω(𝒀)∩Ω

)𝑑𝒀
𝜕Ω

 (3.21) 

Two definitions are needed to interpret this corollary. 

Definition 1.  
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For any 𝑿 ∈ 𝑅𝑛, 𝛱𝜕𝛺(𝑿) ≔ {𝒀0 ∈ 𝜕𝛺, |𝑿 − 𝒀0| = 𝑖𝑛𝑓𝒀∈𝜕𝛺|𝑿 − 𝒀|} is the set of projections of 𝑿 

on 𝜕𝛺. When 𝛱𝜕𝛺(𝑿) reduces to a single point, it is called the projection 𝑃𝜕𝛺(𝑿) of 𝑿 onto 𝜕𝛺. 

Definition 2.  

For any 𝒀 ∈ 𝜕𝛺, 𝑟𝑎𝑦𝜕𝛺(𝒀) ≔ {𝒁 ∈ 𝑅𝑛, 𝑑Ω 𝑖𝑠 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑏𝑙𝑒 𝑎𝑡 𝒁 𝑎𝑛𝑑 𝑃𝜕𝛺(𝒁) = 𝒀} is the ray 

emerging from 𝒀.  

In Corollary 1, 𝑑𝛺(𝒁) represents the signed distance function which is equal to 𝜙(𝒁) in case of 

Eq. (3.21) satisfied. By applying Corollary 1, the sensitivity analysis is adapted into: 

𝐷𝑇′ = ∫ 𝐺𝛿(𝛷)𝑉𝑛|𝛻𝛷|𝑑𝑿
𝐷

 

𝐺 = [(𝛷(𝑿) −
𝑇

2
)
+

]

2

− [(𝛷(𝑿) −
𝑇

2
)
−

]
2

 

         +∫ [2 (𝛷(𝒁) −
𝑇

2
)
+

− 2(𝛷(𝒁) −
𝑇

2
)
−

] (1 − 𝑑𝛺(𝒁)𝜅(𝒀))𝑑𝒁
𝑟𝑎𝑦𝜕𝛺(𝒀)∩𝛺

 

(3.22) 

𝒀 is the boundary projection point of 𝑿, and 𝒁 is the sample points on 𝑟𝑎𝑦𝜕𝛺(𝒀). 

By defining: 

𝑉𝑛 = −𝐺 (3.23) 

We can make sure 𝐷𝑇 will change in a descent direction, as: 

𝐷𝑇′ = ∫ −𝐺2𝛿(𝛷)|𝛻𝛷|𝑑𝑿
𝐷

≤ 0 (3.24) 

Once the sensitivity analysis is done, the result can be used to analyze the thickness control 

effect. For any rib-like structure, there will be double-sided boundary movements all together 

influencing the rib thickness variation. It can be assumed that the curvatures at the double sides 

employ similar values but different signs. Therefore, the item including 𝜅 in Eq. (3.27) can be 

eliminated, which is adapted into: 
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𝐺 = [(𝛷(𝑿) −
𝑇

2
)
+

]

2

− [(𝛷(𝑿) −
𝑇

2
)
−

]
2

+∫ [2 (𝛷(𝒁) −
𝑇

2
)
+

− 2(𝛷(𝒁) −
𝑇

2
)
−

] 𝑑𝒁
𝑟𝑎𝑦𝜕𝛺(𝒀)∩𝛺

 

(3.25) 

From Eq. (3.25), it can be concluded that the thickness could be controlled around T, because 

𝐺 < 0 can be guaranteed when the actual thickness is smaller than 𝑇 , which makes the rib 

expand; while 𝐺 > 0 is the case when the actual thickness is bigger than 𝑇, which makes the rib 

contract. 

3.4 Case studies 

To demonstrate the effectiveness of this thickness control functional, a few numerical examples 

are studied in this section. 

3.4.1 Two-bar cantilever problem 

First, a two-bar cantilever problem is studied. As shown in Fig. 3.2a, the design domain is of the 

size 50*100, with its left side fixed and a unit force loaded at the middle of its right side. The 

material has a Young’s modulus of 1.3 and Poisson ratio of 0.4. The optimization problem is to 

minimize the compliance under a volume ratio constraint. 

To sufficiently explore the thickness control effect, the algorithm has been performed with 

different 𝑇 values of 6, 9 and 12, respectively. The results are shown in Fig. 3.2(b-e) and Table 

3.1. Apparently, the thickness has been accurately controlled around the targeted values with 

very little tolerance, which is comparable with the effect presented previously in [Chen et al. 

2008a]. 
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(a) Problem setup (b) The initial input (c) 𝑇 = 6 (d) 𝑇 = 9 (e) 𝑇 = 12 

Fig. 3.2 Results of the two-bar cantilever problem with different targeted thickness (a) Problem 

setup (b) The initial input (c) 𝑇 = 6 (d) 𝑇 = 9 (e) 𝑇 = 12  

 

 

 

Table 3.1 Data of the results of the two-bar cantilever problem 

Targeted thickness Compliance Volume ratio 

𝑇 = 6 8.7814 0.200 

𝑇 = 9 9.2237 0.225 

𝑇 = 12 7.0838 0.300 

 

3.4.2 L-bracket problem 

In Fig. 3.3, an L-bracket problem is demonstrated. The design domain size is 100*100. A point 

force is loaded on the right top and the top edge is fixed. It is assumed the material has a 

Young’s modulus of 1.3 and Poisson’s ratio of 0.4. Again, the optimization problem is to 

minimize the compliance under the volume ratios of 0.3125. 
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Fig. 3.3 L-bracket problem 

 

(a) Regular result without thickness control  

 

(b) Result with thickness control (𝑇 = 5) 

Fig. 3.4 Results of the L-bracket problem (the color bar marks the von Mises stress level)  

The optimization results are presented in Fig. 3.4. Fig. 3.4a shows the raw result without 

thickness control, while the result with thickness control is demonstrated in Fig. 3.4b. It is clear 

that, the thickness could be controlled around the pre-defined value with small tolerance, but 

there is a little sacrifice of the structural strength with the maximum local von Mises stress 

increased from around 110 to about 120. The thickness control may be necessary for improved 

manufacturability, e.g. injection molding part design, without sacrificing structural integrity.  

3.5 Conclusion 

Theoretically, the main contribution of this section is the new thickness control functional. With 

it equipped, the implicit feature-based level set topology optimization method has been proven 
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effective in deriving topological design of well-controlled rib thickness around a predefined 

value within reasonable tolerances.  

For future work, improved thickness control effect is under exploration, especially for stress-

constrained problems. Other implicit feature control types are also under investigation. In 

addition, implicit feature control is not adaptive to all geometry feature-based design problems. 

Therefore, the explicit feature-based approach is developed in the next chapter. 
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Chapter 4 Explicit feature-based level set 

topology optimization 

4.1 Introduction 

Chapter 3 presented the implicit feature-based level set topology optimization, which realizes the 

geometry feature control in an approximate manner. However, the design solution still needs to 

be post-processed into an explicit feature-based solution for the following detail design activities. 

In this chapter, an alternative approach is developed to directly perform the explicit feature-based 

level set topology optimization. 

An explicit feature, in this context, means the geometry, defined by a set of geometrical entities, 

is intuitively constrained by sizing and shape parameters, and these parameters can be applied as 

optimization variables. An example was presented in Fig. 2.5. As reviewed in Section 2.3, there 

are several limitations of the current explicit feature-based level set topology optimization 

methods. For instance, new feature primitives can rarely be generated during the optimization 

process, the scale control capability is poor, and most of the methods are not proven effective in 

3D schemes. Therefore, this new method is developed to overcome these limitations and will be 

presented in the rest of this chapter.  

4.2 Velocity field 

The common procedure of solving the level set topology optimization problem is to derive the 

virtual velocity field through sensitivity analysis, and then accordingly evolve the structural 

boundary. For the widely studied compliance minimization problem, the velocity field is 

presented in Eq. (4.1). 

𝑉𝑛 = −(𝜆 − 𝑫𝒆(𝒖)𝒆(𝒖)) (4.1) 

Generally, the velocity field is composed of continuously varying velocities and lacks of 

regulation, which drives the topological design into 2D/3D freeform. The freeform design is not 

easy to manufacture and a post-processing step is normally required to manually re-construct the 
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design into explicit feature-based. This step is time-consuming and labor intensive, and more 

severely, it may unacceptably relax the objective function.  

Therefore, it would be meaningful to train the velocity field into regulated patterns, and therefore, 

explicit feature primitives could be generated through design update while the freeform design is 

suppressed. Consequently, explicit feature-based design could be directly obtained without any 

post-processing effort. This would provide a substantial and novel improvement to topology 

optimization. In this chapter, this new method is implemented given the background of 2.5D 

machining. 

4.3 Machining feature fitting algorithm 

Machining feature is a domain-specific form of the explicit feature concept. The machining 

feature fitting algorithm developed in this work is inspired by feature-based model reconstruction 

in reverse engineering [Thompson et al. 1999; Rabbani and van den Heuvel 2004; Bi and Wang 

2010; Wang et al. 2012], for which different methods have been developed to construct the 

feature-based models from scanned point cloud. Three major procedures (Fig. 4.1) – define 

feature library, make segmentation and solve the feature fitting problem – commonly exist in 

these methods. Specifically, the feature library includes the candidate feature primitives to be 

fitted in; segmentation is applied for the piecewise property of feature fitting, as mechanical 

components are normally composed of numerous feature primitives; then, the nonlinear least 

squares formulation is adopted to solve the segmented feature fitting problems as shown in Eq. 

(4.2). 

𝑚𝑖𝑛   𝑓 =∑𝑑(𝒑𝒊, 𝒔)
2

𝒊

 (4.2) 

where 𝑑 is the shortest distance from 𝒑𝒊 to the targeted feature surface, and 𝒔 is the parameter set 

which uniquely determine the feature profile. 

 

Fig. 4.1 Three common procedures of feature-based model reconstruction methods 

Define feature library Make segmentation Solve the feature fitting problem 
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In level set topology optimization, boundary velocity field is similar to the point cloud in reverse 

engineering, as both of them are structural boundary based and contain a large number of 

elements (velocities/points). Therefore, it is appropriate of level set topology optimization to 

inherit the procedures in Fig. 4.1 to train the velocity field into explicit feature-based patterns. 

Combined, we name these procedures the feature fitting algorithm. 

Previously, in [Zhou and Wang, 2013], the authors applied least squares fitting to regulate the 

velocity field of existing feature primitives, in this way to realize the feature manipulations 

(movement, rotation, and scaling) with maintained shape characteristics. Comparatively, the 

feature fitting algorithm developed in this research is more advanced with the capability of 

generating new primitives during the optimization process, instead of only manipulating the 

existing ones. 

4.3.1 2D features 

2D features are involved because 2D topology optimization is popular and they can be applied to 

thin-plate structures.  
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(a) Individual features 

 

(b) Compound features 

Fig. 4.2 2D machining feature library 

There are different taxonomies for 2D machining features [Miao et al. 2002; Kang et al. 2014], 

in which numerous feature types have been defined. A few examples are illustrated in Fig. 4.2a. 

However, it would be ineffective to train the velocity field with the feature types separately. 

Therefore, two compound features – the compound slot feature and the compound arc feature – 

have been defined (see Fig. 4.2b), which can evolve into any specific example as shown in Fig. 

4.2a through solving the feature fitting problem. Mathematically, velocity field of the compound 

features can be represented by Eq. (4.3-4.4).  

Slot                                   V-Slot                                 Step   

  Vline1            Vslope1         Vline2         Vslope2        Vline3 

Slope                                 Sector                                 Arc   

   Vline1                         Varc1      Varc2                   Vline2 
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𝑉𝑠𝑙𝑜𝑡(𝑥) =

{
 
 
 

 
 
 

𝑉𝑙𝑖𝑛𝑒1(𝐿1, 𝐶1) = 𝐶1    𝑥 ∈ [0, 𝐿1)

𝑉𝑠𝑙𝑜𝑝𝑒1(𝐿2) = 𝐶1 +
𝐶2 − 𝐶1
𝐿2 − 𝐿1

(𝑥 − 𝐿1)   𝑥 ∈ [𝐿1, 𝐿2)

𝑉𝑙𝑖𝑛𝑒2(𝐿3, 𝐶2) = 𝐶2    𝑥 ∈ [𝐿2, 𝐿3)

𝑉𝑠𝑙𝑜𝑝𝑒2(𝐿4) = 𝐶2 +
𝐶3 − 𝐶2
𝐿4 − 𝐿3

(𝑥 − 𝐿3)   𝑥 ∈ [𝐿3, 𝐿4)

𝑉𝑙𝑖𝑛𝑒3(𝐿5, 𝐶3) = 𝐶3    𝑥 ∈ [𝐿4, 𝐿5]

  

∑𝐿𝑖

5

𝑖=1

= 𝐿 

(4.3) 

𝑉𝑎𝑟𝑐(𝑥)

=

{
 
 

 
 

𝑉𝑙𝑖𝑛𝑒1(𝐶1) = 𝐶1    𝑥 ∈ [0,max(0, 𝑥0 − 𝑅)]

 𝑉𝑎𝑟𝑐1(𝑥0, 𝑦0, 𝑅) = max (𝐶1, √𝑅2 − (𝑥 − 𝑥0)2 + 𝑦0)   𝑥 ∈ (max(0, 𝑥0 − 𝑅) , 𝑥0)

𝑉𝑎𝑟𝑐2(𝑥0, 𝑦0, 𝑅) = max (𝐶2, √𝑅2 − (𝑥 − 𝑥0)2 + 𝑦0)   𝑥 ∈ [𝑥0, min(𝑥0 + 𝑅, 𝐿))

𝑉𝑙𝑖𝑛𝑒2(𝐶2) = 𝐶2    𝑥[min(𝑥0 + 𝑅, 𝐿) , 𝐿]

 

𝑥0 ∈ (0, 𝐿) 

(4.4) 

In Eq. (4.3-4.4), 𝐶1, 𝐶2 and 𝐶3 are constants representing the piecewise velocity magnitude; (𝑥0, 

𝑦0) and R are the center position and radius of the circle in the circular arc feature; 𝐿 represents 

the total length of the linear boundary segment. 

Boundary segmentation is significant because the feature fitting problems are solved on the basis 

of piecewise boundary segments. Therefore, different fitting results would be produced with 

different scales of segmentation. For instance, a linear boundary can be cut into numerous small 

segments and then each one is fitted with a 2D feature. In this way, the boundary evolvement can 

be tracked accurately. However, too many segments are definitely undesirable as they will bring 

numerous parameters to manage and create difficulties in manufacturing. Therefore, a proper 

scale of segmentation is important. In this work, the segments are recognized through natural 

boundary definitions; and a customized minimum length scale 𝐿𝑙𝑖𝑚  is employed to filter the 

small segments out of the fitting activities. 
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Fig. 4.3 Boundary segmentation (‘+’ means the length larger than 𝐿𝑙𝑖𝑚; ‘-’means the length 

shorter than 𝐿𝑙𝑖𝑚) 

As shown in Fig. 4.3, this algorithm divides the model boundary into 8 linear segments, and the 

length of each segment is calculated. The following feature fitting problems will only be solved 

on the segments employing the length larger than 𝐿𝑙𝑖𝑚, for the purpose of scale control of the 

newly generated feature primitives. 

After proper setup of the 2D feature library and the boundary segmentation, it is designed to 

apply the least squares formulation as shown in Eq. (4.5) to regulate the velocity distribution on 

each piecewise linear segment with the predefined compound feature velocity fields. 

𝑚𝑖𝑛     𝑓 = ∫ (𝑉(𝑥, 𝒔) − 𝑉𝑛(𝑥))
2

𝐿

0

𝑑𝑥 (4.5) 

Here 𝑉𝑛(𝑥) is the local normal velocity; 𝑉(𝑥, 𝐬) is the 1D feature velocity as demonstrated in Eq. 

(4.3-4.4), and 𝒔 is the optimization variable vector. Because of the multiple candidate compound 

features, the feature fitting problem is finally formulated into a double-layer scheme as, 

𝑚𝑖𝑛.  (𝑚𝑖𝑛.  𝑓𝑖                                                                              

𝑏𝑦 𝑓𝑖𝑛𝑑𝑖𝑛𝑔 𝒔𝒊)  𝑖 = 𝑐𝑜𝑚𝑝𝑜𝑢𝑛𝑑 𝑠𝑙𝑜𝑡 𝑜𝑟 𝑐𝑜𝑚𝑝𝑜𝑢𝑛𝑑 𝑎𝑟𝑐 
(4.6) 

+L7

 
 +L1 

+L8 

+L1 

-L2 

+L3 

-L4 

-L5 

+L6 
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In Eq. (4.6), the inner loop can be solved by finite difference method as the analytical expression 

is non-trivial to be obtained [Rabbani and van den Heuvel 2004], while the outer loop can be 

solved through direct comparison. 

4.3.2 2.5D features 

2.5D machining is a popular milling method which is greatly preferred by the manufacturing 

industry for its high efficiency and low cost. A clear classification of 2.5D machining features is 

proposed according to [Miao et al. 2002; Kang et al. 2014]. 

 

Fig. 4.4 Directions in the 2.5D milling process 

(1) 2.5D form features 

2.5D form features employ simple profiles composed of linear and/or circular segments, which 

are commonly applied in mechanical design. In Fig. 4.5, two sub-categories of 2.5D form 

features are demonstrated, which are categorized based on the fitting through the projection 

direction (Fig. 4.5a) or the free cutting directions (Fig. 4.5b). 

(2) 2.5D freeform features  

2.5D freeform features employ freeform profiles in the cutting directions. It is more complex but 

still can be handled by 2.5D machining. Detailed classification of 2.5D freeform features is 

similar to those demonstrated in Fig. 4.5a and 4.5b, and is shown in Fig. 4.5c. 
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(a) 2.5D form features in the projection direction 

    

     
(b) 2.5D form features in the free cutting directions 

      
(c) 2.5D freeform features 

Fig. 4.5 Classification of 2.5D features 
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Similar segmentation rules as demonstrated in the 2D scheme can be extended to 3D cases, but 

certain adaptations are needed. Details about the rules will be introduced in the next section 

because it is tightly connected to the construction method of the feature model. 

With regards to the exact 2.5D feature fitting algorithm, the least squares formulation 

demonstrated in Eq. (4.5) needs to be extended with one more dimension as shown in Eq. (4.7). 

𝑚𝑖𝑛     𝑓 = ∫ {∫ (𝑉(𝑥, 𝑦, 𝒔) − 𝑉𝑛(𝑥, 𝑦))
2

𝐿

0

𝑑𝑥
𝐻

0

}𝑑𝑦 (4.7) 

The feature fitting problem with 2.5D form features is still a double-layer optimization 

formulation as shown in Eq. (4.8), but different feature libraries will be applied for the projection 

direction and the free cutting directions. Through solving Eq. (4.8), the best fitted feature and its 

specifications (size, depth and orientation) for each feasible surface can be found. For instance, a 

fitting case with 2.5D form features in the projection direction is demonstrated in Fig. 4.6. 

𝑚𝑖𝑛.  (𝑚𝑖𝑛.  𝑓𝑖                                          

𝑏𝑦 𝑓𝑖𝑛𝑑𝑖𝑛𝑔 𝒔𝒊)  𝑖 = 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑖𝑛𝑑𝑒𝑥 
(4.8) 

As for 2.5D freeform features, the feature fitting problem is adapted into a one-layer 

optimization problem as shown in Eq. (4.9), because of the spline curves applied for the free 

contour representation. 

𝑚𝑖𝑛.  𝑓                                                                                                    

𝑏𝑦 𝑓𝑖𝑛𝑑𝑖𝑛𝑔 𝒔, 𝑤ℎ𝑖𝑐ℎ 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑠 𝑡ℎ𝑒 𝑠𝑒𝑡 𝑜𝑓 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑝𝑜𝑖𝑛𝑡𝑠 
(4.9) 
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Fig. 4.6 A fitting case with 2.5D form features in the projection direction 

Here, a major problem is to define the projection direction. The strategy applied in this work is to 

determine the surface employing the highest material removal rate (MRR) in the initial iteration, 

and define its normal direction as the projection direction. The reason lies in that the projection 

direction is normally the major cutting direction. 

4.4 Explicit feature-based shape optimization 

Apparently, the material domain after feature fitting is composed of explicit feature primitives, 

and can be easily transformed into a constructive feature model by R-functions to support the 

explicit feature-based shape optimization.  In this way, further shape adjustments of the material 

domain can be achieved in a fast and robust iterative manner without relying on the velocity field. 

4.4.1 Constructive feature model 

In CAD systems, CSG and B-rep are two widely adopted geometry representation methods, 

while the latter is more general in commercial software tools. However, for shape and topology 

optimization, sensitivity analysis on the boundary representation requires the model to be 

isomorphic which severely influence the optimization capability [Chen et al. 2008a]. 

Comparatively, CSG format is insensitive to topological changes. Therefore, CSG is suitable to 

be the basis of explicit feature-based shape optimization. 

To form the constructive feature model, explicit feature primitives are represented by parametric 

level set functions. For instance, a circle is represented by Eq. (4.10), 
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𝛷(𝑿) = 𝑅 − |𝑿 − 𝑿𝟎| (4.10) 

in which 𝑅 is the circle radius and 𝑿𝟎 is the circle center.  

On the other hand, the freeform profiles of the 2.5D features can also be implicitly represented. 

In this work, the 1-D Bezier curve is applied to represent the freeform profiles for the sake of 

simplicity [Xu and Ananthasuresh, 2003], for which the implicit representation is demonstrated 

in Eq. (4.11). Extension to more complex spline curves like B-spline is possible [Chen et al. 

2007; Cai et al. 2014]. 

𝛷(𝑥, 𝑦) = (∑𝐵𝑛,𝑖(𝑡(𝑥))𝑌𝑖

𝑛

𝑖=0

) − 𝑦 

𝐵𝑛,𝑖(𝑡) =
𝑛!

𝑖! (𝑛 − 𝑖)!
𝑡𝑖(1 − 𝑡)𝑛−𝑖 

𝑡(𝑥) =
𝑥 − 𝐾

𝐿
    𝑥 ∈ [𝐾, 𝐾 + 𝐿] 

(4.11) 

The feature primitives (𝛷1(𝑿),𝛷2(𝑿),𝛷3(𝑿)……) are then combined together by R-functions to 

form new and complex geometry [Cai et al. 2014], 

𝛷1 ∪ 𝛷2 = 𝑚𝑎𝑥(𝛷1, 𝛷2) 

𝛷1  ∩  𝛷2 = 𝑚𝑖𝑛(𝛷1, 𝛷2) 

𝛷1 \ 𝛷2 = 𝑚𝑖𝑛(𝛷1, −𝛷2) 

(4.12) 

In this sense, the integral level set function will be, 

𝛷 = 𝐶(𝛷1, 𝛷2, 𝛷3, …… ) (4.13) 

In Fig. 4.7, the integral level set function is formed by R-function as 𝛷 = (𝛷1 ∪ 𝛷3)\( 𝛷2 ∪ 𝛷4). 
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Fig. 4.7 Constructive feature model 

So far, the constructive feature model has been introduced in details. Therefore, the boundary 

segmentation rules are presented here for its tight connection with the construction method. 

  

(a) (b) 

Fig. 4.8 Boundary segmentation 

As presented in Fig. 4.8a, the constructive feature model composed of only one primitive can be 

represented by:  
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𝛷(𝑿) = 𝛷1(𝑿)

= 𝑚𝑖𝑛 [
𝐿

2
− (𝑥 − 𝑥0),

𝐿

2
+ (𝑥 − 𝑥0),

𝑊

2
− (𝑦 − 𝑦0),

𝑊

2
+ (𝑦 − 𝑦0),

𝐻

2

− (𝑧 − 𝑧0),
𝐻

2
+ (𝑧 − 𝑧0)] 

(4.14) 

in which 𝐿,𝑊, 𝐻  are the lengths in 𝑥, 𝑦, 𝑧  directions, respectively; and (𝑥0, 𝑦0, 𝑧0)  is the 

coordinate of the center point. Correspondingly, the front boundary segment in x direction is 

represented by: 

{𝑿|
𝐿

2
− (𝑥 − 𝑥0) = 0 𝑎𝑛𝑑 𝛷(𝑿) = 0} (4.15) 

In Eq. (4.15), the last term is naturally satisfied, because 𝛷(𝑿) is identical to 𝛷1(𝑿). However, it 

is significant to have the 𝛷(𝑿) = 0 term in this representation, because only the overlapping 

boundaries between the feature primitive and the constructive feature model will be tracked as 

effective boundary segment for feature fitting. 

If fit in another primitive 𝛷2  to the front face in 𝑥  direction as presented in Fig. 4.8b, the 

constructive level-set function will be: 

𝛷(𝑿) = 𝛷1(𝑿)/𝛷2(𝑿) (4.16) 

𝛷2(𝑿) = 𝑚𝑖𝑛 [
𝐿′

2
− (𝑥 − 𝑥′0),

𝐿′

2
+ (𝑥 − 𝑥′0),

𝑊′

2
− (𝑦 − 𝑦′0),

𝑊′

2
+ (𝑦 − 𝑦′0),

𝐻′

2

− (𝑧 − 𝑧′0),
𝐻′

2
+ (𝑧 − 𝑧′0)] 

(4.17) 

Then, the front boundary segment of primitive 𝛷1 in x direction is still tracked by Eq. (4.15), but 

the effective area has changed. The effective boundary segment of primitive 𝛷2 is tracked by Eq. 

(4.18). 

{𝑿|[
𝐿′

2
− (𝑥 − 𝑥′0) = 0 𝑜𝑟 

𝐿′

2
+ (𝑥 − 𝑥′0) = 0] 𝑎𝑛𝑑 𝛷(𝑿) = 0} (4.18) 

In this way, all effective boundary segments can be accurately tracked during optimization. 

Another point to be emphasized is that the orientation (projection direction, or one of the free 

cutting directions) of each created explicit feature primitive should be recorded. For each of the 
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primitive, only boundary segment perpendicular to the recorded orientation will be considered 

for further feature fitting. 

As for the size of the boundary segment, it is determined by the number of included grid nodes. 

4.4.2 Sensitivity analysis 

Sensitivity analysis on the shape parameters or control points can be calculated by applying Eq. 

(4.19). 

𝜕𝑝𝑗

𝜕𝑡
= −∫ 𝑅

𝜕𝛷

𝜕𝛷𝑖

𝜕𝛷𝑖
𝜕𝑝𝑗

𝛿(𝛷)𝑑𝛺
𝐷

 (4.19) 

where pj means the j
th

 shape parameter (control point) of shape (spline curve) i, and R is called 

the shape gradient density, as: 

𝑅 = −𝑫𝒆(𝒖)𝒆(𝒖) + 𝜆 (4.20) 

Details about the proof of Eq. (4.19-4.20) can refer to [Chen et al. 2007]. 

After sensitivity analysis, design update can be done parametrically (Eq. (4.21)) instead of 

solving the Hamilton-Jacobi Equation for velocity field based evolvement. 

𝑝𝑗 = 𝑝𝑗 +
𝜕𝑝𝑗

𝜕𝑡
∗ ∆𝑡 (4.21) 

4.4 Numerical implementation details and procedures 

The finite element analysis (FEA) is implemented on fixed quadrilateral/hexahedral mesh to 

solve the linear elastic problem. Again, artificial weak material is applied for voids in order to 

avoid the singularity of the stiffness matrix. 

The volume constraint is satisfied by applying the Augmented Lagrange method. 

As for the feature fitting algorithm, the customized length scale 𝐿𝑙𝑖𝑚 is applied in an increasing 

manner to save computational expense and to avoid the infinite loop. That is,  
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𝐿𝑙𝑖𝑚
𝑘+1 =  𝛽𝐿𝑙𝑖𝑚

𝑘  

𝛽 ≥ 1 

(4.22) 

In Fig. 4.9, the complete numerical implementation procedures are demonstrated, and the overall 

algorithm is illustrated step by step as below: 

Step 1: Initialize the constructive feature model by defining the level set functions and the 

Boolean operations. Define the projection direction and the free cutting directions. Set the 

Lagrange multiplier 𝜆, penalty factor 𝜇, and the length scale 𝐿𝑙𝑖𝑚. 

Step 2: Perform finite element analysis to evaluate the deformation field. 

Step 3: Make segmentation and measure the segment sizes. 

Step 4: If there are segments eligible for feature fitting (size > 𝐿𝑙𝑖𝑚), go to Step 4.1; otherwise, 

go to Step 4.2. 

 Step 4.1. Solve the feature fitting problems on all eligible segments to fit in new feature 

primitives. Go to Step 5.  

 Step 4.2. Perform parametric sensitivity analysis and update the feature primitives. Go to 

Step 5. 

Step 5: Update the constructive feature model with either new feature primitives (if go through 

Step 4.1) or updated parameter values (if go through Step 4.2). 

Step 6: Update of the Lagrange multiplier 𝜆, penalty factor 𝜇, and the length scale 𝐿𝑙𝑖𝑚. 

Step 7: Check if the termination condition is satisfied. If yes, then a convergent solution is found; 

otherwise, go through Step 2 to Step 6. 

It should be noted that if 𝐿𝑙𝑖𝑚 is bigger than the maximum possible boundary segment size, the 

algorithm will ignore Step 3 and Step 4.1 in order to save computational effort. 
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Fig. 4.9 Flowchart of the implementation procedures 

4.5 Numerical examples 

4.5.1 Short cantilever problem – the 2D case 

The first case is about the short cantilever problem as shown in Fig. 4.10. The top and bottom of 

the left side are fixed and a vertical unit force pointing downward is loaded at the middle of the 

right side. The objective is to minimize the compliance with the maximum volume ratio of 0.4. 

Poisson ratio and Young’s modulus are 0.3 and 1, respectively.  
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Fig. 4.10 Short cantilever problem in 2D 

In order to determine the difference of adding the feature fitting algorithm into the optimization 

process, the regular level set approach and the machining feature-based approach with 

customized length scale 𝐿𝑙𝑖𝑚=15 have been implemented. The optimization results are illustrated 

in Fig. 4.11. 

In analysis of these two optimization processes, the regular level-set approach takes 107 

iterations and adapts the design from Fig. 4.11a to Fig. 4.11b with the final objective of 7.3101. 

Then the machining feature-based approach takes 81 iterations, and the design follows the 

adaption path of a-c-e-f in Fig. 4.11, of which the objective ends at 7.5128. Through comparison 

of these two results, it can be concluded that the regular level set approach is able to reach the 

optimal objective but its design manufacturability is relatively low; while machining feature-

based approach can achieve the desired design with great manufacturability.  

An extra feature-based process with enlarged length scale 𝐿𝑙𝑖𝑚=25 is tested in this case. This 

process adapts the design following the path of a-c-d in Fig. 4.11, and its final compliance is 

8.7760 which is 20.29 percent higher than the optimum. Through this test, the significance of 

appropriately selecting the customized length scale is emphasized.  

A similar case appeared earlier in [Mei et al. 2008]. Their result consists of many small feature 

primitives, for lack of scale control capability. Consequently, manufacturability is still 

problematic unless adopting the post-treatment of boundary smoothing. 



62 
 

 

Fig. 4.11 Optimization processes of different schemes 

(1) Regular level set approach (a-b); 

(2) Machining feature-based approach with customized length scale 𝐿𝑙𝑖𝑚=15 (a-c-e-f); 

(3) Machining feature-based approach with customized length scale 𝐿𝑙𝑖𝑚=25 (a-c-d) 

As mentioned earlier, the 2D features can be regarded as the contour projection of the 2.5D 

machining features. Therefore, we extrude the 2D design with the depth of 10, and compare it 
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with the conventional 3D level set result. From Fig. 4.12 and Table 4.1, it can be seen that the 

2.5D result employs the compliance nearly at the same level with the conventional 3D result, but 

has much better manufacturability. 

   

(a) Gird and iso-contour model of extruded 

2.5D result 

(b) Grid model of conventional 3D level set 

result 

Fig. 4.12 Comparison between extruded 2.5D result and the conventional 3D level set result  

 

Table 4.1 Quantitative comparison between extruded 2.5D result and the conventional 3D level 

set result 

 
Extruded 2.5D 

result 

Conventional 3D 

level set result 

Rate of increase compared 

with the conventional 3D 

result 

Compliance (under 

the volume ratio of 

0.3) 

8.02 7.88 1.78% 
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4.5.2 Cube problem 

  

Fig. 4.13 Cube problem 

In this case, the design domain (as shown in Fig. 4.13) is a cube (24*24*24) with its four bottom 

corners fixed and a force of magnitude 2 loaded at the bottom center. The objective is to 

minimize the compliance under the volume constraint of 0.2. Poisson ratio and Young’s modulus 

are 0.3 and 1 respectively. 

Three different optimization schemes have been adopted to demonstrate the effectiveness of the 

machining feature-based approach, as well as the scale control ability. The first scheme is the 

machining feature-based approach with customized length scale 𝐿𝑙𝑖𝑚 = 20 ∗ 20, and the results 

are shown in Fig. 4.14. Comparatively, the second scheme is still the machining feature-based 

approach, but with the customized length scale 𝐿𝑙𝑖𝑚 = 14 ∗ 14 , for which the results are 

illustrated in Fig. 4.15. Finally, the conventional 3D level set approach is applied to derive the 

freeform 3D result as shown in Fig. 4.16. 
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(a) Result after feature fitting 

 

 

 

 

(b) Final result 

Fig. 4.14 Results of the machining feature-based approach with 𝐿𝑙𝑖𝑚 = 20 ∗ 20  
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(a) Result after feature fitting 

 

 

 

 

(b) Final result 

Fig. 4.15 Results of the machining feature-based approach with 𝐿𝑙𝑖𝑚 = 14 ∗ 14  



67 
 

                     

Fig. 4.16 Result of conventional 3D level set approach 

Data of the three different results is listed in Table 4.2. Through data analysis, it can be 

concluded that the conventional 3D level set approach can derive the optimum, while the 

machining feature-based approach slightly sacrifices the optimality in order to improve the 

desired manufacturability. On the other hand, smaller customized length scale can lead the 

objective closer to the optimum. In fact, the 3D level set approach is equivalent to the machining 

feature-based approach with infinitesimal customized length scale. Practically this may take 

more time to machine as smaller tools and multiple tool changes may be required. 

Table 4.2 Data of the three different results 

 
Machining feature-based 

result (𝐿𝑙𝑖𝑚 = 20 ∗ 20) 

Conventional 

3D result 

Rate of increase compared 

with the conventional 3D 

result 

Compliance (under 

the volume ratio of 

0.2) 

14.58 13.62 7.04% 

 
Machining feature-based 

result (𝐿𝑙𝑖𝑚 = 14 ∗ 14) 

Conventional 

3D result 

Rate of increase compared 

with the conventional 3D 

result 

Compliance (under 

the volume ratio of 

0.2) 

14.07 13.62 3.30% 
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4.5.3 Cantilever problem with fixed hole 

 

Fig. 4.17 Cantilever problem with fixed hole 

 

The 3D cantilever (40*10*20) problem is depicted in Fig. 4.17, where the left side is fixed and a 

vertical force (magnitude = 2) pointing downward is loaded at the middle of the right face. The 

objective is to minimize the compliance with the maximum volume ratio of 0.4. Poisson ratio 

and Young’s modulus of the material are 0.3 and 1, respectively. It is noted that a fixed hole 

exists in the design domain for purpose of assembly. This is a benchmark case cited from [Zhou 

and Wang 2013] to better demonstrate the effectiveness of our novel machining feature-based 

approach. 

Fig. 4.18 presents two intermediate results (a-b), as well as the final design (c) of the 2.5D form 

feature-based approach. Specifically, the symmetric design in this case employs final compliance 

of 34.65. 

For the 2.5D freeform feature-based approach, the intermediate results are shown in Fig. 4.19(a-

b), and consequently, the final result is demonstrated in Fig. 4.19c, of which the compliance is 

33.52. 
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(a) Intermediate result 

  

(b) Intermediate result 

  

(c) The final result 

Fig. 4.18 Optimization process of 2.5D form feature-based approach with 𝐿𝑙𝑖𝑚=10*20  
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(a) Intermediate result 

  

(b) Intermediate result 

  

(c) The final result 

Fig. 4.19 Optimization process of 2.5D freeform feature-based approach with 𝐿𝑙𝑖𝑚=10*20  

 

The conventional 3D level set result is shown in Fig. 4.20. Through comparison, it can be 

concluded that the material distributions are very similar among Fig. 4.18c, Fig. 4.19c and Fig. 

4.20. Therefore, the mechanical performances can be predicted and are close as shown in Table 

4.3. Readers who have interest can refer to [Zhou and Wang 2013] for a similar 3D result. 
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Fig. 4.20 Conventional 3D level-set result 

 

Table 4.3 Statistic comparison between the machining feature-based and the conventional 3D 

results 

 
2.5D form feature-

based result 

Convention

al 3D result 

Rate of increase compared 

with the conventional 3D 

result 

Compliance (under the 

same volume ratio of 

0.4) 

34.65 33.30 4.05% 

 
2.5D Freeform feature-

based result 

Convention

al 3D result 

Rate of increase compared 

with the conventional 3D 

result 

Compliance (under the 

same volume ratio of 

0.4) 

33.52 33.30 0.66% 

 

4.6 Conclusion 

This chapter presents a novel explicit feature (2.5D machining feature) based level set topology 

optimization method, which relies on the feature fitting algorithm and the explicit feature-based 

shape optimization to directly obtain the explicit feature-based design. It overcomes the 

limitations of the existing explicit feature-based methods, and the effectiveness has been proven 

by a few numerical case studies.  

For future work, there are mainly two directions to further improve the method.  
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First, the current geometry is CSG geometry based, while the B-rep geometry dominates the 

CAD systems. This fact leads to a gap between the topological solution and the editable CAD 

models, which is normally fixed through manual model reconstruction which is tedious and 

labor-costly. Therefore, the author intends to fix this problem by developing the B-rep geometry 

based topology optimization method which will be introduced in Chapter 5. 

Second, currently, only geometry feature is involved in the optimization problem, but not the 

attached semantic information. This means the full power of engineering features cannot be fully 

utilized, and this problem will be further discussed in the Chapter 6.  
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Chapter 5 CAD/CAE integration through B-

rep geometry based topology 

optimization 

As suggested at the end of the last chapter, B-rep geometry based approach is superior than the 

current CSG geometry based approaches in implementing the explicit feature-based topology 

optimization. Moreover, the development of B-rep geometry based approach would fix another 

long-lasting problem: CAD/CAE integration, because of the unified geometry format and the 

synchronously updated design and analysis models.  

Therefore, the objective of the work in this chapter is to investigate the CAD/CAE integration 

through the modified fixed grid finite element method (FGFEM) and the B-rep geometry based 

topology optimization. We intended to realize the automation of the inverse process. More 

specifications will be presented in the following contents, and the innovation points can be 

summarized as below: 

 A modified FGFEM is developed which achieves a new balance between the computationally 

efficient FGFEM and the numerically accurate X-FEM (extended finite element method); 

 A B-rep geometry based topology optimization method is developed which performs 

topological changes totally in the manner of conventional CAD modeling operations. This 

new method eliminates the need of mutual translation between the CAD model and the 

analysis/optimization model. Additionally, the feature modeling history can be properly 

constructed. 

5.1. B-rep geometry based CAD modeling 

To better understand the CAD/CAE integration, it is necessary to specify the solid geometry 

representations in both CAD and CAE systems. 

B-rep constructs the solid geometry explicitly through clearly specifying the geometry entities 

including vertices, edges, and faces, as well as the related topology relationships. Compared to 
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CSG geometry modeling, it allows more modeling flexibility and is more intuitive to designers. 

Comparatively, CSG geometry modeling employs implicit representation for geometry 

primitives and relies on Boolean operations to construct complex geometry. It enjoys the 

computational advantages of the implicit representation that, the points inside and outside the 

solid geometry can be easily distinguished and the geometry is insensitive to topological changes 

[Chen et al. 2007, 2008a]. Therefore, it is widely accepted of the B-rep format in CAD systems 

and the CSG format by shape and topology optimization methods [Liu and Ma 2015]. On the 

other hand, CAE systems employ voxel based geometry representation, because of the discrete 

nature of the finite element analysis.  

According to the illustrations above, it is necessary to unify the geometry representations. In this 

work, FGFEM is applied so that mesh conformity is not required and the B-rep geometry can be 

directly passed from CAD to CAE. Additionally, B-rep geometry based topology optimization is 

developed so that the CSG-dependence of the optimization activities can be eliminated. More 

details will be introduced in following sections. 

 

Fig. 5.1 B-rep modeling 
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To optimize the B-rep model, boundary velocity field based optimization is suitable and widely 

adopted [Zhou and Wang 2013]. As shown in Fig. 5.1, there are two levels of the B-rep model, 

of which the top-level model is constructed through subtracting operation of the two low-level 

block features. Then, there is the problem about which level of the B-rep model should be 

optimized. It is natural to apply the top-level model as the optimization target, because the 

boundary segments belong to the real artifact and therefore are intuitive. Additionally, there are 

more design freedoms. However, it may violate the corresponding relationship and therefore 

invalidate the modeling history. For instance, as shown in Fig. 5.1, if the top-level faces F1 and 

F2 are optimized of the positions independently, the coplanar relationship will be violated as 

they correspond to the same low-level face f1. To overcome this limitation, it is more appropriate 

to optimize the low-level feature models. Through manipulating the low-level boundary 

segments, nearly equivalent optimization effect could be achieved, and the modeling history is 

guaranteed to be valid. It is noted that, effective area of the low-level boundary segment should 

be timely tracked in order to accurately calculate the sensitivity result. The “effective area” 

means the overlapping area between the low-level boundary segment and the top-level model 

boundary. As shown in Fig. 5.1, the top-level faces F1 and F2 is the effective area of the low-

level boundary segment f1. 

For special cases, non-manifold B-rep geometry modeling techniques may be applied [Hamri et 

al. 2010; Nolan et al. 2015]. This will be considered in our future work. 

5.2. Fixed grid finite element analysis (FGFEA) 

For CAD/FEA integration, meshing is a mandatory step to transform the CAD solid geometry 

into finite elements. Normally, the mesh conforms to the geometry, but iterative re-meshing 

efforts are required for cyclic design process, which is time-consuming and may require the 

repeated user interaction. Therefore, in this work, fixed grid finite element analysis (FGFEA) is 

employed and the objective is to develop a modified FGFEA for more efficient numerical 

implementation. 
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5.2.1 FGFEA 

FGFEA has been investigated for decades. It is free from mesh deformation or re-meshing to 

adapt the evolving geometry, and therefore, it is computationally efficient. However, several 

challenging issues remain. 

Because of the non-conforming characteristic, the finite elements are categorised into three types: 

internal element (IE), external element (EE), and boundary crossed element (BCE). The IE is 

filled with solid material, and the EE is assumed of the “ersatz” material with properties close-to-

zero to avoid the singularity problem. The BCE is special, because it includes both solid and void 

areas. Different approaches have been developed to approximate its properties. The simple 

approach is to assume the elements are either solid or void according to the area-fraction weight 

[Garcia-Ruiz and Steven 1998; Xia et al. 2010b]; however, this approach lacks of accuracy 

especially for stress-concentrated areas. The second approach is to homogenize the properties 

proportional to the area-fraction weight. This approach is widely applied to support CAD/FEA 

integration [Garcia-Ruiz and Steven 1998], shape optimization [Kim and Chang 2005], and the 

topology optimization methods such as SIMP [Bendsoe and Sigmund 2003], ESO [Kim et al. 

2000; Kim et al. 2003], and level set [Wang et al. 2003].  

Regularly, the element stiffness matrix is proportionally approximated, as: 

𝑫 = 𝑢𝑫𝑚 

𝑢 = {

1           𝑓𝑜𝑟 𝐼𝐸𝑠
𝛼           𝑓𝑜𝑟 𝐸𝐸𝑠

𝑉𝑚/𝑉𝑒      𝐹𝑜𝑟 𝐵𝐶𝐸𝑠
 

(5.1) 

in which 𝑫 and 𝑫𝑚 represent the approximated stiffness matrix and the solid element stiffness 

matrix, respectively. 𝑉𝑚 and 𝑉𝑒 represent the internal area of BCE and the total area, respectively. 

𝛼 is a small positive number. 

In SIMP method, the area-fraction weight is penalized by 𝑝 ≥ 3, as: 

𝑫 = 𝑢𝑝𝑫𝑚 (5.2) 

which intends to eliminates the grey elements in the final design. 
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In level set method, the Heaviside function is applied, as: 

𝑫 = 𝐻(𝛷)𝑫𝑚 

𝐻(𝛷) = {

𝛼                  𝛷 < −ℎ
3(1 − 𝛼)

4
(
𝛷

ℎ
−
𝛷3

3ℎ3
) +

1 + 𝛼

2
     − ℎ ≤ 𝛷 < ℎ

1                  𝛷 ≥ ℎ

 

(5.3) 

in which 𝛷 is the element level set value, and ℎ is the band width of numerical approximation. 

In fact, it is accurate to proportionally homogenize the stiffness matrix only if the elements are 

linearly interpolated. Given the commonly applied bilinear interpolation, it would be more 

appropriate to numerically calculate the stiffness matrix by integrating over the solid parts of 

BCEs. X-FEM (Extended finite element method) [Moes et al. 1999] realizes the solid part 

integration through local enrichment, and it is effective in modeling any moving discontinuities 

without mesh deformation or re-meshing. Later, the involvement of implicit interface 

representation powers the interface tracing and facilitates the local enrichment [Sukumar et al. 

2001; Belytschko et al. 2003]. This combination has been successfully applied to solve shape 

[Van Miegroet and Duysinx 2007] and topology [Wei et al. 2010] optimization problems. 

On the other hand, by using the Eulerian mesh, the inconformity also brings difficulties in 

attaching the boundary conditions [Kumar et al. 2008].  This issue does not occur in this work 

because the Dirichlet boundaries are fixed and only design-independent surface loads are 

employed.  

5.2.2 Local fine graining 

It has been validated in previous works that, by reducing the grid size, small geometry details can 

be modeled by area-fraction weighted properties without a significant loss of accuracy [Garcia-

Ruiz and Steven 1998]. However, the selected size cannot be too small given the high 

computation expense [Belytschko et al. 2003]. X-FEM realizes the fine graining through local 

enrichment of the BCEs. The local enrichment relies on further partitioning of the BCEs, which 

is similar to local re-meshing. As shown in Fig. 5.2, the cases of solid part partition of the BCEs 

are listed. It is simple for 2D cases, however, there would be much more possibilities for 3D 
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cases and it is even more complex if multi-boundary crossing happens. Therefore, the authors 

would propose a new fine graining method which better aligns the fixed grid nature. 

 

Fig. 5.2 Solid part partition of the BCEs [Wei et al. 2010] 

As shown in Fig. 5.3a, the BCE is treated in a new way that it is further partitioned into four sub-

grids. This partition is independent of the boundary crossing pattern and therefore the process is 

simplified. Then, the element stiffness matrix is calculated through Eq. (5.4). 

𝑫 =∑∫ max (𝑤𝑖, 𝛼)𝑩
𝑻𝑫𝒎𝑩𝑑𝛺

𝛺𝑖

4

𝑖=1

 (5.4) 

In Eq. (5.4), 𝑤𝑖 is the area-fraction weight of sub-grid 𝑖, and 𝑫𝒎 is the solid material elasticity 

matrix. It is noted that the sub-grids are only applied to evaluate the integrations while the finite 

element scale is not increased. 

In Fig. 5.3(b-e), distributions of the diagonal terms of the integrand are presented according to 

the different BCE treatments. It can be observed that the new fine graining method demonstrates 

the capability of modeling material discontinuity which is compatible to X-FEM. 

For the advantages, the fixed partition and the sub-grid area fraction calculation are 

computationally economic and not sensitive to dimension increase, especially compared to the 

partition and unity process of X-FEM. 
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(a) BCE treatments 

 

(b) IE 

 

(c) Homogenization with 50% density of the BCE 
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(d) X-FEM of the BCE 

 

(e) Fixed fine graining of the BCE 

Fig. 5.3 Distributions of the diagonal terms of the integrand according to the different BCE 

treatments 

5.3. Automated inverse integration 

The automated inverse integration is realized through the B-rep geometry based topology 

optimization. It is composed of two sub-steps: feature modeling and sizing optimization. For 

feature modeling, it selects the eligible faces and makes them the reference surfaces of the 

drafting and extrusion operations. Certain rules are set up to determine the face eligibility and 
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also the exact drafting pattern, and the extrusion operation causes the topological changes. For 

sizing optimization, it optimizes the sizing configuration of the feature primitives which leads to 

the final optimal solution. The overall work flow is demonstrated in Fig. 5.4, from which it is 

observed that two rounds of feature modeling and sizing optimization are performed. The reason 

as well as the technical details will be introduced in the rest of this section. 

This work will only investigate the stiffness-maximization problem which is formulated as: 

𝑚𝑖𝑛.      𝐽 =  
1

2
∫ 𝑫𝒆(𝒖)𝒆(𝒖)𝑑𝛺
𝐷

 

𝑉 ≤ 𝑉𝑚𝑎𝑥 

(5.5) 

 

Fig. 5.4 Overall work flow of the automated inverse process 

5.3.1 Feature modeling 

In CAD system, feature modeling is performed by selecting the reference surface, drafting, and 

then doing the extrusion. Regularly, these operations are manually conducted, but in this work, 

we attempt to realize the automation. The overall work flow is illustrated in Fig. 5.5. 

Start 

Feature modeling  

Sizing optimization 

End 

Is it the end of 

round 2? 

Yes 

No 
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Fig. 5.5 Work flow of the automated feature modeling process 

The work flow starts by checking the face sizes. Generally, the feature modeling operations are 

performed on faces in large size, so that small-scale feature primitives can be avoided. As 

mentioned in [Mei et al. 2008; Liu and Ma 2015], the small-scale feature primitives 

unnecessarily complicate the topology structure and may cause manipulation and manufacturing 

difficulties. Therefore, a threshold value is pre-defined and the feature modeling operations will 

only happen to faces larger than that. A thin-plate structure design example is shown in Fig. 5.6a. 

Start 

Calculate the size of the i
th
 face 

Bigger than the 

threshold value? 

Obtain the strain energy density 

distribution 

Construct the bitmap 

Fit the voids by polygons 

Perform extrusion operation 

Update the modeling history 

i = i + 1 

End 

No 

Yes 

Has all faces been 

gone through? 

No 

Yes 
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The threshold value is pre-defined as 1/3 of the front face size, with which the side faces are 

disabled of the feature modeling operations. 

 

 

(a) Thin-plate structure (60*30*2) (b) SED distribution 

  

(c) Bit map (d) Fitted drafting pattern 

 

(e) Thin-plate structure after extrusion 

Fig. 5.6 Feature modeling process 
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Then, for eligible faces, the strain energy density (SED) distribution is obtained through FEA. 

Normally, the SEDs follow disorganized distribution, as shown in Fig. 5.6b, and cannot be 

directly used to obtain the drafting pattern. Therefore, an image processing procedure is applied 

to translate the SED distribution into a bitmap. Another threshold value is defined as 𝛽 ∗

𝑚𝑒𝑑𝑖𝑎𝑛(𝑆𝐸𝐷𝑠), in which 𝑚𝑒𝑑𝑖𝑎𝑛(𝑆𝐸𝐷𝑠) is the function calculating the median of the SEDs, 

and 𝛽 is a factor smaller than 1. With this setup, the elements employing SED bigger than the 

threshold value will be defined to be solid, while the other elements defined to be void, as shown 

in Fig. 5.6c. 

For the bitmap, it is not readable in CAD system, and it should be interpreted about the 

solid/void interface through curve fitting. In this work, only polygons are applied for the sake of 

simplicity. The fitted draft pattern is demonstrated in Fig. 5.6d. Finally, through extrusion, the 

thin-plate structure is updated into Fig. 5.6e. 

Once the work flow shown in Fig. 5.5 is completed, even more faces are generated, some of 

which may be eligible for further feature modeling. However, it is not suggested to immediately 

conduct the second round of feature modeling, because it very likely will generate a 

topologically-equivalent drafting pattern. There will be only sizing differences while no new 

feature primitive, which makes the second round feature modeling meaningless. It is suggested 

to interlace the feature modeling and sizing optimization steps. Following Fig. 5.4, sizing 

optimization is conducted after the first round of feature modeling, which evolves the boundary 

segments and redistributes the SEDs drastically. Therefore, the second round of feature modeling 

will very likely generate new feature primitives and modified topology structure.  

In order to stabilize the overall convergence, it is suggested to apply a relaxed volume constraint 

to the first round sizing optimization, as: 

𝑉 ≤ 𝛾𝑉𝑚𝑎𝑥 

𝑉𝑚𝑎𝑥 < 𝛾𝑉𝑚𝑎𝑥 < 1 

(5.6) 
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5.3.2 Sizing optimization 

The feature modeling operations create new feature primitives; however, this preliminary design 

lacks of optimality. Optimization of the sizing configuration of these feature primitives is still 

required. 

5.3.2.1 B-rep geometry based sensitivity analysis 

Previously in [Chen et al. 2007, 2008a; Zhou and Wang 2013], CSG geometry based sensitivity 

analysis was performed, which is not applicable in this work because of the explicit boundary 

representation. Therefore, B-rep geometry based sensitivity analysis is developed, and details are 

presented below. 

Based on the shape sensitivity analysis theory [Choi and Kim 2005a, 2005b], a continuous but 

irregular velocity field is generated alone each linear boundary segment, which causes the 

freeform evolvement. However, it is unwanted because shape characteristic of the linear 

boundary segments would change, which causes inconsistency of the boundary representation. 

Therefore, it is necessary to regulate the velocity field and thus maintain the shape characteristic. 

Referring to the least squares fitting method applied in [Zhou and Wang 2013], 2D velocity field 

can be trained by solving the following optimization problem: 

𝑚𝑖𝑛.  𝑍 =
1

2
∫ [𝑣𝑡(𝑣𝑚, 𝜃) − 𝑣𝑐]

2𝑑𝑆
𝛤𝑖

 (5.7) 

in which 𝛤𝑖  is the ith boundary segment; 𝑣𝑐  is the calculated velocity field; 𝑣𝑡  is the trained 

velocity field. For any linear boundary segment, it has two design freedoms of movement (𝑣𝑚) 

and rotation (𝜃). Therefore, 𝑣𝑚 and 𝜃 are the optimization variables, and 𝑣𝑡 is the function of 𝑣𝑚 

and 𝜃 as presented in Eq. (5.7). It is noted that, the velocity is defined positive if it is in the 

normal direction pointing towards the material domain. 

Because of the Eulerian mesh and the grey elements applied, the sensitivity calculation is 

problematic. As investigated in [Dunning et al. 2011], sensitivity calculation errors appear in the 

BCEs, and the errors increase as the area-fraction weights decrease. Therefore, they proposed the 

nodal averaging method (see Fig. 5.7) to improve the sensitivity calculation [Dunning et al. 
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2011], which has been proven effective. In fact, the nodal averaging method is widely applied to 

derive smooth sensitivity analysis result [Guest et al. 2004]. 

 

Fig. 5.7 Element center point sampling scheme [Dunning et al. 2011] 

In this work, the normalized sensitivity result is calculated by: 

𝑣𝑛
𝑒 =

∑ 𝑣𝑐
𝑖𝜔(𝑿𝑖 − 𝑿𝑒)𝑖∈𝑆

∑ 𝜔(𝑿𝑖 − 𝑿𝑒)𝑖∈𝑆
 

𝜔(𝑿𝑖 − 𝑿𝑒) = {
𝑟 − |𝑿𝑖 − 𝑿𝑒|

𝑟
      𝑖𝑓 𝑿𝑖 ∈ 𝑆 

0      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

(5.8) 

in which, 𝑆 and 𝑟 represent the circular area and its radius, respectively; 𝑿𝑒  and 𝑣𝑛
𝑒  mean the 

coordinates and the normalized sensitivity result of the point of interest; and 𝑿𝑖 and 𝑣𝑐
𝑖 represent 

the coordinates and the calculated sensitivity result of the 𝑖th element center inside the circular 

area. Consequently, the calculated velocity (𝑣𝑐 ) in Eq. (5.7) is replaced by the normalized 

velocity (𝑣𝑛). 
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As shown in Eq. (5.7), the continuous boundary integration is non-trivial to be analytically 

calculated. Therefore, we discretize Eq. (5.7) into: 

𝑚𝑖𝑛. 𝑍 =
1

2
∑ 𝜑𝑗(𝑣𝑡 − 𝑣𝑛

𝑒𝑗)2
𝑞

𝑗=1
 

∑ 𝜑𝑗
𝑞

𝑗=1
= 1 

(5.9) 

where 𝜑𝑗 and 𝑒𝑗 are the weighting factor and the integral point of discretized piece 𝑗, respectively; 

𝑞 represents the total number of discretized pieces. 

Given the conventional topology optimization methods including SIMP [Bendsoe and Sigmund 

2003], ESO [Xie and Steven 1993], and level set [Wang et al. 2003; Allaire et al. 2004], they 

share the same idea to remove materials from area of low SEDs while increase materials for area 

of high SEDs. This idea is inherited in this work to derive the element sensitivity result, which is 

[Allaire et al. 2004]: 

𝑣𝑐 = 𝜆 − 𝑫𝒆(𝒖)𝒆(𝒖) (5.10) 

in which 𝜆 is still the Lagrange multiplier to satisfy the volume constraint. 

5.3.2.2 Design update 

According to the sensitivity result, the vertex locations are updated and so are the edges (see Fig. 

5.8b). However, the shared vertexes are split into separate ones which changes the topology 

structure as shown in Fig. 5.8(a-b), which is unreasonable. Therefore, new shared vertex 

positions should be calculated to keep the topology structure consistent as shown in Fig. 5.8c. 

The implementation details will not be illustrated here for its simplicity. 
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(a) Initial geometric entities (b) Geometric entities after movement and 

rotation 

 

(c) Re-build the geometric entities to keep the topology structure consistent 

Fig. 5.8 Design update of the geometric entities 

5.3.2.3 Implementation 

With all the implementation details well illustrated, this sub-section will present a complete 

inverse process. The thin-plate example shown in Fig. 5.6 is studied. 
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(a) Structure after the first round feature 

modeling 

(b) Structure after the first round sizing 

optimization 

  

(c) Structure after the second round feature 

modeling 

(d) Structure after the second round sizing 

optimization 

 

(e) 3D view of the optimal solution 

Fig. 5.9 Automated inverse process 
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Fig. 5.10 Convergence history 

In Fig. 5.9, the complete inverse process is demonstrated, and the convergence history is shown 

in Fig. 5.10. The thin plate goes through two rounds of feature modeling and sizing optimization. 

For the first round, the feature modeling process is already illustrated in Fig. 5.6. 𝛾 is assigned 

the value 1.3, so the first round sizing optimization converges around the material volume ratio 

of 0.65. For the second round, another drafting and extrusion dig two more holes, and the sizing 

optimization converges at the expected volume ratio of 0.5. The final result through the 

automated inverse process matches some benchmark results of the conventional topology 

optimization, which proves the effectiveness of this new method. 

As mentioned earlier, the feature modeling history is established and timely updated. As 

demonstrated in Fig. 5.11, the initial modeling history only records creation of the thin plate as 

shown in Fig. 5.11a; then, Fig. 5.11b records the first round feature modeling and Fig. 5.11c 

records the second round feature modeling. It is noted that f1, f2 represent the front and the back 

faces of the thin plate, respectively. 
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(a) Initial modeling history 

 

(b) Modeling history after the first round 

feature modeling 

(c) Modeling history after the second round 

feature modeling 

Fig. 5.11 Evolvement of the feature modeling history 

5.4 Case study 

5.4.1 The Michell structure 

In this sub-section, the Michell structure is studied as a thin plate design problem. The initial 

design domain and the attached BCs are demonstrated in Fig. 5.12a. The objective is to derive 

the stiff design under the material volume constraint of 0.5. 
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(a) Initial design domain (60*30*2) and BCs 
(b) Structure after the first round feature 

modeling 

  
(c) Structure after the first round sizing 

optimization 

(d) Structure after the second round feature 

modeling 

 

 
(e) Structure after the second round sizing 

optimization 
(f) 3D view of the optimal solution 

Fig. 5.12 Automated inverse process 
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Fig. 5.13 Convergence history 

Again, the design process goes through two rounds of feature modeling and sizing optimization. 

For the first round, the feature modeling result is illustrated in Fig. 5.12b, and the sizing 

optimization result is presented in Fig. 5.12c. 𝛾 is assigned the value 1.3, and so the first round 

volume constraint is 0.65. For the second round, the drafting and extrusion dig one more hole 

and enrich external boundary representation as shown in Fig. 5.12d. The final optimal solution, 

as shown in Fig. 5.12(e-f), converges at the expected volume ratio of 0.5. The overall 

convergence history is demonstrated in Fig. 5.13.  

Evolvement of the modeling history is similar to that shown in Fig. 5.11, so it is not re-presented 

here. 

5.4.2 3D cantilever 

In the previous cases, only the thin plate design problems are studied. They share the 

characteristic that the extrusion operation always produces through holes, while no compound 

hole/slot is generated. Therefore, in order to fully demonstrate the capability of the B-rep 

geometry based topology optimization, a 3D cantilever problem is studied in this sub-section 
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which employs the design domain size of 30*15*5. The related BCs are shown in Fig. 5.14, and 

the objective is still to derive the stiff design under the material volume constraint of 50 percent. 

 

  

(a) Initial design domain and BCs 
(b) Structure after the first round feature 

modeling 

  

(c) Structure after the first round sizing 

optimization 

(d) Structure after the second round feature 

modeling 



95 
 

 

(e) The optimal solution 

 

(f) Freeform topological design 

Fig. 5.14 Automated inverse process 
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Fig. 5.15 Convergence history 

The design process goes through two rounds of feature modeling and sizing optimization. The 

intermediate designs are presented in Fig. 5.14(b-d), and the final optimal solution is 

demonstrated in Fig. 5.14e. It is noted that 𝛾 is assigned the value 1.6, and so the first round 

volume constraint is 0.8. To properly evaluate the optimal solution, a discrete level set topology 

optimization process is performed and the freeform topological design is shown in Fig. 5.14f. 

Through comparison, there can draw the conclusion that the two optimal solutions are very 

similar in material distribution, and so they can be predicted of close stiffness performance. 

The overall convergence history is presented in Fig. 5.15, and the final feature modeling history 

is shown in Fig. 5.16. It is noted that f1, f2 represent the front and the back faces, respectively. 
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Fig. 5.16 Final feature modeling history 

5.5 Conclusion 

This Chapter investigates the CAD/CAE integration through FGFEM and B-rep geometry based 

topology optimization. Contributions have been made including the following technical 

improvements: 

(1) The modified FGFEM is developed which achieves the balance between the computation 

efficiency of conventional FGFEM and the numerical accuracy of X-FEM. 

(2) For the last, but the most important, the B-rep geometry based topology optimization method 

is developed to support the inverse integration. The benefit is clear that the geometry model and 

the analysis/optimization model are unified in B-rep format, which eliminates the mutual 

translation effort. For technical details, image processing is applied to interpret the SED 

distribution into certain drafting pattern; then, extrusion creates new feature primitives based on 

the drafting pattern; sizing optimization converges the sizing configuration into the final optimal 
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solution, and the boundary shape characteristics are maintained through the velocity field 

regulation. 

For future work, more complex design schemes are to be investigated. For instance, the non-

manifold B-rep model may be applied to represent complex BCs and distinguish the design and 

non-design domains; additionally, curved boundary segments are under exploration which would 

greatly enhance the current design capability. 
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Chapter 6 Optimization-for-manufacture 

As introduced in Chapter 1, a new scheme of optimization-for-manufacture (OFM) is proposed 

to upgrade the conventional design-for-manufacture (DFM), in order to expedite the overall 

design flow and improve the design quality.  

In Section 2.2, the available manufacture-oriented topology optimization methods have been 

reviewed, which attempts to make the topological design manufacturable. Chapter 3-5 

demonstrated three different geometry feature-based approaches, but they never involved 

feature-attached engineering meanings. Therefore, in this chapter, the OFM scheme will be 

further development by involving the manufacturing feature-associated semantic information 

into the optimization process, which makes quantitative manufacturability evaluation (ME) 

possible. 

6.1 Introduction to OFM 

The design flow of OFM was presented in Fig. 1.2b. In this section, more details will be 

introduced: 

1) For both functionality evaluation (FE) and manufacturability evaluation (ME), analytical 

expressions are mandatory and at least first-order derivation about the topological 

variables should be feasible, because deterministic optimization methods are preferred in 

implementation of OFM and the gradient information are necessary. 

In this work, 2.5D machining is the focus. Normally, 2.5D machining features employ the 

sectional profiles in regular shapes (2.5D form feature), e.g. rectangle, circle, or 

combinations. This type of profile is parametrically defined, and therefore, it is trivial to 

analytically express the associated FE and ME. On the other hand, the sectional profiles 

could be in freeform shapes (2.5D freeform feature), as well. They are defined by 

Splines, and numerous control points determine the exact shapes. In this situation, the 

non-intuitive relationship between the FE/ME and the control points makes it difficult to 

derive the analytical expressions. To fix this issue, discrete level set representation [Osher 

and Fedkiw 2003] is employed for the 2.5D freeform features. It is perfect for the OFM 

methodology, because the level set method has been actively applied to both cutting path 
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planning [Zhuang et al. 2010b; Shen et al. 2010] and design optimization [Wang et al. 

2003; Allaire et al. 2004]. Both FE like structural stiffness, and ME like cutting path 

length, can be analytically expressed based on the level set function, regardless of the 

geometry’s irregularity. Additionally, continuous first-order derivation is feasible. Details 

will be illustrated in the later sections 

2) Then, about the optimization variables, sizing and shape parameters are commonly 

employed by structural optimization problems. For instance, Edke and Chang [2006] 

optimized the shape parameters through gradient based method to simultaneously 

improve the structural performance and reduce the manufacturing cost. However, 

topological changes cover the most design freedoms, and therefore, they theoretically 

enable the greatest functionality and manufacturability enhancement. Hence, topological 

variables (distributed level set values) are designated as the optimization target of the 

OFM methodology. 

3) Configuration of the optimization problem is flexible. According to case based 

requirements, FE and ME can be configured into a single objective function, which 

makes it a multi-objective optimization problem. Or on the other way around, either FE 

or ME is applied as the objective function while the other one as the constraint. In either 

way, there is no significant difference in solution complexity. 

Given the history of OFM, the early efforts focus on parametric sizing and shape optimization 

with simultaneously optimized functionality and manufacturability [Chang and Tang 2001; Edke 

and Chang 2006]. In the topology optimization field, there are efforts which guarantees the result 

is manufacturable [Zuo et al. 2006; Gersborg and Andreasen 2011; Guest and Zhu 2012; Lu and 

Chen 2012; Xia et al 2010a; Allaire et al. 2013]. However, quantitative involvement of ME is 

never addressed.  

Therefore, this chapter develops the OFM methodology based on the level set topology 

optimization method. Material removal rate (MRR), the ratio of removed area/cutting path length, 

is applied as the ME criteria. It is analytically formulated based on the level set function through 

cutting path planning. Obviously, MRR marks the cutting efficiency and is expected to be 

maximized. Coupled with the structural compliance which is also expressed by the level set 

function, a weighted objective function and a multi-objective optimization problem could be 
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constructed. Through solution, the structural compliance and the cutting efficiency can be 

simultaneously optimized. During the optimization, local curvature of the feature profiles is 

constrained with an upper bound, which is determined by the smallest cutting tool radius. In this 

way, the topological design can be guaranteed manufacturable with the current cutting tool set. 

6.2 Manufacturability improvement through single-sided curvature flow 

6.2.1 Level set based cutting path planning 

For 2.5D machining, cutting path planning employs two general patterns: zig-zag and parallel-

offset. The latter is employed in this work for its simplicity and popularity (Bieterman and 

Sandstrom 2003). With the parallel-offset pattern, cutting paths follow the sectional profile of the 

removed volume, and can be directly derived through profile offset. Several numerical methods 

have been developed for the offset, and level set method is just an effective and efficient one.  

Level set method defines the design domain discretely on the mesh nodes, and Eq. (6.1) is solved 

to initialize the nodal values as a signed distance field, as shown in Fig. 6.2a. 

|∇𝛷(𝑿)| = 1 (6.1) 

In this way, the nodal values offer the closest distance information of any point to the structural 

boundary (zero-value level set contour), as well as the sign which marks the point with solid 

material (positive) or material to be removed (negative). Therefore, as shown in Fig. 6.2a, the 

cutting paths could be naturally generated with the negative-value level set contours, and interval 

between neighboring contours is decided by the cutting tool radius (with the assumption that the 

feedrate is equal to radius of the cutting tool). 

The benefit of level set cutting path planning is clear that, the employed signed distance field can 

make the profile offset naturally happen, and some conventional problems such as path 

singularity and self-interaction can be avoided (Shen et al. 2010). 

Some cutting related information can be analytically expressed as: 
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𝑅𝑒𝑚𝑜𝑣𝑒𝑑 𝑎𝑟𝑒𝑎 =  ∫ 𝐻(−𝛷)𝑑𝛺
𝐷

 

𝐶𝑢𝑡𝑡𝑖𝑛𝑔 𝑝𝑎𝑡ℎ 𝑙𝑒𝑛𝑔𝑡ℎ

=  ∫ 𝛿(−𝛷 − 𝑅)𝑑𝛺
𝐷

+∫ 𝛿(−𝛷 − 2𝑅)𝑑𝛺
𝐷

+∫ 𝛿(−𝛷 − 3𝑅)𝑑𝛺
𝐷

… 

(6.2) 

in which 𝑅 is the cutting tool radius. 

6.2.2 Cutting efficiency improvement 

The cutting related evaluations in Eq. (6.2) cannot be individually applied as the ME; instead, the 

MRR is more meaningful as it clearly marks the cutting efficiency. Therefore, to simultaneously 

maximize the stiffness and improve the cutting efficiency, the objective function of the 

compliance minimization problem is changed into: 

𝑀𝑖𝑛. 𝐽(𝒖,𝛷) =  ∫
1

2
𝑫𝒆(𝒖)𝒆(𝒖)𝐻(𝛷)𝑑𝛺

𝐷

− 𝑤 ∙ 𝑅𝑒𝑚𝑜𝑣𝑒𝑑 𝑎𝑟𝑒𝑎/𝐶𝑢𝑡𝑡𝑖𝑛𝑔 𝑝𝑎𝑡ℎ 𝑙𝑒𝑛𝑔𝑡ℎ (6.3) 

in which 𝑤 is a weighting factor. 

To solve the new optimization problem, sensitivity analysis is mandatory. However, in Eq. (6.3), 

it is non-trivial to calculate the sensitivity result about the second term and perform the related 

design update, because of its high non-linearity. To fix this issue, a novel approach is developed 

to eliminate the need of sensitivity analysis about the second term in Eq. (6.3), while still 

properly perform the design update. 
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Fig. 6.1 Relationship between MRR and the local cutting path curvature 

In Fig. 6.1, the relationship between MRR and the local cutting path curvature is demonstrated. It 

can be seen that, under the same cutting speed and feed rate, MRR is in proportion to the local 

cutting path curvature, which means big local curvature is preferred given high cutting efficiency. 

Therefore, by increasing the mean curvature, the overall cutting efficiency could be improved. 

Under the level set framework, curvature flow is an important mechanism of interface control. 

As introduced in [Osher and Fedkiw 2003], Eq. (6.4) is applied to realize the mean curvature 

flow, in which 𝑏 is a positive constant and 𝜅 is the curvature. If 𝜅 > 0, the interface will move in 

the direction of concavity; and if 𝜅 < 0, the interface will move in the direction of convexity. 

𝒗 = −𝑏𝜅𝒏 

𝜅 = 𝛻 ∙ 𝒏 = 𝛻 ∙ (− 
∇𝛷(𝑿)

|∇𝛷(𝑿)|
) 

(6.4) 

An example of the mean curvature flow is demonstrated in Fig. 6.2, and the flow drives the 

curvature to be evenly distributed. However, mean curvature flow cannot achieve the effect of 

mean curvature increase. A new curvature flow control method is needed and therefore is 

developed in this work. Details will be illustrated in next sub-section. 

 

(a) 𝜅 < 0 (b) 𝜅 = 0 (c) 𝜅 > 0 
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(a) The initial level set contours (b) Result of the mean curvature flow 

 

(c) History of MRR  

Fig. 6.2 Mean curvature flow 

6.2.3 Single-sided curvature flow 

As shown in Fig. 6.2a, curvature distribution among the contours follow a similar pattern of the 

zero-value contour, which indicates that mean curvature of all cutting contours can be increased 

by simply increasing that of the zero-value level set contour [Zhuang et al. 2010b]. To achieve 

this goal, single-sided curvature flow would work, as shown in Eq. (6.5). Different from Eq. 

(6.4), 𝑏 is not designed as a constant; instead, it is positive when local curvature is negative, and 
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it is negative when local curvature is positive. In this way, regardless of the sign, all local 

curvature will change in the incremental direction. 

𝒗 = −𝑏𝜅𝒏 

𝑏 < 0   𝑖𝑓  𝜅 > 0 

𝑏 > 0   𝑖𝑓  𝜅 < 0 

(6.5) 

Additionally, constraint on the maximum local curvature is mandatory for two reasons. First, the 

numerical process may be unstable because of the unconstrained curvature increase. For instance, 

in Fig. 6.3, result of the unconstrained evolvement from Fig. 6.2a is demonstrated and it is 

unreasonable as a cutting path for the many small branches. Second, it is physically interpretable 

because there is generally a lower bound of cutting tool radius of which the reciprocal is just the 

upper bound of maximum local curvature. Therefore, the maximum local curvature constraint is 

formulated as: 

𝜅 < 𝜅 = 1/𝑅 (6.6) 

in which 𝑅 is the lower bound of cutting tool radius and 𝜅 is the upper bound of maximum local 

curvature. 

 

Fig. 6.3 Single-sided curvature flow without constraint 

In Fig. 6.4, result of the constrained evolvement from Fig. 6.2a is demonstrated. In order to 

compare the mean curvature flow and the single-sided curvature flow, the MRRs are tracked for 

both evolvement processes and the histories are presented in Fig. 6.2c and Fig. 6.4b, respectively. 



106 
 

It can be clearly seen that, MRR of the mean curvature flow is decreasing which means reducing 

cutting efficiency; instead, MRR of the single sided curvature flow keeps increasing which 

conforms to our expectation. 

Fig. 6.4 Single-sided curvature flow with constraint (𝜅 = 0.1) 

6.2.4 The convection-diffusion equation 

As mentioned in [Osher and Fedkiw 2003], by involving the curvature flow into the conventional 

level set topology optimization method, the Hamilton-Jacobi equation is adapted into the 

convection-diffusion format, that: 

𝛷𝑡 + 𝑽 ∙ ∇𝛷 = 𝑏𝜅|∇𝛷| (6.7) 

6.3 Case studies 

6.3.1 The Michell structure case 

First, the benchmark Michell structure case is studied. In Fig. 6.5a, the initial boundary condition 

is demonstrated. The two bottom ends are fixed and a unit force is loaded in the bottom center. 

The homogeneous material employs the Young’s Modulus of 1.3 and the Poisson ratio of 0.4. In 

Fig. 6.5b, the initial level set field is shown. A few holes are predefined in the design domain as 

 
 

(a) Result of the single-sided curvature flow (b) History of MRR 
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extra boundaries for structural evolvement. The optimization problem is designed to minimize 

the structural compliance under the maximum volume constraint of 0.4. The single-sided 

curvature flow will be incorporated into the optimization process, and different upper bounds of 

the maximum local curvature will be applied.  

 

 

(a) Initial design domain and boundary 

conditions 

(b) Initial level set field 

Fig. 6.5 Initial setup of the Michell structure case 

  



108 
 

  

(a) No curvature flow control (obj = 6.48) (b) 𝑅 = 1 (obj = 6.63) 

  

(c) 𝑅 = 2.5 (obj = 6.66) (d) 𝑅 = 5 (obj = 6.69) 

Fig. 6.6 Optimization results with different upper bounds of the maximum local curvature 

constraint 

The optimization results are demonstrated in Fig. 6.6, about which a few discussions are made 

below: 

1. As shown in Fig. 6.6, incorporation of the single-sided curvature flow scarifies the result 

optimality, and this is under expectation because of the problem’s multi-objective nature. 

2. Through qualitative analysis of the optimization results shown in Fig. 6.6, it can be 

observed that the top edges of the optimized structures in Fig. 6.6(b-d) are measured of 

approximately 44 in vertical coordinate; in contrast, the top edge of the optimized 
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structure in Fig. 6.6a is only about 41. Then, it is concluded that incorporation of the 

single-sided curvature flow reduces the cutting area on top of the structure (see Fig. 

6.6(b-d)), where the cutting paths employ negative curvatures and low cutting efficiency; 

and reversely, the cutting area with positive path curvatures increases given the consistent 

overall removed area. Therefore, the overall cutting efficiency increases by incorporating 

the single-sided curvature flow. 

3. Quantitatively, cutting efficiency is measured by MRR. For Fig. 6.6(b-d), different 

cutting tool radiuses are applied, and correspondingly, the MRRs are calculated according 

to Eq. (10) and the specific 𝑅 values. The calculated MRRs are shown in Table 6.1. To 

emphasize the manufacturability improvement, the MRRs are also calculated on the 

optimization result without curvature flow control (Fig. 6.6a) with the same 𝑅 values, and 

the numbers are also listed in Table 6.1. 

Through comparison of the two sets of data, an increase rate of 1.58%, 3.09%, and 4.21% 

have been achieved with the 𝑅 values of 1, 2.5, and 5, respectively. It is observed that the 

cutting efficiency improvement is more obvious with bigger cutting tool radius.  

Table 6.1 MRR improvement 

 𝑅 = 1 𝑅 = 2.5 𝑅 = 5 

MRR without 

curvature flow control 

0.9553 2.5639 5.8627 

MRR with single-

sided curvature flow 

control 

0.9704 2.6431 6.1094 

MRR increase rate 1.58% 3.09% 4.21% 

 

4. The maximum local curvature constraint is strictly satisfied in Fig. 6.6(b-d) with different 

upper bounds. 

6.3.2 The cantilever case 

In Fig. 6.7a, the initial boundary condition is demonstrated. The left side is fixed and a unit force 

is loaded in the bottom center. The homogeneous material employs the Young’s Modulus of 1.3 

and the Poisson ratio of 0.4. In Fig. 6.7b, the initial level set field is shown. A few holes are 
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predefined inside the design domain as extra boundaries for structure evolvement. The 

optimization problem is designed to minimize the structural compliance under the maximum 

volume constraint of 0.5. The single-sided curvature flow will be incorporated into the 

optimization process, and the same upper bounds of the maximum local curvature as used in the 

last case will be re-applied. 

 

 

(a) Initial design domain and boundary 

conditions 

(b) Initial level set field 

Fig. 6.7 Initial setup of the cantilever case 
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(a) No curvature flow control (obj = 61.94) (b) 𝑅 = 1 (obj = 63.01) 

  

(c) 𝑅 = 2.5 (obj = 62.93) (d) 𝑅 = 5 (obj = 62.06) 

Fig. 6.8 Optimization results with different upper bounds of the maximum local curvature 

The optimization results are demonstrated in Fig. 6.8, about which a few discussions are made 

below: 

1. As shown in Fig. 6.8, incorporation of the single-sided curvature flow scarifies the result 

optimality, and this is under expectation because of the problem’s multi-objective nature.  

2. Through qualitative analysis of the optimization results as shown in Fig. 6.8, it can be 

observed that the cutting paths in the top-right void employ negative curvatures which 

mean low cutting efficiency. In Fig. 6.8(b-d), incorporation of the single-sided curvature 

flow reduces the area of it, especially compared to the result in Fig. 6.8a without 
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curvature flow control. This can be interpreted as improvement of the overall cutting 

efficiency.  

3. Quantitatively, cutting efficiency is measured by MRR. For Fig. 6.8(b-d), different 

cutting tool radiuses are applied, and correspondingly, the MRRs are calculated according 

to Eq. (6.2) and the specific 𝑅 values. The calculated MRRs are shown in Table 6.2. To 

emphasize the manufacturability improvement, the MRRs are also calculated on the 

optimization result without curvature flow control (Fig. 6.8a) with the same 𝑅 values, and 

the numbers are also listed in Table 6.2. 

Through comparison of the two sets of data, an increase rate of 1.04%, 1.60%, and 1.64% 

have been achieved with the 𝑅 values of 1, 2.5, and 5, respectively. Again, it is observed 

that the cutting efficiency improvement is more obvious with bigger cutting tool radius.  

4. The maximum local curvature constraint is strictly satisfied in Fig. 6.8(b-d) with different 

upper bounds. 

Table 6.2 MRR improvement 

 𝑅 = 1 𝑅 = 2.5 𝑅 = 5 

MRR without 

curvature flow control 

0.9732 2.7170 6.4228 

MRR with single-

sided curvature flow 

control 

0.9833 2.7605 6.5283 

MRR increase rate 1.04% 1.60% 1.64% 

 

6.4 Technical improvement 

In Section 6.3, incorporating the single-sided curvature flow has improved manufacturability. 

However, it is also observed that, the improvement is case-based and sometimes not very 

obvious. For the reason, the authors believe that the current single-sided curvature flow control is 

not consistently effective to the positive-curvature area. 

As presented in Eq. (6.5), the curvature flow velocity is proportional to the local curvature value. 

Therefore, for the negative-curvature area, the curvature-dependent velocities could accelerate 



113 
 

the curvature change in a positive direction (see Fig. 6.9a); however, for positive-curvature area, 

the curvature-dependent velocities could intensify the uneven curvature distribution (see Fig. 

6.9b) which may cause failure of the overall curvature increase. To fix this issue, the authors 

applied a weighting function to normalize the positive curvatures. 

 

Fig. 6.9 Curvature-dependent velocities 

The weighting function is (Guest et al. 2004; Dunning et al. 2011): 

𝜅𝑁(𝑿) =
∑ 𝜅𝑖(𝑿𝑖)𝜔(𝑿𝑖, 𝑿)𝑖∈𝑆

∑ 𝜔(𝑿𝑖, 𝑿)𝑖∈𝑆
 

𝜔(𝑿𝑖 , 𝑿) = {
𝑟 − |𝑿𝑖 − 𝑿|

𝑟
      𝑖𝑓 𝑿𝑖 ∈ 𝑆 

0      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

(6.8) 

in which, 𝑆 and 𝑟 represent the circular area (with center 𝑿) and its radius, respectively; 𝑿 and 

𝜅𝑁(𝑿) mean the coordinates and the normalized curvature of point 𝑿; and 𝑿𝑖 and 𝜅𝑖(𝑿𝑖) mean 

the coordinates and the curvature of the 𝑖 th point located inside the circular area. Through 

normalization, the curvature of each point 𝑿 is normalized and the uneven curvature distribution 

could be alleviated, which reduces the numerical instability of applying the single-sided 

curvature flow. It is noticing that, the normalization will only happen to the positive-curvature 

areas. 

With the normalization, the cantilever example is re-studied with 𝑅 = 5, and the optimization 

result is shown in Fig. 6.10. It can be observed that, the negative-curvature area is drastically 

reduced compared to Fig. 6.8d, and the MRR is 7.0667 which means an increase rate of 10.03% 

(a) Negative curvature                 (b) Positive curvature 
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compared to the result in Fig. 6.8a. However, the maximum local curvature constraint is slightly 

violated in some areas, and this issue will be fixed in our future work. 

 
Fig. 6.10 Optimization result with normalized positive curvatures 

6.5 Conclusion 

This chapter introduces a novel OFM methodology, and related technical details are deeply 

discussed. Conceptually, OFM configures both functionality and manufacturability requirements 

into a single optimization problem. Through solution of this problem, both aspects can be 

optimally and concurrently satisfied. The authors believe that OFM will benefit the design 

community with a high level of design automation, and also the guaranteed design quality. Very 

likely, it could partially replace DFM in the near future. 

A specific implementation of OFM is demonstrated. A novel, hybrid application of level set 

topology optimization and level set cutting path planning is carefully investigated. Especially for 

the latter, MRR is formulated based on the level set function to mark the cutting efficiency. 

Additionally, the single-sided curvature flow is developed to replace the complex sensitivity 

analysis for proper design update. To the authors’ knowledge, these two techniques have never 

been simultaneously-applied for multi-objective problem solving. According to the numerical 

results, the hybrid application can simultaneously improve the cutting efficiency and enhance the 

structural stiffness. Moreover, some non-manufacturable details such as very big local curvature 

are eliminated by adding extra constraints.   
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Chapter 7 Two-scale extension to 

injection molding part design 

The previous chapters have presented the feature-based topology optimization methods given the 

background of machining and injection molding. These methods share the commonality that they 

deal with homogeneous materials only, while heterogeneous objects are not investigated. In fact, 

for injection molding plastic parts, heterogeneous material distribution is increasing in popularity, 

e.g. the multi-material plastic part and the fiber reinforced plastic part. Therefore, this chapter 

will focus on the fiber-reinforced plastic part design and make the two-scale extension of the 

level set topology optimization. 

7.1 Design of fiber-reinforcement 

Fiber-reinforced plastics are popular these days, and widely applied in designing light-weighted 

parts with superior mechanical properties, such as “components of automobiles, housings of 

electrical devices and internal structural components of precision instruments” [Yashiro et al. 

2011]. 

However, design of fiber-reinforced plastic parts is still in an immature state. The industrial 

practice mainly explores the experience-based approach, which is partially supported by 

commercial software tools. For instance, the ratio of fiber added is manually determined based 

on the functional requirement, and used as the input for injection molding simulation; software 

tools like Moldflow
®
 and Moldex3D

®
 can estimate the fiber orientation and output the result to 

structural analysis tools such as NX Nastran
®
 or Ansys Workbench

®
; based on the structural 

analysis result, it is manually determined again whether to change the ratio or to improve the 

injection molding process parameters; the procedures above will be repeated until satisfaction. 

The current design practice is quite ineffective and nearly impossible to find the structural 

optimum, as well as the optimal fiber orientation distribution. From the authors’ opinion, the 

reason leading to the current status is the lack of Computer-Aided Conceptual Design (CACD), 

as well as the immaturity of the CACD/CAD/CAE integrated design framework. 
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The introduction of fiber-reinforcement complicates the CACD stage and is time-consuming, 

because fiber orientation distribution needs to be accurately decided to satisfy the mechanical 

requirement under the minimum fiber consumption, which is almost impossible to determine 

manually. An appropriate method satisfying this scheme is free material optimization (FMO), 

which conventionally exists as a branch of topology optimization. For FMO, the optimization 

variables are the local material density, as well as the discrete elastic stiffness tensor; therefore, 

the structure design, as well as the locally attainable materials can be decided simultaneously 

[Kocvara et al. 2008]. Currently, the works on FMO are mainly developed under the density-

based framework [Bendsoe et al. 1994; Pedersen and Pedersen 2013; Bruggi and Taliercio 2013], 

for which blurred structural boundary and intermediate densities exist in the result which makes 

it difficult to be directly-usable. In this work, FMO is re-developed under the level set 

framework, because of its clear-cut boundary representation and the pure “black and white” 

design [Wang et al. 2003; Allaire et al. 2004]. Correspondingly, the level set geometry and 

material optimization method is developed, and will be employed as the main component of the 

CACD module. 

The CACD/CAD/CAE integration emerges as another problem to be solved. As mentioned 

earlier, the current design practice employs all the individual engineering modules; however, too 

many subjective decisions are needed to make them work as a system, which negatively 

influences the design efficiency and quality. The system framework should be re-produced with 

more automated design modules, as well as more objective decision makings. 

7.2 CACD/CAD/CAE integrated design framework 

Conventionally, research efforts mainly focus CAD/CAE integrated design frameworks [Hamri 

et al. 2010; Wang et al. 2014]; but for fiber-reinforced plastic parts, the CACD, CAD, structural 

analysis CAE, injection molding CAE are all indispensable engineering modules. Therefore, a 

well-defined system framework of integrating these modules is extremely important but is still 

absent. Hence, a new system framework is defined in Fig. 7.1. Individual modules and the 

systematic workflow will be introduced in details in the following paragraphs. 

The CACD module employs the level set geometry and material optimization method, which 

produces the optimal conceptual design, including both the geometric feature model and the fiber 
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orientation distribution. Therefore, this is the initial step producing the complete information to 

form the heterogeneous object (HO) model. 

Then, the CAD module reads in the HO model. Normally, there could be more design details to 

be manually completed which cannot be addressed in the CACD stage.  

 

Fig. 7.1 CACD/CAD/CAE integrated design framework 

The injection molding CAE module imports the geometric feature model and part of the material 

feature model. Then, injection molding simulation is performed, through which the most-likely 

fiber orientation distribution can be predicted; definitely, the predicted distribution will be 

different from the optimal solution. However, injection molding process parameters can be 

controlled to globally re-distribute the fibers. Another optimization process based on RSM 

(Response surface method) will be performed to find the best-suit process parameters, which 

approach the predicted fiber orientation distribution to the optimal solution. 

The structural analysis CAE module supports the CACD module, and also functions to validate 

the final structural strength and stiffness. Normally, the fiber orientation distribution predicted by 

the injection molding process is in some degree distinct from the optimal solution, even after the 

RSM-based optimization. Therefore, a validation procedure is necessary before end of the design 

process. 
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It can be summarized that, all modules in this system share a common HO model, and they 

together form a complete and effective design process, not only satisfying the design 

requirements, but also deriving the close-to-optimum result. Design automation is realized in 

certain stages of this process, and dependency on manual decisions has been evidently reduced, 

both of which contribute to shorten the design process. 

7.3 Heterogeneous object modeling 

Heterogeneous object (HO) modeling is important for this integrated design framework, and 

actually, it is an active research field because of the extensive use of composite materials. As 

reviewed by [Kou and Tan 2007b], extensive research works have been done in the past two 

decades, and several HO models have been developed. 

Voxel-based models [Jackson et al. 1999; Wu et al. 2008; Wang et al. 2009] discretize the 

geometry into voxels or the finite element mesh, and then impose constant or gradient material 

properties on each element. Therefore, the voxel-based models are suitable to be directly used in 

finite element analysis, and are potential to capture the highly-irregular material composition 

distribution. 

Cellular model is an alternative of the geometry discretization which belongs to a bigger scale. 

Kumar et al. [1999] applied the r-set to model the geometry, and divided it into sub-regions, each 

of which was mapped with certain material class. Later, Shin and Dutta [2001] and Shin et al. 

[2003] presented a constructive representation of HOs by manipulating the heterogeneous 

primitives with heterogeneous Boolean operations. For cellular model, the material composition 

function is necessary for each cellular. 

Control feature-based model, developed by Siu and Tan [2002], employed the source profile 

feature as reference, and distributed the FGMs according to the source-based material 

composition function. Later, the heterogeneous feature tree including multi-level source profile 

features, as well as the non-regular Boolean operations were applied for complex HO modeling 

[Kou and Tan 2005; Kou et al. 2006]. B-spline-based model can be regarded as an extension of 

the control feature-based model. Qian and Dutta [2004] proposed a feature-based approach for 

HO modeling, in which the form and material features were separately defined; the diffusion-

based B-spline method was applied to determine the material composition distribution. Yang and 
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Qian [2007] applied the B-spline finite element method to unify the design and analysis model; 

the heterogeneous lofting algorithms were used to determine the material composition 

distribution between B-spline material profiles. Recently, Samanta et al. [2014] developed an 

optimization method for material composition blending between complex material directrices. 

Other HO models like the distance field-based model [Biswas et al. 2004; Zhou et al. 2009] and 

the radial basis function-based model [Yoo 2013] are also robust in HO representation given 

certain scenarios. 

In summary, two remaining issues were mentioned by [Kou and Tan 2007b]. First, the highly-

irregular material composition distribution is still not well addressed, as the majority of HO 

models are designed for the multi-material or FGM distribution. The second issue is the poor 

integration of CAD/CAE/CAM. There is limited work addressing the CAD/CAE integration 

[Kou and Tan 2007a], and the efforts on CAD/CAM integration mainly focus on additive 

manufacturing. In this research, the concentration will be the modeling of fiber-reinforcement, 

which definitely belongs to the highly-irregular material composition distribution, and is 

manufactured through injection molding instead of additive manufacturing. Therefore, a new HO 

model is needed. 

Level set model [Wang and Wang 2004; Wang and Wang 2005] is relatively a novel HO 

representation. To be specific, each level set function is a close contour which represents the 

material interface; because of overlapping, n level set functions can represent 2
n
 material phases, 

which make it extremely suitable for multi-material structures. Recently, the level set approach 

was also applied in representation and optimization of structures filled with FGMs [Xia and 

Wang 2008]; in their work, fixed mesh model is used to discretize the level set material area, and 

store the abundant local material composition information. Although the work of [Xia and Wang 

2008] targets at structures with FGMs, it has demonstrated the potential of level set model in 

representing the highly-irregular material composition distribution. Additionally, it also offers an 

optimization approach to generate the highly-irregular material composition distribution without 

relying on sources or functions.  

Therefore, the author proposes a new HO model -- the CAD-CAE associative feature model. 

This new HO model stores the geometry and material information separately: the geometric 
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feature model is built in the CAD module by using level set functions, while the material feature 

model depends on the fixed finite element mesh. By adopting the associative feature concept 

[Ma and Tong 2003; Ma et al. 2008], these two feature models are tightly bonded for complete 

information representation. Then, by developing the level set geometry and material optimization 

method, it enables the concurrent and optimal generation of the geometry and material 

information regardless of the complexity. Therefore, this new HO model is general in modeling 

the highly-irregular material composition distribution, as well as complex geometry. 

The CAD-CAE associative feature model is different from the voxel based model, because the 

geometry and material information are simultaneously generated and independently stored, 

instead of generating the geometry first and then making the discretization and filling in with 

material information of the voxel-based model.  

 

Fig. 7.2 CAD-CAE associative feature model 

7.4 Computer-aided conceptual design 

7.4.1 Strength-constrained optimization problem 

For fiber-reinforced plastic, the mechanical properties are difficult to determine, as they are 

influenced by several factors, which include: the fiber type [Unterweger et al. 2014a; Unterweger 

et al. 2014b], the fiber/matrix interaction [Zhandarov and Mader 2005], and the fiber length and 

orientation distribution [Fu and Lauke 1996; Facca et al. 2007; Fotouh et al. 2014]. Taking fiber 

type for example, glass fiber (GF) is traditionally applied to enhance the strength and stiffness, as 
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well as the impact resistance; carbon fiber is popular as it can offer better enhancement in these 

mechanical properties; there are also other fiber types with smaller density which therefore can 

make even lighter-weighted structures; natural fiber is also frequently used as they are cost-

effective and environmental-friendly [Fotouh et al. 2014]. However, in this chapter, the emphasis 

will be optimizing the fiber orientation distribution, instead of the exploration on the 

micromechanical properties of fiber-reinforced plastic. Therefore, a few simplifications are made 

about the mechanical model: first, the fiber properties are specified but not the exact fiber type; 

then, the fiber-matrix de-bonding is neglected for the sake of simplicity [Ghasemi et al. 2014], 

although this issue is solvable [Brighenti 2005; Birghenti and Scorza 2012; Gerdeen and Rorrer 

2012].  

Based on the homogenization theory, macro mechanical properties of the fiber-reinforced plastic 

could be determined [Brighenti 2005; Birghenti and Scorza 2012; Bruggi and Taliercio 2013; 

Ghasemi et al. 2014], and the elasticity tensor is, 

𝑫 = (1 − 𝜂)𝑫𝟎 + 𝜂𝑫𝒇𝟎 (7.1) 

where 𝜂 represents the volume ratio of the fiber; 𝑫𝟎 is the elasticity tensor of the isotropic matrix 

material and 𝑫𝒇𝟎 is the elasticity tensor of the fiber in case that the fiber direction coincides with 

the x-axis (as shown in Fig. 7.3a). 

Specifically, 𝑫𝟎  and 𝑫𝒇𝟎  are expressed by Eq. (7.2) and (7.3), in which 𝐸𝑖𝑠𝑜  and 𝜈  are the 

Young's modulus and Poisson ratio of the matrix material and 𝐸𝑎𝑛𝑖 is the Young's modulus of the 

fiber along the longitudinal direction. 

𝑫𝟎 =
𝐸𝑖𝑠𝑜
1 − 𝜈2

|

1 𝜈 0
𝜈 1 0

0 0
(1 + 𝜈)

2

| (7.2) 

 

𝑫𝒇𝟎 = |
𝐸𝑎𝑛𝑖 0 0
0 0 0
0 0 0

| (7.3) 
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(a) (b) 

Fig. 7.3 Fiber-reinforced material 

Concerning the flexibility of the fiber orientation as shown in Fig. 7.3b, the transformation 

matrix 𝑻(𝜃) is needed to conduct the coordinate transformation [Bruggi and Taliercio 2013]. 

𝑻(𝜃) = |
𝑐𝑜𝑠2𝜃 𝑠𝑖𝑛2𝜃 −2𝑐𝑜𝑠𝜃𝑠𝑖𝑛𝜃
𝑠𝑖𝑛2𝜃 𝑐𝑜𝑠2𝜃 2𝑐𝑜𝑠𝜃𝑠𝑖𝑛𝜃

𝑐𝑜𝑠𝜃𝑠𝑖𝑛𝜃 −𝑐𝑜𝑠𝜃𝑠𝑖𝑛𝜃 𝑐𝑜𝑠2𝜃 − 𝑠𝑖𝑛2𝜃

| (7.4) 

Therefore, the elastic tensor of fiber in arbitrary orientation is transformed into, 

𝑫𝒇 = 𝑻(𝜃)𝑫𝒇𝟎𝑻(𝜃)
𝑇 (7.5) 

Consequently, the elastic tensor of the fiber-reinforced material is finalized as shown in Eq. (7.6), 

in which 𝛼 is the volume ratio of the fiber contents. 

𝑫 = (1 − 𝛼)𝑫𝟎 + 𝛼𝑫𝒇 (7.6) 

Another important point is the concept of strength, which is definitely complicated for 

anisotropic materials, instead of the direct von Mises measure for isotropic materials. Details 

about the failure criteria of anisotropic composite material are explored in [Hinton et al. 2004; 

Talreja 2014]. For the sake of simplicity, the elastic energy density (EED) is applied to measure 

the local strength following the work of [Pedersen and Pedersen 2013]. 

𝑄𝑒 =
1

2
𝑫𝒆(𝒖)𝒆(𝒖) (7.7) 

𝑥 

𝜃 

𝑦 
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Therefore, the topology optimization problem of mass minimization under strength constraints is 

formulated as, 

𝑀𝑖𝑛.       𝐽(𝛷) =  ∫ 𝐻(𝛷)𝑑𝛺
𝐷

+ 𝜇𝐷𝑇(𝛷) 

𝑠. 𝑡.      𝑎(𝒖, 𝒗, 𝛷) = 𝑙(𝒗, 𝛷), ∀𝒗 ∈ 𝑈 

𝑄𝑒 ≤ 𝑄𝑙𝑖𝑚                  𝑒 = 1,2, … ,𝑚 

𝐷𝑇 = ∫ {[(𝛷(𝑿) −
𝑇

2
)
+

]

2

− [(𝛷(𝑿) −
𝑇

2
)
−

]
2

}𝐻(𝛷)𝑑𝛺
𝐷

 

The notations: (𝑓)+ = 𝑚𝑎𝑥(𝑓, 0);  (𝑓)− = 𝑚𝑖𝑛(𝑓, 0) 

𝑎(𝒖, 𝒗, 𝛷) =  ∫ 𝑫𝒆(𝒖)𝒆(𝒗)𝐻(𝛷)𝑑𝛺
𝐷

 

𝑙(𝒗,𝛷) = ∫ 𝒑𝒗𝐻(𝛷)𝑑𝛺 + ∫ 𝝉𝒗𝛿(𝛷)|𝛻𝛷|𝑑𝛺
𝐷𝐷

 

(7.8) 

In Eq. (7.8), the objective function is composed of two terms. The first term measures the 

material volume inside the design domain, which is to be minimized to save material. The 

second term 𝐷𝑇(𝛷) is the thickness control functional which has been introduced in Chapter 3. 

The reason for employing the second term is that constant rib thickness is a necessary 

requirement of injection molding to ensure uniform cooling. 𝜇 is the weighting factor of the 

thickness control.  

The first constraint is the weak form of the displacement field governing equation. The second 

constraint is the local strength constraint in which 𝑄𝑒 is the elementary EED measure, 𝑚 is the 

total number of elements, and 𝑄𝑙𝑖𝑚 is the maximum allowed local EED value. It is feasible to 

solve the local strength constraints even in high quantity; however, the relevant computational 

expense will be high. Therefore, in this work, the normalized p-norm functions [Le et al. 2010; 

Verbart et al. 2012] are adopted to transform the numerous local strength measures into one 

global strength measure, in this way to save computational effort without sacrificing the strength 

control accuracy. 
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𝑐𝑄 = 𝑐(∑𝑄𝑒
𝑝)

𝑚

𝑒=1

 
1
𝑝 ≤ 𝑄𝑙𝑖𝑚 

𝑐𝐼 =
𝑄𝑚𝑎𝑥

𝐼−1

𝑄𝐼−1
 

(7.9) 

In Eq. (7.9), 𝑝 is the norm parameter to construct the global measure and 𝑐 is the normalization 

parameter to improve the accuracy of the global measure. 𝑄𝑚𝑎𝑥 represents the maximum local 

EED in the relevant iteration. The superscripts represent the iteration index. 

In this work, the norm parameter 𝑝 = 8 is used. As summarized by [Le et al. 2010], small 𝑝 

values cannot effectively capture the peak local EED; high 𝑝 values require long iterations to 

converge and may cause some numerical problems. Therefore, 𝑝  values of 6 to 8 are 

recommended. On the other hand, the normalized regional p-norm functions are recommended 

by the authors, because of better EED control accuracy. To be specific, the design domain is 

divided into regions based on the interlacing rule [Le et al. 2010; Verbart et al. 2012], which 

forms each region by clustering discrete EEDs spanning the whole EED range. Therefore, one 

global measure is divided into a few regional measures, which could more accurately evaluate 

the maximum local EED within each region. Additionally, the EED level based division method 

[Holmberg et al. 2013] is under exploration, which simply cluster the local EEDs into regions 

based on the EED levels. It has demonstrated the potential to flexibly control the EED 

distribution, because the clustering intervals are customizable and different control strategies 

could be applied to regions. 

7.4.2 Sensitivity analysis 

In order to solve the optimization problem, a sensitivity analysis is needed to derive the boundary 

velocity 𝑉𝑛 to evolve the structure boundary in the steepest descent direction. In this section, the 

material derivative and the adjoint method are employed to perform the shape sensitivity analysis. 

The Lagrange function of the optimization problem is defined in Eq. (7.10). 
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𝐿 = 𝐽(𝛷) + 𝑎(𝒖,𝒘,𝛷) − 𝑙(𝒘,𝛷) + 𝜆[𝑐 (∫ 𝑄𝑒
𝑝

𝐷

𝐻(𝛷)𝑑𝛺)

1
𝑝

−𝑄𝑙𝑖𝑚] 
(7.10) 

Then, material derivative of the Lagrange function is given as, 

𝐿′ = 𝐽′(𝛷) + 𝑎′(𝒖,𝒘,𝛷) − 𝑙′(𝒘,𝛷) + 𝜆[𝑐 (∫ 𝑄𝑒
𝑝

𝐷

𝐻(𝛷)𝑑𝛺)

1
𝑝

]′ (7.10) 

in which, 

𝐽′(𝛷) = ∫ (1 + 𝜇𝐺)𝛿(𝛷)𝑉𝑛|𝛻𝛷|𝑑𝛺
𝐷

 

𝐺 = [(𝛷(𝑿) −
𝑇

2
)
+

]

2

− [(𝛷(𝑿) −
𝑇

2
)
−

]
2

 

         +∫ [2 (𝛷(𝒁) −
𝑇

2
)
+

− 2(𝛷(𝒁) −
𝑇

2
)
−

] (1 − 𝑑𝛺(𝒁)𝜅(𝒀))𝑑𝒁
𝑟𝑎𝑦𝜕𝛺(𝒀)∩𝛺

 

(7.11) 

𝑎′(𝒖,𝒘,𝛷) = ∫ [𝑨𝒆(𝒖′)𝑒(𝒘) + 𝑨𝒆(𝒖)𝒆(𝒘′)]𝐻(𝛷)𝑑𝛺
𝐷

+∫ 𝑨𝒆(𝒖)𝒆(𝒘)𝛿(𝛷)𝑉𝑛|𝛻𝛷|𝑑𝛺
𝐷

 

(7.12) 

𝑙′(𝒘) = ∫ 𝒑𝒘′𝐻(𝛷)𝑑𝛺 +∫ [𝒑𝒘 − 𝝉𝒘𝛻 ∙ (
𝛻𝛷

|𝛻𝛷|
)]𝛿(𝛷)𝑉𝑛|𝛻𝛷|𝑑𝛺

𝐷𝐷

+ ∫ 𝝉𝒘′𝛿(𝛷)|𝛻𝛷|𝑑𝛺
𝐷

 

(7.13) 

[𝑐 (∫ 𝑄𝑒
𝑝

𝐷

𝐻(𝛷)𝑑𝛺)

1
𝑝

]′ = 𝐾[∫ 𝑄𝑒
𝑝

𝐷

𝛿(𝛷)𝑉𝑛|𝛻𝛷|𝑑𝛺 + ∫ 𝑝𝑄𝑒
𝑝−1𝑄𝑒′

𝐷

𝐻(𝛷)𝑑𝛺] 

𝐾 =
𝑐

𝑝
(∫ 𝑄𝑒

𝑝

𝐷

𝐻(𝛷)𝑑𝛺)

1
𝑝
−1

 

(7.14) 
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Put Eq. (7.11-7.14) into Eq. (7.10). Collect all the terms including 𝒘′, and the sum is shown in 

Eq. (7.15) which is naturally equal to zero. 

∫ [𝑨𝒆(𝒖)𝒆(𝒘′) − 𝒑𝒘′]𝐻(𝛷)𝑑𝛺
𝛺

−∫ 𝝉𝒘′𝛿(𝛷)|𝛻𝛷|𝑑𝛺
𝐷

= 0 (7.15) 

Then, collect the terms containing 𝒖′ and make the sum equal to zero, that is, 

∫ [𝑨𝒆(𝒖′)𝒆(𝒘) + 𝜆𝐾𝑝𝑄𝑒
𝑝−1𝑨𝒆(𝒖′)𝒆(𝒖)]𝐻(𝛷)𝑑𝛺

𝐷

= 0 (7.16) 

Through solving Eq. (7.16), the solution of the adjoint variable 𝒘 can be derived.  

By collecting the remaining terms, the sensitivity analysis result is obtained as, 

𝐿′ = ∫ 𝛽𝛿(𝛷)𝑉𝑛|𝛻𝛷|𝑑𝛺
𝐷

 

𝛽 = 1 + 𝜇𝐺 + 𝑨𝒆(𝒖)𝒆(𝒘)+𝜆𝐾𝑄𝑒
𝑝
 

(7.17) 

where 𝛽 is the shape gradient density. Then, by following Eq. (7.18), 

𝑉𝑛 = −𝛽 (7.18) 

𝐿 can be guaranteed to change in the descent direction, as shown in Eq. (7.19), 

𝐿′ = ∫ −𝛽2𝛿(𝛷)|𝛻𝛷|𝑑𝛺
𝐷

≤ 0 (7.19) 

When come to the fiber orientations, the sensitivity analysis will be as, 

𝜕𝐿

𝜕𝜃
= ∫ [

𝜕𝑨

𝜕𝜃
𝒆(𝒖)𝒆(𝒘) + 𝜆𝐾𝑝𝑄𝑒

𝑝−1 1

2

𝜕𝑨

𝜕𝜃
𝒆(𝒖)𝒆(𝒖)]𝐻(𝛷)𝑑𝛺

𝐷

 (7.20) 

Therefore, by following Eq. (7.21), the change of 𝐿 can be guaranteed in the steepest descent 

direction as shown in Eq. (7.22). 

𝑄𝑒
′ = 𝑨𝒆(𝒖′)𝒆(𝒖) 
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𝜕𝜃

𝜕𝑡
= −[

𝜕𝑨

𝜕𝜃
𝒆(𝒖)𝑒(𝒘) + 𝜆𝐾𝑝𝑄𝑒

𝑝−1 1

2

𝜕𝑨

𝜕𝜃
𝒆(𝒖)𝒆(𝒖)] =

1

2
𝜆𝐾𝑝𝑄𝑒

𝑝−1𝑨′𝒆(𝒖)𝒆(𝒖) 

where  

𝜆𝐾𝑝𝑄𝑒
𝑝−1 ≥ 0 

(7.21) 

 

𝜕𝐿

𝜕𝜃

𝜕𝜃

𝜕𝑡
= ∫ −[

𝜕𝑨

𝜕𝜃
𝒆(𝒖)𝒆(𝒘) + 𝜆𝐾𝑝𝑄𝑒

𝑝−1 1

2

𝜕𝑨

𝜕𝜃
𝒆(𝒖)𝒆(𝒖)]2𝐻(𝛷)𝑑𝛺

𝐷

≤ 0 (7.22) 

7.4.3 Design update and the optimal criteria 

Design update through solving the Hamilton-Jacobi equation has been introduced earlier in 

Section 2.1, and therefore will not be repeated here.  

On the other hand, the fiber orientations are updated by using Eq. (7.23). 

𝜃 = 𝜃 +
𝜕𝜃

𝜕𝑡
∆𝑡 (7.23) 

It should be noted that, the time interval used to update the fiber orientations is not necessarily 

identical to that of the level set function. 

As for optimal criteria, 𝐿′ = 0 and 𝑐𝑄 − 𝑄𝑙𝑖𝑚 ≤ 0 should be satisfied. The former implies at 

least a local optimum, and the latter means the strength constraint is satisfied. 

7.4.4 Overall flow chart 

In summary of the complete numerical implementation procedures, it is a two-scale optimization 

problem of coupled geometry and material optimization. The overall flow chart is presented in 

Fig. 7.4. 
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Fig. 7.4 Overall flow chart 

7.5 Injection molding CAE 

With fiber-reinforcement, the strength and resistance to deformation of the polymer can be 

greatly enhanced along the fiber orientation, while this is not the case for the normal direction. 

Therefore, control of the fiber orientation distribution to approach the designed pattern is 

significant in realizing the expected strength enhancement. As mentioned in [SadAbadi and 

Ghasemi 2007; Li et al. 2014], the fiber orientation can be easily induced along a given direction, 

and two important rules are generally followed, 

(1) Shear flows tend to align fibers in the flow direction; 

(2) Extensional flows tend to align fibers in the elongation direction. 

Therefore, the fiber orientation is greatly influenced by the way the polymer flows through the 

mold, which is dependent on three general factors: rheology of the melt material, the injection 
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molding process parameters and also the mold geometry [SadAbadi and Ghasemi 2007; Li et al. 

2014]. Concerning the accessibility, adjustment of the injection molding process parameters is 

commonly employed to control the fiber orientation distribution. 

SadAbadi and Ghasemi [2007] evaluated the influence of process parameters including injection 

flow rate, mold wall temperature, packing pressure and also fiber content on the fiber orientation 

distribution; they drew the conclusion that the injection flow rate has more influence than mold 

wall temperature on the fiber orientation distribution, and packing pressure has almost no effect 

on it. Chen et al. [2011] used Taguchi methods to find the optimal setting of process parameters 

including the filling time, melt temperature, mold temperature, and injection speed to maximize 

the shear layer thickness. Li et al. [2014] reviewed the mold temperature’s influence on the fiber 

orientation distribution.  

Therefore, according to these previous works and also the authors’ experience, four process 

parameters – the gate location, injection flow rate, mold temperature and melt temperature – all 

influence the fiber orientation distribution, and have been defined as the optimization variables. 

RSM is employed in this work, as it is an effective tool for the optimization of injection molding 

process parameters [Tzeng et al. 2012]. RSM [Myers and Montgomery 1995] is a method to 

approximate the relationship between the performance and optimization variables. It can 

optimize the process parameters within a continuous parameter space, which overcomes 

Taguchi’s limitation of only finding the best set of specified process parameter level combination. 

The specific procedures of applying the RSM to optimize the process parameters are listed below, 

(1) Define the factor levels of each variable, and use the central composite design to 

construct the experiment design [Myers and Montgomery 1995]. 

(2) Define the objective function as shown in Eq. (7.24). 

𝑂𝑏𝑗. =
1

𝑚
∑ √

𝑄𝑒
max (𝑄1, 𝑄2, … , 𝑄𝑚)

|𝜃𝑠𝑒 − 𝜃𝑜𝑒|
𝑚

𝑒
 (7.24) 

𝑚 is the total sample element number, 𝜃𝑠𝑒  and 𝜃𝑜𝑒  are the fiber orientations of sample 

element 𝑒 from the simulation result and the optimized result, respectively. It should be 
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noted that in Eq. (7.24), there is an additional term to adjust the weight of the absolute 

orientation difference of each sample element, which will weaken the influence of the 

sample elements with low EED. Therefore, Eq. (7.24) actually represents the weighted 

average orientation difference. 

(3) Perform the numerical experiments and evaluate the results according to the 

predefined objective function. The quadratic polynomial function is used to approximate 

the objective function. 

(4) Based on the quadratic relationship, obtain the best parameter set. 

7.6 Case study 

As shown in Fig. 7.5, the plastic gripper with an outer diameter 68mm will be re-designed with 

fiber-reinforcement. This gripper is used for fixing rods within pipeline. The reasons for the 

redesign lie in two points: the current design tends to fail during assembly; and, the ribs as well 

as the walls are overly thick which brings difficulties to the injection molding process. Therefore, 

it is necessary to introduce fiber-reinforcement, and modify the current design to be stronger and 

light-weight. 

 

 

Fig. 7.5 3D model of the gripper and one failure sample 

7.6.1 Conceptual design 

Before starting the new design, the author would investigate the current design to find out the 

worst case leading to the failure. It can be determined through qualitative analysis that the 
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ultimate loading condition occurs when the part bears the largest deformation, which is 

equivalent to a pair of vertical force imposing on the inner convex corners oppositely, just as 

shown in Fig. 7.6a. According to the material properties listed in Table 7.1, the maximum 

allowable von Mises stress is 75MPa. Based on the conditions mentioned above, it can be 

determined that, the forces and the deformations at the loading points are ±73.25N (per mm in 

thickness) and ±1.76 mm respectively; the maximum local EED is 4.25*10
-4

J, as shown in Fig. 

7.6c. It would be special for this case to be used in optimization, as the constant deformations of 

±1.76 mm at the loading points should be imposed as the loading condition because of the 

assembly process. 

  

(a) The ultimate loading condition (b) von Mises stress distribution under the 

ultimate loading condition (GPa) 

 

(c) EED distribution under the ultimate loading condition (*10
-4

) 

Fig. 7.6 Structural analysis of the current design 
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Table 7.1 Matrix material properties 

Material Young’s modulus Poisson ratio 

Nylon-66 3.4Gpa 0.28 

Tensile strength Safety factor 

Maximum 

allowable von 

Mises stress 

105Mpa 1.4 75Mpa 

 

For the new design, 20 percent glass fibers (in volume) will be introduced. The fiber employs the 

density of 2.4g/cm
3
, Young’s modulus and tensile strength along the longitudinal direction of 

50GPa and 2.85GPa (including safety factor of 1.4), respectively. With this setup, the maximum 

local EED should still be constrained within the value of 4.25*10
-4

J. 

Given the loading condition, optimization with constant deformations as input should be the right 

scheme, but it will make the conceptual design process even more complex [Niu et al. 2011]; 

therefore, the assumed loading forces of ±183.13N (per mm in thickness) will be used, which are 

2.5 times of the current design. The reasonability of this assumption will be validated later. 

The design domain is the gray area as shown in Fig. 7.7a, for which the outer profile will be 

reserved during the optimization process; thickness of the ribs or walls are intended to be 

controlled constantly of 5mm instead of the 7mm of the current design. 

After proper setup of the problem, we go through the level set geometry and material 

optimization process and derive the result as shown in Fig. 7.7b; the relevant EED distribution 

and fiber orientation distribution are shown in Fig. 7.7(c-d), respectively. Table 7.2 presents a 

data comparison between the current design and the new design, and a few advantages of the 

new design can be summarized as follows, 

 The new design is light-weight, which achieves a material volume save of 11.67 percent; 

 The thinner ribs and walls, as well as the bigger space between the ribs make the cooling 

process design easier and help produce better part quality. 
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 The majority of the fibers employ the orientations aligning the axial directions of the ribs, 

which means the fibers are functioning effectively. 

 The deformations of the ultimate loading points of the current design are ±1.76mm, while 

the values of the new design are ±1.74mm. Therefore, it can be concluded that our 

approximation about the ultimate loading forces for the new design is reasonable. 

 

  
 

(a) The design domain 

 

 

(b) Structure 

 

  
(c) EED distribution under the ultimate 

loading condition (*10
-4

) 

(d) Fiber orientation distribution 

Fig. 7.7 The new design  
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Table 7.2 A comparison between the current design and the new design 

 

Ultimate loadings 

(per mm in 

thickness) 

Maximum local 

EED 

Thickness of ribs 

or walls 

Material volume 

ratio 

Current design ±73.25N 4.25*10
-4

J 7mm 0.7969 

New design ±183.13N 4.25*10
-4

J 5mm 0.7039 

 

7.6.2 Optimization of the injection molding process 

To optimize the injection molding process, each variable has been assigned with three levels as 

presented in Table 7.3. It should be noted that, the gate location variable means the distance from 

the left gate to the left end; relatively, the right gate is in a symmetric position.  

 

Fig. 7.8 The injection gate distribution 

Table 7.3 Levels of optimization variables 

 Gate location 

(cm) 

Injection flow 

rate (cm
3
/s) 

Mold 

temperature 

(℃) 

Melt 

temperature 

(℃) 

-1 level 10 32 60 260 

0 level 15 36 90 280 

1level 20 40 120 300 
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Central composite design, as the most popular class of second-order experiment design method, 

has been applied. The corresponding experiment design is shown in Table 7.4. 

Table 7.4 The experiment design and the evaluated objection values  

Experime

nt No. 

Gate location 

𝑥1  

Injection flow 

rate 𝑥2  

Mold 

temperature 

𝑥3  

Melt 

temperature 

𝑥4  

Evaluated 

objective value 

1 -1 -1 -1 -1 7.57 

2 -1 -1 -1 1 7.81 

3 -1 -1 1 -1 8.01 

4 -1 1 -1 -1 7.68 

5 -1 -1 1 1 7.94 

6 -1 1 -1 1 7.99 

7 -1 1 1 -1 7.90 

8 -1 1 1 1 8.10 

9 1 -1 -1 -1 8.49 

10 1 -1 -1 1 8.63 

11 1 -1 1 -1 8.70 

12 1 1 -1 -1 8.55 

13 1 -1 1 1 8.78 

14 1 1 -1 1 8.78 

15 1 1 1 -1 8.83 

16 1 1 1 1 8.89 

17 -1 0 0 0 7.84 

18 1 0 0 0 8.68 

19 0 -1 0 0 8.66 

20 0 1 0 0 8.73 

21 0 0 -1 0 8.71 

22 0 0 1 0 7.73 

23 0 0 0 -1 8.63 

24 0 0 0 1 8.73 

25 0 0 0 0 8.61 
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The numerical experiment results are evaluated by the objective function as shown in Eq. (7.24), 

and the corresponding values are attached in Table 7.4. All numerical experiments are conducted 

with the commercial software Moldflow
®
. To avoid errors, all properties of the materials are 

maintained consistent between the conceptual design and the numerical experiments. 

Through single variable analysis, the individual effect of each variable on the weighted average 

orientation difference has been derived and presented in Fig. 7.9. It can be seen that, the gate 

location has a major influence on the fiber orientations, followed by the mold temperature; the 

injection flow rate and melt temperature only have limited influence.  

 

Fig. 7.9 The individual effect of each variable on the weighted average orientation difference 

Through regression analysis, the quadratic polynomial function is constructed as, 

𝑂𝑏𝑗. = 8.5215 + 0.4161𝑥1 + 0.0478𝑥2 + 0.0372𝑥3 + 0.0717𝑥4 

    +0.0069𝑥1𝑥2 − 0.0094𝑥1𝑥3 − 0.0106𝑥1𝑥4 − 0.0131𝑥2𝑥3 + 0.0256𝑥2𝑥4

− 0.0406𝑥3𝑥4 

    −0.2615𝑥1
2 + 0.1735𝑥2

2 − 0.3015𝑥3
2 + 0.1585𝛽15𝑥4

2 

(7.25) 

Using this quadratic relationship, the best parameter set is obtained as presented in Table 7.5. 

7.8

7.9

8

8.1

8.2

8.3

8.4

8.5

8.6

8.7

8.8

-1.5 -1 -0.5 0 0.5 1 1.5

W
e

ig
h

te
d

 a
ve

ra
ge

 o
ri

e
n

ta
ti

o
n

 
d

if
fe

re
n

ce
 

Variable level 

Gate location

Injection flow rate

Mold temperature

Melt temperature



137 
 

Table 7.5 The best parameter set 

Gate 

location 

(cm) 

Injection 

flow rate 

(cm
3
/s) 

Mold 

temperature 

(℃) 

Melt 

temperature 

(℃) 

Predicted 

objective 

value 

Evaluated 

objective value 

10 35.48 60 272.4 7.4692 7.6753 

 

7.6.3 Validation of the final result 

  

(a) 𝑥1 = 10 

  

(b) 𝑥1 = 20 
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(c) 𝑥1 = 30 

  

(d) 𝑥1 = 40 
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(e) 𝑥1 = 50 

Fig. 7.10 Sectional strength analysis for simulated best parameter set: the EED (*10
-4

) and 

orientation distributions 

To validate the result, the authors uniformly extract 5 sections with 𝑥1 equal to 10, 20, 30, 40 and 

50, respectively. The strength analysis is conducted separately on each section with the constant 

deformation input; correspondingly, the EED and orientation (in-plane) distributions are 

demonstrated in Fig. 7.10. It can be seen that the in-plane fiber orientation distributions are 

analogous at each section; the maximum EEDs distribute within the range of [5.43*10
-4

J, 

5.81*10
-4

J], which means the safety factor reduction from 1.4 to a range of [1.197, 1.238] 

through the sections or effectively 1.197. These phenomena are within the expectation of the 

authors, and thus acceptable, because the RSM is used to reduce the relaxation of the optimized 

strength, instead of the complete elimination. Therefore, the safety factor should be selected 

higher than the recommended value at the CACD stage. 

The worst case is also tested, and the safety factor is reduced to the range of [1.050, 1.197] 

through the sections or effectively 1.050. Therefore, it is proved that the RSM can effectively 

enhance the part strength by optimizing the injection molding process parameters. 
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7.7 Conclusion 

This chapter contributes a systematic design framework for optimizing fiber-reinforced plastic 

parts. It addresses several design aspects simultaneously, i.e. geometry modeling, optimal 

material design, and manufacturing.  

As for specific contributions, a summary is given as below: 

 A new HO model is proposed to address the highly-irregular material composition 

distribution; 

 A two-scale level set geometry and material optimization method is developed; 

 This work optimizes the manufactured fiber orientation distribution through controlling 

the global process parameters, which is practically very meaningful as fiber 

reinforcement is increasingly employed in plastic industry. 

In summary, this new CACD/CAD/CAE integrated design framework can improve the design 

and manufacturing of fiber-reinforced plastic parts. For future work, the author will pursue the 

partial fiber reinforcement design under this systematic design framework. 
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Chapter 8 Slotted liner design – A novel 

application to local industry 

8.1. Introduction 

The primary focus of this work has been on machining and injection molding parts. However, 

the principles can also be applied in other areas. One such area is the design of slotted liners. 

Pipeline is the common device for transporting materials, e.g. water, slurry, oil, and gas. 

Frequently, openings are manufactured on the pipelines to exchange flows with the environment, 

and they can be any shapes like slots and holes. Normally, the openings are expected of a dense 

layout in order to reduce the flow resistance. However, the dense opening layout reduces 

structure stiffness, and excessive deformation may cause failure of functioning.  

A typical application is the slotted liner (see Fig. 8.1), a sand control device applied in Steam 

Assisted Gravity Drainage (SAGD) wells for thermal heavy oil recovery. The slots opened on 

the pipeline serve as the flow channel of the injected steam to spread into the ambient soil, or the 

channel to collect the melted oil. Simultaneously, the spindle-like shape blocks the sands from 

getting in. On working condition, slotted liner may be imposed of heavy loadings (such as the 

internal high pressure caused by injected steam, the external force caused by soil collapse, and 

the torque caused by assembling), with which the slots may severely deform and fail to block the 

sands or communicate the flows. 
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(a) Parallel layout (b) Staggered layout 

  

(c) Dense parallel layout (d) Dense staggered layout 

Fig. 8.1 A few types of slotted liner 

To make it intuitive, two sets of finite element analysis (FEA) are performed to evaluate the 

stiffness weakening by adding slots: one is on the raw pipe without slots while the other with full 

slotted elements. The pipe is loaded as shown in Fig. 8.2c with the two ends fixed. It is meshed 

into 15*36 elements of equal size 3*1. Each element could either include one longitudinal-

direction slot or no opening. To demonstrate the FEA results clearly, the pipeline (Fig. 8.2a) is 

partitioned into the planar view (Fig. 8.2b) through the axis A-A. Consequently, the FEA results 

are presented in Fig. 8.2d and 8.2e, respectively. It can be observed that the strain energy 

densities within the slotted elements are much bigger, which means severer deformations.  
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(a) The pipeline (b) The planar view 

 

(c) Loading condition 

  

(d) Strain energy distribution without 

slots 
(e) Strain energy distribution with full slots 

Fig. 8.2 Finite element analyses on the pipe without and with slots 

Given the conflicting design requirements discussed above, designing the pipeline opening 

layout relying on the trial and error method is extremely tedious and nearly impossible to find the 

optimum. Additionally, if multiple opening types are applied in one case, the design activity 
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would be even more complex. Therefore, the following research objectives have been proposed 

to upgrade the current situation: 

 The structural stiffness is to be maximized through optimally placing the openings; 

 Minimum opening quantity constraint should be applied for proper functioning; 

 The design process should be fully automated for efficiency. 

In order to realize these objectives, the author develops a novel design method of the pipeline 

opening layout, by configuring it into a multi-material level set topology optimization problem. 

Innovatively, the meshed elements are divided into two categories - with or without openings, 

and each is treated as one independent material phase. If multiple opening types are involved, 

they will be treated as different material phases. Homogenization process is implemented on the 

slotted elements to derive the homogenized elasticity properties. Then, by properly defining the 

level set functions and configuring the problem formulation, the optimal multi-material 

distribution could be derived through the solution process. 

8.2 General introduction to multi-material level set modeling 

To model multiple material phases, it requires multiple level set functions. Generally, there are 

two schemes: the ‘color’ level set [Wang and Wang 2004] and the MMLS [Wang et al. 2015].  

 

Fig. 8.3 Multi-material level set modeling schemes 

The ‘color’ level set scheme has the characteristic of only requiring 𝑚 level set functions to 

represent 𝑛 = 2𝑚 material phases. As presented in Fig. 8.3a, there are two level set domains: 

𝛺𝑖 = {𝑿 | 𝛷𝑖(𝑿) > 0} (𝑖 = 1, 2) , four material phases: 

(a) 

ω4: Φ1 < 0 

        Φ2 < 0 

ω3: Φ1 < 0 

        Φ2 > 0 

ω1: Φ1 > 0 

        Φ2 > 0 

ω2: Φ1 > 0 

        Φ2 < 0 

Ω1 

Ω2 

ω3: Φ1 < 0 

ω1: Φ1 > 0 

        Φ2 < 0 

Ω1 

ω2: Φ1 > 0 

        Φ2 > 0 
Ω2 

(b) 
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𝜔𝑗 = {𝑿 | 𝑯 = [𝐻(𝛷1(𝑿)),𝐻(𝛷2(𝑿))] = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑣𝑒𝑐𝑡𝑜𝑟} (𝑗 = 1, 2, 3, 4) . Taking elasticity 

tensor for example, the material interpolation is, 

𝑫(𝑿) = 𝐻(𝛷1(𝑿))𝐻(𝛷2(𝑿))𝑫
1 + 𝐻(𝛷1(𝑿))[1 − 𝐻(𝛷2(𝑿))]𝑫

2

+ [𝟏 − 𝐻(𝛷1(𝑿))]𝐻(𝛷2(𝑿))𝑫
3 + [𝟏 − 𝐻(𝛷1(𝑿))][1 − 𝐻(𝛷2(𝑿))]𝑫

4 
(8.1) 

in which 𝑫1 , 𝑫2 , 𝑫3 , and 𝑫4  are the elasticity tensors of material phase 1, 2, 3, and 4, 

respectively. 

The MMLS is relatively a different scheme, which represents 𝑚+ 1 material phases by 𝑚 level 

set functions. As presented in Fig. 8.3b, the two level set domains: 𝛺𝑖 = {𝑿 | 𝛷𝑖(𝑿) >

0} (𝑖 = 1, 2) form three material phases: 𝜔𝑗  (𝑗 = 1, 2, 3). And the material interpolation is, 

𝑫(𝑿) = 𝐻(𝛷1(𝑿))[1 − 𝐻(𝛷2(𝑿))]𝑫
1 +𝐻(𝛷1(𝑿))𝐻(𝛷2(𝑿))𝑫

2 + [1 − 𝐻(𝛷1(𝑿))]𝑫
3 (8.2) 

By using both modeling schemes, the completeness 𝐷 = ⋃ 𝜔𝑘
𝑛
𝑘=1  and uniqueness 𝜔𝑘 ∩ 𝜔𝑙 =

∅ (𝑘 ≠ 𝑙) are satisfied.  

In this work, Eq. (8.2) is applied. The two-material and three-material topology optimizations 

will be investigated, respectively. For two-material scheme, material interpolation of the 

elasticity tensor is demonstrated in Eq. (8.3). 

𝑫(𝑿) = 𝐻(𝛷(𝑿))𝑫1 + [1 − 𝐻(𝛷(𝑿))]𝑫2 (8.3) 

8.3 Homogenization of the shell element with opening 

In this section, the shell finite element model is briefly introduced. Based on the classical thin 

plate theory (often referred to as krichoff’s theory), the 4-node shell element is used and the 

transverse shear stresses 𝜏𝑥𝑧 and 𝜏𝑦𝑧 are assumed to be zero. 

Given a shell element, the strain energy stored is: 

𝐽 =
1

2
[∫ 𝑫𝑠𝒆𝑠(�̃�)𝒆𝑠(�̃�)
𝛺

𝑑𝛺 +∫ 𝑫𝑏𝒆𝑏(𝒖)𝒆𝑏(𝒖)
𝛺

𝑑𝛺] (8.4) 
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where 𝑫𝑠  and 𝑫𝑏  are the elasticity tensors with respect to membrane stress and bending, 

respectively.  𝒆𝑠(�̃�) and 𝒆𝑏(𝒖) are the membrane and bending strains. �̃� is equal to (𝑢, 𝑣) which 

is the in-plane displacement; 𝒖  is equal to (𝑤, 𝜃𝑥 , 𝜃𝑦)  in which 𝑤  is the out-of-plane 

displacement, (𝜃𝑥, 𝜃𝑦) represents the rotation. 

Specifically, 

𝑫𝑠 =
𝐸ℎ

1−𝑣2
[
1 𝑣
𝑣 1

(1 − 𝑣)/2
]      𝑫𝑏 =

𝐸ℎ3

12(1−𝑣2)
[
1 𝑣
𝑣 1

(1 − 𝑣)/2
] (8.5) 

in which 𝐸 = 1.3 is the Young’s modulus, 𝑣 = 0.3 is the Poisson’s ratio, ℎ is the shell element 

thickness. 

For the sake of simplicity, the strain energy is written into: 

𝐽 =
1

2
∫ 𝑫𝒆(𝒖)𝒆(𝒖)
𝛺

𝑑𝛺 (8.6) 

in which, 

𝑫 = [
𝑫𝑠

𝑫𝑏
]       𝒆(𝒖) = [

𝒆𝑠(�̃�)

𝒆𝑏(𝒖)
]       𝒖 = [

�̃�
𝒖
] (8.7) 

Therefore, governing equation of the shell finite element model is: 

𝑎(𝒖, 𝒗) = 𝑙(𝒗)   

𝑎(𝒖, 𝒗) = ∫ 𝑫𝒆(𝒖)𝒆(𝒗)𝑑𝛺
𝛺

 

𝑙(𝒗) = ∫ 𝒑𝒗𝑑𝛺 + ∫ 𝒇𝒗𝑑𝑆
𝜕𝛺𝛺

 

(8.8) 

With respect to the slotted element, it is necessary to be homogenized to derive the elasticity 

properties. As shown in Fig. 8.4, the element is replaced by filling in some weak but 

homogeneous material. After homogenization, the elasticity tensors are changed into Eq. (8.9), 
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which demonstrates anisotropic elasticity properties. For homogenization purpose, the slotted 

element is re-meshed into 30*10 sub-elements, and the slot takes the size of 20*2. 

  

(a) Slotted element (b) Homogenized element 

Fig. 8.4 Homogenization of the slotted element 

𝑫𝑠
𝑠𝑙𝑜𝑡 = ℎ [

1.1362 0.1418
0.1418 0.5030

0.1122

]      𝑫𝑏
𝑠𝑙𝑜𝑡 =

ℎ2

12
𝑫𝑠
𝑠𝑙𝑜𝑡 (8.9) 

About the holed element (Fig. 8.5), the same homogenization process is gone through and the 

homogenized elasticity tensor is presented in Eq. (8.10). 

 

Fig. 8.5 Holed element 

𝑫𝑠
ℎ𝑜𝑙𝑒 = ℎ [

0.9934 0.2789
0.2789 1.1452

0.2759

]      𝑫𝑏
ℎ𝑜𝑙𝑒 =

ℎ2

12
𝑫𝑠
ℎ𝑜𝑙𝑒 (8.10) 

8.4 Multi-material level set topology optimization 

8.4.1 Problem formulation 

Here, the two-material scheme is considered with the regular and the slotted elements. The 

energy-minimization problem is defined by Eq. (8.11). 
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𝑀𝑖𝑛.       𝐽(𝒖,𝛷) =  ∫
1

2
𝑫𝒆(𝒖)𝒆(𝒖)𝐻(𝛷)𝑑𝛺

𝐷

+∫
1

2
𝑫𝑠𝑙𝑜𝑡𝒆(𝒖)𝒆(𝒖)[1 − 𝐻(𝛷)]𝑑𝛺

𝐷

 

𝑠. 𝑡.      𝑎(𝒖, 𝒗, 𝛷) = 𝑙(𝒗),   𝒗 ∈ 𝑈 

∫ 𝐻(𝛷)𝑑𝛺
𝐷

≤ 𝑉𝑚𝑎𝑥 

𝑎(𝒖, 𝒗, 𝛷) =  ∫ 𝑫𝒆(𝒖)𝒆(𝒗)𝐻(𝛷)𝑑𝛺
𝐷

+∫ 𝑫𝑠𝑙𝑜𝑡𝒆(𝒖)𝒆(𝒗)[1 − 𝐻(𝛷)]𝑑𝛺
𝐷

 

𝑙(𝒗) = ∫ 𝒑𝒗𝑑𝛺 +∫ 𝝉𝒗𝑑𝑆
𝜕𝐷𝐷

 

(8.11) 

in which, 𝑉𝑚𝑎𝑥 is the upper bound of the volume ratio of the regular elements. 

8.4.2 Sensitivity analysis 

In order to solve the optimization problem, sensitivity analysis is required to calculate the 

boundary velocity 𝑉𝑛 which ensures the material/material interface evolvement in the steepest 

descent direction. The material derivative and the adjoint method are employed to perform the 

shape sensitivity analysis. 

The Lagrange function is defined as, 

𝐿 = 𝐽(𝒖,𝛷) + 𝑎(𝒖,𝒘,𝛷) − 𝑙(𝒘) + 𝜆(∫ 𝐻(𝛷)𝑑𝛺
𝐷

− 𝑉𝑚𝑎𝑥) (8.12) 

Material derivative of the Lagrange function is given as, 

𝐿′ = 𝐽′(𝒖,𝛷) + 𝑎′(𝒖,𝒘,𝛷) − 𝑙′(𝒘) + 𝜆(∫ 𝐻(𝛷)𝑑𝛺
𝐷

)′ (8.13) 

in which, 
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𝐽′(𝒖, 𝛷) = ∫ 𝑫𝒆(𝒖)𝒆(𝒖′)𝐻(𝛷)𝑑𝛺
𝐷

+
1

2
∫ 𝑫𝒆(𝒖)𝒆(𝒖)𝛿(𝛷)𝑉𝑛|𝛻𝛷|𝑑𝛺
𝐷

+∫ 𝑫𝑠𝑙𝑜𝑡𝒆(𝒖)𝒆(𝒖′)[1 − 𝐻(𝛷)]𝑑𝛺
𝐷

−
1

2
∫ 𝑫𝑠𝑙𝑜𝑡𝒆(𝒖)𝒆(𝒖)𝛿(𝛷)𝑉𝑛|𝛻𝛷|𝑑𝛺
𝐷

 

(8.14) 

𝑎′(𝒖,𝒘,𝛷) = ∫ 𝑫𝒆(𝒖′)𝒆(𝒘)𝐻(𝛷)𝑑𝛺
𝐷

+∫ 𝑫𝒆(𝒖)𝒆(𝒘′)𝐻(𝛷)𝑑𝛺
𝐷

+∫ 𝑫𝒆(𝒖)𝒆(𝒘)𝛿(𝛷)𝑉𝑛|𝛻𝛷|𝑑𝛺
𝐷

+∫ 𝑫𝑠𝑙𝑜𝑡𝒆(𝒖′)𝒆(𝒘)[1 − 𝐻(𝛷)]𝑑𝛺
𝐷

+∫ 𝑫𝑠𝑙𝑜𝑡𝒆(𝒖)𝒆(𝒘′)[1 − 𝐻(𝛷)]𝑑𝛺
𝐷

−∫ 𝑫𝑠𝑙𝑜𝑡𝒆(𝒖)𝒆(𝒘)𝛿(𝛷)𝑉𝑛|𝛻𝛷|𝑑𝛺
𝐷

 

(8.15) 

𝑙′(𝒘) = ∫ 𝒑𝒘′𝑑𝛺
𝐷

+ ∫ 𝝉𝒘′𝑑𝑆
𝜕𝐷

 (8.16) 

𝜆 (∫ 𝐻(𝛷)𝑑𝛺
𝐷

)

′

= 𝜆∫ 𝛿(𝛷)𝑉𝑛|𝛻𝛷|𝑑𝛺
𝐷

 (8.17) 

Put Eq. (8.14-8.17) into Eq. (8.13). Collect all the terms including 𝒘′, and the sum is shown in 

Eq. (8.18) which is naturally equal to zero. 

∫ 𝑫𝒆(𝒖)𝒆(𝒘′)𝐻(𝛷)𝑑𝛺
𝐷

+∫ 𝑫𝑠𝑙𝑜𝑡𝒆(𝒖)𝒆(𝒘′)[1 − 𝐻(𝛷)]𝑑𝛺
𝐷

−∫ 𝒑𝒘′𝑑𝛺 − ∫ 𝝉𝒘′𝑑𝑆
𝜕𝐷𝐷

= 0 

(8.18) 

Then, collect the terms containing 𝒖′ and make the sum equal to zero, that is, 

∫ 𝑫𝒆(𝒖)𝒆(𝒖′)𝐻(𝛷)𝑑𝛺
𝐷

+∫ 𝑫𝑠𝑙𝑜𝑡𝒆(𝒖)𝒆(𝒖′)[1 − 𝐻(𝛷)]𝑑𝛺
𝐷

+∫ 𝑫𝒆(𝒖′)𝒆(𝒘)𝐻(𝛷)𝑑𝛺
𝐷

+∫ 𝑫𝑠𝑙𝑜𝑡𝒆(𝒖′)𝒆(𝒘)[1 − 𝐻(𝛷)]𝑑𝛺
𝐷

= 0 

(8.19) 
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Through solving Eq. (8.19), the solution of the adjoint variable 𝒘 = −𝒖 can be derived. By 

collecting the remaining, the sensitivity analysis result is obtained as, 

𝐿′ = ∫ 𝑅𝛿(𝛷)𝑉𝑛|𝛻𝛷|𝑑𝛺
𝐷

 

𝑅 = −
1

2
𝑫𝒆(𝒖)𝒆(𝒖) +

1

2
𝑫𝑠𝑙𝑜𝑡𝒆(𝒖)𝒆(𝒖) + 𝜆 

(8.20) 

where R is called shape gradient density. Then, by following Eq. (8.21), 

𝑉𝑛 = −𝑅 (8.21) 

𝐿 could be guaranteed to change in the descent direction, as shown in Eq. (8.22), 

𝐿′ = ∫ −𝑅2𝛿(𝛷)|𝛻𝛷|𝑑𝛺
𝐷

≤ 0 (8.22) 

8.5 Numerical examples 

In this section, numerical examples are studied to prove the effectiveness of the multi-material 

level set topology optimization method. For all these examples, they share the same 

discretization of being uniformly meshed into 60*36 shell elements with constant element size 

3*1, while the boundary conditions are case based.  

Augmented Lagrange multiplier is used to address the volume ratio constraint. 

It is noticed that all the optimization results are demonstrated in the planar view which is 

generated following Fig. 8.2. 

Case 1. Point load 

The first case employs point load as shown in Fig. 8.6a. The left end of the pipe is fixed. Two 

materials are applied in this case: as shown in Fig. 8.6b, the black color represents the regular 

elements while the grey color represents the slotted elements. The objective is to minimize the 

energy stored in the structure under the regular material volume constraint of 30 percent. 

Optimization result is demonstrated in Fig. 8.6c. Because the pipeline opening layout normally 

employs repetition in both longitudinal and circumference directions, a 3*4 
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(longitudinal*circumference) repetition is applied to the problem setup. Correspondingly, the 

optimization result is shown in Fig. 8.6d. 

 

(a) Boundary condition 

(b) Initial design 

 

(c) Optimization result without repetition constraint 
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(d) Optimization result with 3*4 repetition constraint 

Fig. 8.6 Topology optimization of the pipeline opening layout under point load 

Case 2. Linear load 

The second case employs linear load as shown in Fig. 8.7a. Both ends of the pipe are fixed. 

Again, the two materials are applied. The objective is still to minimize the energy stored in the 

structure under the regular material volume constraint of 30 percent. 

Optimization result is demonstrated in Fig. 8.7c, and the result with 3*4 repetitions is shown in 

Fig. 8.7d.  

 

(a) Boundary condition 
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(b) Initial design 

 

(c) Optimization result without repetition constraint 

 

(d) Optimization result with 3*4 repetition constraint 

Fig. 8.7 Topology optimization of the pipeline opening layout under linear load 

Case 3. Torque load 

This case employs the torque load as shown in Fig. 8.8a. The left end of the pipe is fixed. Again, 

the two materials are applied. The objective and the material volume constraint keep the same as 

case 2. 

Optimization result is demonstrated in Fig. 8.8c, and the result with 3*4 repetitions is shown in 

Fig. 8.8d.  
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(a) Boundary condition 

 

(b) Initial design 

 

(c) Optimization result without repetition constraint 
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(d) Optimization result with 3*4 repetition constraint 

Fig. 8.8 Topology optimization of the pipeline opening layout under torque load 

Case 4. Pressure load 

This case employs internal pressure load as shown in Fig. 8.9a. Both ends of the pipe are fixed. 

Again, the two materials are applied. The objective is still to minimize the energy stored in the 

structure but the regular material volume constraint is set to be 40 percent. 

Optimization result is demonstrated in Fig. 8.9c. It can be observed that this result already 

satisfies the 3*4 repetition requirement. Therefore, the 3*4 repetition constraint is not applied in 

this case.  

 

(a) Boundary condition 

 

(b) Initial design 
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(c) Optimization result without repetition constraint 

Fig. 8.9 Topology optimization of the pipeline opening layout under pressure load 

 

In summary of the case studies, the relevant data are listed in Table 8.1. 

Table 8.1 Data of the optimization results 

Case Energy Volume ratio Loading magnitude 

Point load without repetition constraint 2.2053 0.300 0.1 

Point load with repetition constraint 2.2175 0.300 0.1 

Linear load without repetition 

constraint 

3.6964 0.300 0.01/(3 unit distance) 

Linear load with repetition constraint 3.9938 0.300 0.01/(3 unit distance) 

Torque load without repetition 

constraint 

1.9123 0.300 0.02/circumference 

distance 

Torque load with repetition constraint 1.9129 0.311 0.02/circumference 

distance 

Pressure load without repetition 

constraint 

7.4361 0.400 0.01/(3 unit area) 

 

Case 5. Three material phases 

In this case, three material phases are applied: the regular material, the material with slots (see 

Fig. 8.4), and the material with holes (see Fig. 8.5). The boundary condition in case 2 is applied. 

The objective is to minimize the energy stored in the structure under volume constraints of 20 

percent of the regular material and 30 percent of the material with holes. Eq. (8.2) is applied for 
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material interpolation and therefore, two level set functions are employed to model three material 

phases as presented in Eq. (8.23).   

𝑫(𝑿,𝛷1, 𝛷2) = 𝐻(𝛷1(𝑿))[1 − 𝐻(𝛷2(𝑿))]𝑫
ℎ𝑜𝑙𝑒 + 𝐻(𝛷1(𝑿))𝐻(𝛷2(𝑿))𝑫

+ [1 − 𝐻(𝛷1(𝑿))]𝑫
𝑠𝑙𝑜𝑡 

(8.23) 

Optimization result is demonstrated in Fig. 8.10b. Red color represents the material with holes 

and black color represents the regular material. Convergence history is demonstrated in Fig. 8.11. 

It can be observed that: the regular material distribute around loading areas which is reasonable 

because of its full stiffness; the material with holes mainly distribute across the circumference in 

the pipeline middle, which is also reasonable because it is relatively stiff in the circumferential 

direction as presented in Eq. (8.9), especially compared to the material with slots. 

 

(a) Initial design 

 

(b) Optimization result 

Fig. 8.10 Topology optimization of the pipeline opening layout with three material phases (red: 

material with holes) 
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Fig. 8.11 Convergence history 

8.6 Conclusion 

This Chapter presents a novel application of multi-material level set topology optimization to 

design the pipeline opening layout. Innovatively, the shell elements are categorized into different 

types and regarded as distinct material phases, which transform the discrete layout design 

problem into a continuous multi-material topology optimization problem. The problem is solved 

by level set method. Effectiveness has been proven by a few case studies. 

For future works, orientations of the openings may be designated as optimization variables as 

well, which could further enhance the structure stiffness without sacrificing the opening quantity. 

Additionally, fluid flow simulation could be more closely involved to minimize the flow 

resistance. As widely recognized, it is non-trivial to prove the global optimum for the non-linear 

optimization problems. Therefore, it would be meaningful to compare the optimized design with 

some existing designs to prove the improvement. 
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Chapter 9 Conclusion 

Topology optimization has been popular in the structural optimization field for its great design 

freedom, high design efficiency, and wide applicability. Among the topology optimization 

methods, level set topology optimization is gaining its unique position because of the clear 

boundary representation and the diversified level set function definitions. On this basis, this 

research makes new contributions to the development of level set method, especially for the 

geometry feature-based methods, the B-rep geometry based method, the OFM methodology, and 

the two-scale extension. Additionally, this research explores the multidisciplinary application of 

level set topology optimization in a variety of industrial fields, including machining, injection 

molding, additive manufacturing, oil recovery, etc. Therefore, this chapter would summarize the 

contributions in details and propose the future directions. 

9.1 Geometry feature-based methods (Chapter 3&4) 

Explicit feature-based method only has very limited development, i.e. explicit feature-based 

input is required to generate explicit feature-based design, because the capability is limited to 

manipulate the existing feature primitives but not generate new ones. However, it is non-trivial to 

obtain the explicit feature-based input in practice. Therefore, one objective of this work was to 

develop a new explicit feature-based method [Liu and Ma 2015], which demonstrates the good 

characteristics that it is capable of generating new feature primitives, it can handle the scale 

control, and it is well adaptive to both 2D and 3D schemes. 

Then, for implicit feature control, the current situation is that there is only limited control effect 

realized by complex control functional. Therefore, a new but simple thickness control functional 

has been developed [Liu et al. 2015] which is easy in implementation and achieves equal or even 

better control effects.  

9.2 B-rep geometry based method (Chapter 5) 

A better way to fill the gap between topology optimization and feature-based design is to 

develop CAD based topology optimization method. Currently, some CAD tools are incorporated 

with sizing and shape optimization functions but not topology optimization, because there is 
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isomorphism restriction of B-rep model which would be violated by topology changes. 

Comparatively, CSG geometry based topology optimization is more popular [Chen et al. 2007, 

2008a; Mei et al. 2008; Liu and Ma 2015] for its insensitivity to topology changes [Chen et al. 

2008a]. However, CSG model is constructed by implicitly represented feature primitives, which 

is not widely supported by CAD systems. Therefore, it would be beneficial to develop B-rep 

geometry based topology optimization method for the integration purpose. 

For B-rep geometry based topology optimization, there are several challenging research issues. 

First, it should enable the generation of new geometric entities, for which topological derivative 

[Gopalakrishn and Suresh 2008; Robinson et al. 2012] and velocity field regulation [Liu and Ma 

2015] are potential methods. Second, scale control is critical. Taking stiff part design for 

example, allowing smaller voids can always enhance the stiffness but two small details are 

undesirable from the perspective of manufacturing. Therefore, an appropriate stopping criterion 

of new geometric entity generation should be set up. Third, the feature modeling history should 

be properly constructed. The modeling history records the feature modeling operations and the 

semantic constraints between features (such as the mounting relationship), which is an essential 

part of the CAD model. Therefore, it should be properly constructed in order to record the design 

intent and ease the later-stage design change management. 

To the author’s knowledge, B-rep geometry based topology optimization method was rarely 

investigated. It has been proven that, the novel B-rep geometry based method works well with all 

the three requirements satisfied. Even though there is still room for further improvement, the 

author believes this method to be a convincing contribution. 

9.3 OFM scheme (Chapter 6) 

The engineering significance of applying feature technology is that, it enables the involvement of 

downstream engineering requirements in the early design stage by making use of both the 

geometric and semantic information contained by the engineering features [Ma 2013]. However, 

the scope of the current feature-based topology optimization methods are limited to manipulating 

the geometry only, but ignores the underlying semantic information, as revealed by the literature 

survey. Therefore, the OFM scheme is proposed to fix this problem. 
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OFM is one of the most promising research directions of topology optimization. Specifically, 

OFM is an interdisciplinary scheme combining technologies of DFM and topology optimization. 

It makes full use of the manufacturing related sematic information to drive the topology 

optimization process, and therefore addresses the manufacturing requirements in the early 

conceptual design stage. Here, the manufacturing requirements are not limited to ensuring the 

part manufacturable; instead, manufacturing time and cost, as well as other quantitative 

evaluations are to be involved in the objective function and constraints. Beneficially, OFM could 

greatly shorten the cycle time from conceptual design to the ready-for-manufacturing part design. 

There are several underlying issues for the OFM scheme. First, geometry feature-based topology 

optimization methods should be improved as feature technology is the basis of OFM. Second, it 

is critical to analytically formulate the manufacturing requirements, for which some other 

technologies may be involved such as the feature-based machining cost estimation. This issue is 

sometimes challenging, i.e. it is non-trivial to analytically express the machining time and cost of 

complex topology structure. Third, the optimization algorithm should connect the database to 

access the available resources like machines and cutting tools, because the resource related 

parameters are involved in the optimization problem. 

9.4 Industrial application (Chapter 7&8) 

This research has innovatively applied the level set topology optimization method for part and 

device design to a variety of industrial fields, including injection molding, machining and the 

local oil industry. These contributions are significant that, the motivation of topology 

optimization development is to serve the industry with high-quality engineering design and high 

design efficiency, and it is expected that topology optimization could be integrated into various 

engineering fields. As demonstrated in this research, level set topology optimization has been 

successfully addressed 2.5D machining part design, fiber-reinforced plastic part design, and 

slotted liner design, which could greatly benefit engineers in these fields. 

9.5 Limitations and future work 

Even though this research has made progress in several aspects, limitations of the developed 

methods still exist. For the explicit feature-based level set method, the feature library is simple 

and there may be efficiency issue for a large-scale feature library. Additionally, the convergence 
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stability should be improved. For the implicit feature-based level set method, there is still space 

to improve the control effect, especially for complex 3D problems. For the two-scale extension, 

optimization of the local material composition is easily trapped at local optimum. And for the 

slotted liner design, there are still problems about mesh refinement and fluid flow interaction.  

In the future work, we will fix the afore-mentioned limitations, and more importantly, the 

following works will be focused. The first is to accomplish the integration of topology 

optimization and CAx system. Development of CAD based topology optimization method is 

very potential, and there is still room for further improvement of the B-rep geometry based 

method. Second, the development of the OFM scheme is just starting, and only one sample 

application has been demonstrated. Apparently, OFM is very promising, and it warrants much 

more investigation to really get matured and hence benefits the design and manufacturing 

community. Additionally, there are still many technical challenges to be resolved in order to 

implement topology optimization into day-to-day industry practice. 
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