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Abstract

Studying the processes that are thought to occur during biodegradation of hydro-
carbon contaminants in the unsaturated zone is important in order to implement
bioventing as an cffective remediation technique. A conceptual model to describe
hydrocarbon and oxygen transport and microbial utilization in the unsaturated zone
is devcloped.  Steady-state laminar flow of air due to pressure gradients imposed
by extraction wells is assumed. The advection-dispersion equation combined with
Monod kicetics define transport and biodegradation for hydrocarbon and oxygen.
The microbial utilization rates as well as the availability of hydrocarbon and oxygen
may limit the biodegradation of the organic contaminant.

An axisymmetric finite-element model of the conceptual model is used to simulate
a scries of bioventing field trials and is applied to perform . sensitivity analysis. The
match between the numerical results and the field data is very good, indicating that
the processes occurring at the site are adequately represented by the numerical model.
Exact representation of the field data is not possible due to the inability to fully quan-
tify the heterogeneities in tie subsurface at the field site. Initial concentrations of
the hydrocarbon, oxygen, and microbial population were found to significantly affect
the amount and distribution of hvdrocarbon biodegradation. These initial concen-
trations at ficld . :ies need to be extensively measured to understand biodegradation
during bioventing.

A sensitivity analysis reveals that the size of the microbial population, the maxi-
mum hydrocarbon utilization rate, and the hydrocarbon and oxygen half-saturation

constants highly affect the amount of hydrocarbon biodegraded. The chemical prop-



erties, such as the Henry's constant and the organic par: oning coefficient, influence
whether the contaminant is available for microbial biodegradation in the aqueous
phase. In terms of minimizing off-gas treatment while maximizing mass removal,
primarily by biodegradation, a reasonable low flow rate is preferred. For optimal
remediation results during bioventing, a small well sereca close to the hydrocarbon
contarninant source should be implemented; sites without a lower permeable unit
overlying the zone of contamination should have some sort of surface cover in or-
der to increase the radius of influence of the extraction well thereby increasing the

amount of oxygen circulating through the system.
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Chapter 1

Introduction

Contamination of the environment is of increasing concern. In particular, hydrocar-
bon contamination of geologic material due to the leakage of petroleum products from
underground and/or above-ground storage tanks or accidental releases is considered
to be a major threat to groundwater supplies and has led to the development of var-
ious remediation techniques for subsurface cleanup. One technique for remediation
oi the unsaturated zone is vacuum extraction, also known as soil vapour extraction.

One refinement of the method is known as bioventing.

1.1 Bioventing

In its simplest form, vacuum extraction is the process whereby air is extracted from
the subsurface to enhance volatilization of organic chemicals found in the unsatu-
rated zone. These chemicals may exist in a number of phases, including the pure
phase, the gas phase, the dissolved phase, or the sorbed phase. The liquid portion
of the contaminant often can not be directly removed by vacuum extraction; how-
ever, continual extraction of vapours allows more liquid to vapourize, causing it to
be removed in the gas phase (Massmann, 1989).

A beneficial side effect of vacuum extraction often appears to be the natural en-
hancement of petroleum product biodegradation. This occurs because increasing the

supply of oxygen with vacuum extraction stimulates microbial activity which in turn



increases the amount of organic substances that are broken down. This process of
enhanced biodegradation is commonly referred to as ‘bioventing’ and its degree of
success depends on several factors, such as the type of contaminant, the microbial
population, and the environmental conditions. Field studies have demonstrated the
effect of air flow on the amount of contamination removed due to volatilization versus
the amount removed due to biodegradation (Hinchee and Olfenbuttel, 1991). Low air
flow rates provide only enough oxygen to sustain microbial activity by the addition
of an external electron acceptor (oxygen), but limit the amount of direct volatiliza-
tion. Due to the low volatilization rate, bioventing may be a more cost effective and
beneficial remediation technique because it eliminates the nced for expensive off-gas
treatment facilities normally required for vacuum extraction.

Biodegradation can be either an aerobic or an anaerobic process. Aerobic biodegra-
dation uses oxygen as an electron acceptor; anaerobic biodegradation often uses nitro-
gen as an electron acceptor. This study is only concerned with aerobic biodegradation
which tends to be prevalent in the unsaturated zone and will focus on this aspect
from this point forward.

In general, from a macroscopic viewpoint, microbial degradation can be described
by a stoichiometric reaction. The reactants are the hydrocarbons of interest and
oxygen, and the products are carbon dicxide and water (Beausoleil et al.,, 1993).
The reaction is driven by microbial metabolism of the hydrocarbon and oxygen;
hydrocarbon biodegradation is essertially an oxidation-redu. .ion reaction where the
hydrocarbon is oxidized (donates an electron} and an electron acceptor, oxygen in this
case, is reduced (accepts an electron). The wide variety of contaminants that can
be biodegraded during bioventing include: pesticides, herbicides, solvents, heating
oil, creosote, transmission fluid, jet fuel, diesel fuel, and others. Hexane has been
chosen here as the hydrocarbon contaminant because it best represents the range
of hydrocarbons being biodegraded at the field site in this study (Komex, 1994c).

According to Riser-Roberts (1992), the stoichiometric reaction for hexane is:

CeHy4 + '1?902 = 6C0y + TH,0



Thus, for every 3.5 grams of oxygen utilized, approximately 1 gram of hydrocarbon

is degraded.

In the field, oxygen utilization is generally used to estimate the biodegradation
rate for scveral reasons. Firstly, the hydrocarbon degrades to both carbon dioxide and
biomass; therefore, not all the carbon will be converted to carbon dioxide (Hinchee
and Olfenbuttel, 1991). In addition, some carbon dioxide may dissolve in .*.ter to
form carbonic acid or bicarbonate. Thirdly, intermediate by-products other than
carbon dioxide may form when hydrocarbons are only partially degraded (Hinchee
and Olfenbuttel, 1991).

The physical and chemicai characteristics of the subsurface environment and the
available electron acceptors and donators typically determine which types of mi-
croorganisms will be active (Beak, 1990). In general, the majority of the subsurface
indigenous microbes are bacteria, but fungi and pro'--oa are also found (Fetter,
1993). Because the microbes are heterotrophic (meaning they derive energy and
carbon for survival and growth from the decomposition of organic materials (Riser-
Roberts, 1992)), there is a minimum substrate concentration of naturally occurring
carbon or hydrocarbon contaminant required for a microbial community to be active
(Fetter, 1993). This growth-limiting substrate concentration, sometimes referred to
as the threshold concentration, has been estimated at approximately 1.0 to 5.0 ug
of substrate per kg of soil (Alexander, 1994). The growth of a microbial population
is therefore restricted by the concentration of the growth-limiting substrate. The
distribution of the microbes in an uncontaminated soil profile may differ greatly as
a function of soil type; however, for any one particular type of soil with a uniform
substrate concentration, there is usually a fairly consistent population density of the
microorganisms vertically and laterally. The size of the microbial population does
not appear to affect its ability to degrade hydrocarbon (Beausoleil et al., 1993) and
occasionally several distinct populations may have a cooperative relationship in the
destruction of hydrocarbons (NRC, 1993). Some chemicals are toxic to microbes at

high concentrations and thus may inhibit microbial growth or hydrocarbon utiliza-



tion (Rittmann et al., 1994), even though these chemicals are often readily degraded
at lower concentrations. When a mixture of hydrocarbons is present, microbes may
preferentially degrade the one hydrocarbon that provides the most energy and is
easiect to digest (NRC, 1993).

The biodegradation rate of a contaminant refers to some measure of substrate
mass loss or change in concentration over time (Rafai and Bedient, 1990). Miller et
al. (1993) present an equation which is often used in the field to calculate a first
approximation of the biodegradation rate from the oxygen utlization rate, the air
filled porosity, the density of oxygen, and the mass ratio of oxygen to hydrocarbon
required for mineralization. Knowing the biodegradation rate, the volume of soil
aerated by the bioventing system, and and the bulk density cf the soil, an estimate
of the total mass of hydrocarbon biodegraded can be determined. The rate of micro-
bial degradation generally decreases for compounds of higher molecular weight, for
aromatic compounds, and for compounds with a large amount of branching, and/or
halogen atoms (Hemond and Fechner, 1994). Low biodegradation rates could also be
due to the lack of oxygen, low microbial biomass, or some other factor(s).

From field studies, the sites best suited to bioventing of hydrocarbons are those
which have aerobic conditions, sufficient air flow, neutral to slightly acidic pH, ade-
quate soil moisture, enough background nutrients, and relatively warm temperatures
(Riser-Roberts, 1992). The electron acceptor, oxygen, must be supplied in high
enough concentrations to sustain aerobic biodegradation. For bioventing applica-
tions the amount of available oxygen is largely a function of the flow rate. The
optimal pH range of a remediation site for microbial activity is six to eight, although
microbial respiration has been observed outside this range as well (Riser-Roberts,
1992). The pH can also influence the mobility, the activity, and the solubility of the
contaminants. An optimal soil moisture content for each specific site to sustain the
microbial community exists; too little soil moisture will inhibit microbial activity,
while too much soil moisture will limit the air permeability, thus decreasing the oxy-

gen transfer capacity of the soil. The essential macro-nutrients for microorganisms



are nitrogen, phosphorous, sulphur, and potassium. Some previous site studies have
found that background concentrations of the nutrients are sufficient for biodegrada-
tion and no nutrient addition is required (Miller et al., 1991). Microbial metabolism
may occur between —2 to 110 °C [(Riser-Roberts, 1992; Pederson, 1996), as reported
by (Fyfe, 1996)]; however, different types of bacteria have specific preferred temper-
ature ranges over which they metabolize. Within the allowable temperature range,
the rate of biodegradation tends to increase with increasing temperature (Chapelle,
1993). The metabolism rate has been shown to be directly related to temperature
and can be estimated by the van’'t Hoff-Arrhenius equation (Miller et al., 1993). For
simplicity, the pH and background nutrients are assumed to be constant at optimum
concentrations and are not investigated in this study.

Environmental factors influencing the availability of oxygen to the microbes af-
fect the implementation of bioventing. The success of any venting remediation tech-
nique will depend on the ability to induce an air-flow field which will intersect the
distributed hydrocarbor contaminant in a heterogeneous unsaturated zone. Hetero-
gencities may lead to preferential flow paths, meaning, for example, oxygen may only
reach certain areas where residual is trapped (e.g., fine-grained clay and silt lenses)
by passive transport. The geologic material must have a permeability which allows
sufficient air flow through the field site area. In finer materials with lower permeabil-
ities, fracturing may increase the number of potential air flow paths. Remediation
will also depend on the rate of contaminant mass transfer from the immisicible and
air phases to the water phase (Baehr et al., 1989). Since biodegradation occurs in
the water, the amount of both hydrocarbon and oxygen in the aqueous phase will

influence the amount of biodegradation occurring.

1.2 Monod Kinetics

To adequately describe biodegradation, the kinetics of the biotransformation of the
hydrocarbon contaminant along with the transport of the oxygen and hydrocarbon

must be investigated. This requires coupled equations to describe the removal of



hydrocarbon and the consumption of oxygen by microbes. and the growth and death
of the microbes. Monod kinetics relate the change in density of microbes on a hy-
drocarbon substrate to the hydrocarbon and oxygen concentrations.

One modified equation of the Monod function to describe microbial growth is
(Fetter, 1993):

Qj‘ﬁ Cu )( Ou
ot K. +C, K, + O,

where M, is the total aerobic microbial concentration; h,, is the maximum hydrocar-

= hu)”( )A/I' - bMt + kc}"Coc (11)

bon utilization (or growth) rate per unit mass of microorganisms; Y is the microbial
yield coefficient; C,,, O, are the aqueous hydrocarbon and oxygen concentrations,
respectively; K¢, Ko are the hydrocarbon and oxygen half-saturation constants; b is
the microbial death rate; k. is the first-order decay rate of natural organic carbon;
and C,. i< the natural organic carbon concentration. The equations which describe
hydrocarbon consumption and oxygen utilization are discussed in the following chap-
ter.

Once a microbial population has become acclimated to its environment, it will
either grow or die based on the kinetic coefficients and the hydrecarbon and oxygen
concentrations. The size of the initial microbial population is generally determined
from analysis of field samples collected for the various geologic material present.
'he increase in mass of new microbes during biodegradation needs to be predicted,
v.hich can be calculated by Equation 1.1. The number, and from there the mass, of
new microbes can also be determined from measurements of microorganisms in pure
cultures (Alexander, 1994). The microbial yield, Y, is then calculated by dividing the
mass of the new microbes grown by the mass of the chemical degraded. The microbial
death rate is generally not measured, but can be obtained from measuring the rate
at which the microbial population decreases when the substrate concentration is
below the minimum concentration. The death rate has little effect on the amount
of hydrocarbon biodegraded and thus the reasons why the microbial population is
decreasing are more important than the actual death rate. Some reasons of microbial

death include: freeze/thaw periods, predation of protozoans, changes in soil moisture



K,
Hydrocarbon Concentration ——

Figure 1.1: The relationship between the microbial growth rate and the hydrocarbon
concentration (based on Fig. 6.1, Alexander, 1994).

content, and influxes of toxic gases (pers. comm. McGill, 1996).

An understanding of the kineti degradation coefficients is 2ssential in order to
describe microbial degradation with some certainty. The following briefly describes
the more significant kinetic degradation coefficients and, briefly, discusses how these
cocflicients are calculated. The specific growth rate, h, of the microbes is simply the
product of the microbial yield coefficient, Y, and the rate at which the hydrocarbon
is degraded. For a given oxygen concentration, at low hydrocarbon concentrations,
the specific growth rate of microbes, h, is low; however, as the hydrocarbon concen-
tration increases, the growth rate of the microbes also increases to some maximum
(Alexander, 1994) where little change in the growth rate occurs (see Figure 1.1).
The maximum utilization rate, h,, is basically the maximum growth rate of the mi-
crobes. Figure 1.1 also shows that the half-saturation constant, K, is calculated
when the growth rate is at half the maximum. This constant, K¢, varies with the
affinity or attraction of the microbe to the hydrocarbon substrate (Alexander, 1994).

The lower the value of the half-saturation constant, the greater the attraction the



microbe has for the hydrocarbon substrate. For a single substrate, this constant may
extend over a considerable range; for a single microbe, this constant may differ for
different hydrocarbons (Alexander, 1994). The oxygen half-saturation constant, K,

is calculated in a similar fashion as the hydrocarbon half-saturation constant, ;.

1.3 Literature Review

To date, the study of enhanced subsurface biodegradation has primarily been focused
on saturated porous media. Many of these studies used numerical modelling tech-
niques. For the most part, the models were verified analytically or by comparison to
laboratory tests; only a few studies have used field data for model verification (Rafai
et al., 1991, Rafa et al., 1988; Widdowson and Aclion, 1991; Borden et al., 1986).
Biodegradation in the saturated zone has been shown to enhance hydrocarbon reme-
diation (Borden et al., 1986; Sleep and Sykes, 1991; MacQuarrie et al., 1990; Molz
et al., 1986); however, oxygen supply is usually insufficient to prevent significant
contaminant migration (Sleep and Sykes, 1991).

Parameters that ¢ Fect biodegradation, the rate of biodegradation, and the success
of bioremediation have been investigated in these studies. The heterogeneity struc-
ture of the porous medium was found to be a very sensitive parameter (MacQuarrie
and Sudicky, 1990; Schafer and IKinzelbach, 1991; Brusseau, 1991; Borden and Be-
dient, 1986). Variations in hydraulic conductivity (Rafai et al, 1988) and average
lincar groundwater velocity (MacQuarrie and Sudicky, 1990) also affected the pre-
dictive ability ~f =0s* models. When applying their model BIOPLUME II, Rafai et
al. (1988) fcur- the lower the hydraulic conductivity value used, the higher the rate
of biodegradation was required to match the decline in hydrocarbon concentrations
observed at their field site. The microbial parameters deemed to be important were
the maximum hydrocarbon utilization rate per unit mass of microorganisms (Rafai
et al., 1988), the initial microbial concentrations, and the half-saturation constants
for the hydrocarbon and the oxygen (Chen et al., 1992). Most importantly, in most

studies of biodegradation in the saturated zone the key limiting factor was deter-



mined to be oxygen availability (Borden and Bedient, 1986; Sleep and Sykes, 1991;
Wu et al., 1990; MacQuarric and Sudicky, 1990).

Depending upon the transport mechanisms and the relative rates of transport,
biodegradation can be described as either an instantaneous reaction or a kinetic
reaction. Due to the slow transport of oxygen in most saturated zones, oxygen
supply is rate limiting and biodegradation can be described as an instantaneous
recaction applicable when the advective transport of oxygen is slower than biodegra-
dation. For saturated zones with high groundwater flow rates and for unsaturated
zones with high permeabilities, oxygen transport is relatively fast and biodegrada-
tion must be described as a kinetic reaction. Thus, a kinetic reaction is applicable
for slowly degradable hydroca: bons, in areas close to the hydrocarbon plume, or in
situations where the natural microbial populations have yet to adapt to the foreign
hydrocarbon (Borden and Bedient, 1986). Borden and Bedient (1986) developed
equations for simulating the growth, death. and transport of microorganisms, as well
as the transport and removal of hydrocarbon and oxygen within an aquifer. They
assumed biodegradation could be aj. :iximated as either modified Monod kinetics,
as discussed previously, where the first-order decay rate is strongly dependent on the
saturated thickness (influencing the oxygen accessibility and the vertical dispersion
cocfficient), or approximated as an instantaneous reaction between oxygen and hydro-
carbon when the amount of oxygen required for the degradation of the hydrocarbon
plume is rate limiting. In this study, a kinetic reaction is used to describe biodegra-
dation because there is sufficient oxygen supply and the area of bioremediation is
close to the hydrocarbon source.

Rafai and Bedient (1990) compared the two conceptual models for biodegrada-
tion in groundwater as discussed by Borden and Bedient (1986). Biodegradation
described by an instantaneous reaction between the hydrocarbons and the oxygen
required le~s biotransformation data and was simpler to model than biodegradation
de ~d by a dual substrate Monod kinetic model. The main difference between

the was that the instantaneous model assumed oxygen transport was



limiting the biodegradation process while the kinetic model allowed for the fact that
the oxygen utilization might be considered to be as significant as oxygen transport
(Rafai and Bedient, 1990). The differences between the results of the two models
were a function of the initial concentration of oxygen, the distribution of both the
hydrocarbcu and oxygen (MacQuarrie et al., 1990), the half-saturation constants,
and the Damkéhler number (which represents the effect of heterogeneity or strue-
ture of the porous medium (Brusseau, 1991)). As discussed above, when the rate
of advective transport is slower than the rate of biodegradation, Chen et al. (1992)
indicate that no microbial parameters need to be employed and degradation may be
computed directly from a stoichiometric reaction.

Few s'ndies have considered the problem of describing the distribution of mi-
crooganisms in the subsurface. Baveye and Valocchi (1989) compared and contrasted
three different conceptual frameworks for bacterial growth: (a) uniform coverage of
the matri: by microorganisms; (b) distribution of microorganisms into microcolonies;
and {c* v ariable. spatial distribution of the microc: anisms. Molz et al. (1986) mod-
ellea . -hiz. growth degradation processes usi. the concept of a microcclony.
W.ddu:... -t al. (1988) extended the model by Mo.z et al. (1986) and incorporated
organic carbon biodegradation by facultative bacteria. They found that both nutri-
ent availability and the mode of respiration arc important factors when simulating
biodegradation.

Research into biodegradation of contaminants in the unsaturated zone is starting
to expand; however, most studies assume diffusion to be the only mode of contam-
inant and oxygen transport. Aelion and Bradley (1991) confirmed the cxistence of
an actively growing and respiring microbial community through a field and labcra-
tory study. Bachr and Corapcioglu (1987) developed a one-dimensional model for
multiphase transport for any multiconstituent immisicible contaminant in the unsat-
urated zone. In this model, biodegradation was not based on kinetic mass transfer,
but rather equilibrium partitioning of oxygen between air and water phases. Their

study found that although oxygen replenishment to the contaminated soil steadily
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increased as the air-phase tortuosity increased, the total biodegradation in the soil
did not increase Lo the same extent as the associated increased availability of oxygen.
‘They concludud this may be due to the fact the conditions favorable to increased
biodegradation were also favorable to increased volatilization of the volatile mass,
resulting in losses to the atmosphere. Ostendorf and Kampbell (1991) modelled hy-
drocarbon and oxygen vapor concentrations in a microbiologically active, geologically
simple vadose zone with diffusion : «d Monod kinetics. Volatilization was found to
be a significant long-term transport mechanism for the contaminant, but biodegra-
dation did prevent the escape of the contaminant to the atmosphere at certain site
locations. Bachr and Baker (1995) presented a mathematical model which simulates
both the transport and reaction of gas-phase constituents when applied to column
experiments or field sites. This model can be used to determine hydrocarbon pro-
duction and consumption rates and thus the hydrocarbon biodegradation rate.
Vacuum extraction is similar to bioventing in that both involve advective-dispersive
transport in the unsaturated zone. Only the relevant studies dealing with vacuum ex-
traction are summarized here (Massmann, 1989; Baehr et al., 1989; Brusseau, 1991;
Armstrong et al., 1994). These studies did not address the issue of biodegradation.
Massmann (1989) showed that vapour extraction systems can be described by differ-
ential equations developed to model groundwate, flow since the equations are good
approximators to gas transport. These equations can only be used if the maximum
pressure difference is less than half of an atmosphere. Baehr et al. (1989) developed
an cquilibrium-based, steady-state mathematical model to predict radially symmet-
ric air flow and advective-dispersive transport when venting from a single well in the
unsaturated zone. They then successfully applied this model to desc ‘be remediation
of a contaminated site. Air-phase permeability was found to be "y parameter
required to predict the air-flow field. Brusseau (1991) developed a uuc-dimensional,
finite-difference model describing vacuum extraction which incorporated the effects
of physical heterogeneity nd rate-limited sorption on the transport of chemicals by

gas-phase advection and dispersion. The model used both instantaneous and rate-
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limited mass transfer between the water and solid phases. The model assumed both
advective and non-advective domains within a soil and allowed for both equilibrium
and non-equilibrium phase transfer in each domain. A disadvantage in this model
was the large amount of input data required. Armstrong ct al. (1994) numeri-
cally modelled the rate-limited extraction of volatile compounds to describe vacunm
extraction. They assumed with high extraction rates, non-equilibrium phase parti-
tioning occurred. Their experiment and simulations showed that there is a critical
airflow rate beyond which a decrease in remediation time did not occur and that
pulsed pumnping was less effective than continuous pumping.

Rathfelder et al. (1995) give a good overview of the research completed in the area
of bioventing as well as vacuum extraction. More studies involving transport in the
unsaturated zone and the biodegradation process are required to better understand
the relationship between the two. Chapelle (1993) noted that the unsaturated zone
between the root zone and the water table is probably the least studied of any sub-
surface environment. To date studies dealing with biodegradation in the unsaturated
zone have generally dealt with natural degradation and therefore assume diffusion to
be the mode of contaminant and oxygen transport. However, in bioventing remedia-
tion sites, as in vacuum extraction remediation sites, advective-dispersive transport
occurs and this transport has not yet been widely studied with respect to biorcme-
diation. Hinchee and Ong (1992) discuss an in-situ test method to determine rates
of hydrocarbon degradation to provide a quick assessment of bioventing at a field
site. The work by Lang et al. (1995) involves the development of a two-dimensional
numecrical model specifically designed to simulate the bioventing process. Biodegra-
dation appears to increase the rate of dissipation of the hydrocarbons above the rates
from volatilization and diffusion to the atmosphere. Transport and biodegradation
processes need to be described numerically and verified with field data from more
bioventing sites to gain a better understanding of the processes that occur at these
sites.

Based on the results from previous studies, biodegradation appears to be primar-

12



ily affected by numerous factors for each individual site. For cach study performed,
due to parameter uncertainty and variability, sensitivity analyses were important
in order to determine which processes and parameters dominate at that particular
site. As a result, the following aspects may need to be considered when investi-
gating biodegradation: quantification of the biodegradation process as being either
an instantancous reaction or a kinetic reaction; determination of the distribution of
the microbial population; adequate representation of the oxygen distribution, uti-
lization, and transport; and, good representation of the hydrocarbon distribution
and its input/output from the system. It is important to quantifv heterogeneities
within study areas in order to establish an understanding of the subsurface and its
processes.  Other aspects to be considered that may affect biodegradation are the
air-phase permeability and the microbial parameters.

Based on the findings of previous studies, the sensitivity analysis for this study
focuses on site properties, hydrocarbon contaminant properties, and microbial pa-
rameters. Determining the effects of layer thickness, permeability, soil moisture con-
tent, dispersivity, and extraction well set up help define the importance of certain
site propertics. To determine the importance of the contaminant and it. proper-
tics, the transport and biodegradation of two different contaminants, dodecane and
benzo[a]pyrenc, are also modelled in order to compare to hexane transport. The
microbe parameters vary over a range of values to help determine the effects they
have on the outcome. These parameters include: the half-saturation constants, the

microbe death rate, the hydrocarbon utilization rate, and the microbe distribution.

1.4 Objectives/Purpose

Bioventing is currently being applied to various sites across North America without
a complete understanding of the underlying processes. Thus, there is a need to gain
a better understanding of the bioventing remediation technique. To this end, there

arc three primary objectives of this project:
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e to develop a comprehensive description of the processes involved in the biovent-

ing remediation technique;

e to numerically simulate field results from a bioventing remediation pilot test;

and,
e to perform a sensitivity analysis of various parameters affecting bioventing.

The primary tool for the investigation is a finite-clement numerical model that simu-
lates the physical, chemical, and biological processes that are thought to occur during
bioventing. In particular the processes that are represented are the flow of air, the
advective-dispersive transport of oxygen and hydrocarbon, the growth of microbes,
and the biodegradation of hydrocarbon. The interactions between oxygen, hydro-
carbon, and microbes are fully coupled through kinetic interaction terms describing
biodegradation.

The numerical model was used to examine a bioventing remediation strategy for
existing subsurface contamination at a sour gas plant located near Strachan, Alberta.
Contamination of both the saturated and unsaturated zones at the site is the result
of con ensate leakage over the past couple of decades. Natural-gas condensate is
the portion of gas at reservoir temperature and pressure which reverts to a liguid
upon production. In the near-surface environment the condensate exists as light
non-aqueous phase liquid (LNAPL) that floats as a pool on the watertable, At this
site, the LNAPL pool has an areal extent of about 65 000 m? and a vertical thickness
up to 3 m (Moore et al., 1995). The condensate found at Strachan is mainly com-
posed of intermediate light hydrocarbons (Cs to C),), but may contain some C); to
C2; components (Moore et al., 1995). Site characterization and pilot testing of the
remediation scheme using vacuum extraction with bioventing has been performed
by Komex International Ltd. Extensive temperature, pressure, and concentration
measurements have been recorded as part of the pilot study. The concentrations of
oxygen, carbon dioxide, and total hydrocarbon have been collected. The numerical

results were compared to the analytical data obtained in the field. Once a reasonable
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representation of the field observations had been obtained, a sensitivity analysis was
performed to determine which parameters likely have the greatest effect on biodegra-
dation and thus to clucidate ways in which the bioventing efficiency of the technique

may be optimized at this site.



Chapter 2

Theory

2.1 Conceptual Model

The physical scenario under consideration is illustrated in Figure 2.1. A spill of
non-aqueous-phase-liquid (NAPL) has occurred at some time resulting in the de-
velopment of a condensate layer in the vicinity of the watertable. Through time,
this free product has migrated laterally down the slope of the watertable cansing
widespread contamination. Watertable fluctuations have further increased the vol-
ume of sediment contaminated since NAPL was smeared across previously clean
geologic matcrial resulting in residual being trapped above and below the watertable
(sec Figure 2.2).

Also shown in Figure 2.1 is an extraction well that has been installed for site
remediation. Passive vapour transport, primarily be diffusion, occurs when the well
is not functioning. Vapourization of the hydrocarbon in the condensate layer and the
residual zones to the gaseous phase and volatilization from the dissolved phase to the
gaseous phase result in vapour migration dominated by gaseous diffusion. Both sorp-
tion from and dissolution into the soil moisture may retard the diffusion process. The
lack of air flow Jeads to the rapid depletion of oxygen in the system as the microbial
population, pre-existing in the subsurface, utilizes the oxygen for biodegradation. In
many cases this decrease in oxygen concentration will limit the biodegradation pro-

cess because oxygen replenishment by diffusion is slow. Advective-dispersive trans-

16



17

"sagsa001d pue woyenyis [eatsAyd oY) jo ppouwr renydsouoo 9], :1°Z 2an31yg

A

Iaempunoln)
uonedns “JgvN 3usnes
o
TdVN Jo 3mseams Smsnes 3jqenaep 3uidojs (IdVN) 19npo1g 2atq
suongenON]J —
3|qruAE ) [eUOSEIG e e -
—_— 4 —_—Y— T §{ T O2Tx x x x x vonezumodep & x
x ,M ™~ x x IM x X x¢M x X 4M x ,M x
x x X X x o x, x X o x x %
—_— ] XXX x x SOl pog x X x x X
x x . N X » 9x ojut wonnjossiq -
SMISION [loS x
x x< X pogwon xx ¥ x X —"uonezyueiop wozjvondiog
vondiosag XX 0%
X x x x X x
x
x Uonepesdaq x
x x x
X X x x x
x x X x

uvoneindog feiqouy

AN

x

uodstres |

samaadsig
- JATWIIAPY

uoneunLRU0))

Jomurg x

£jddng 833430

adelNG punaiyy

R ?

MI2m uondenyy

nonenjyu] JATM



Perce-t Qil Saturation
Residual Qil 100 B0 60 40 20 ¢
(no movement) L 1 1 k
————————————————— Air Qil
1
s |
a Qil o i e
S {may move due to gravity) 2 | g
T y gravity £ ! E
E o L)
_______________ % 1 »n
E: N g | &
=) Qil Table 2 1 g
. R )
Mobile Oil :‘é | ?
(lateral movement down the slope é &
of the watertable) _E !
Walenablc l\:
- \ L Water
] _ T 1T 1
» Residual Qil 0 20 40 60 80 100
é ———————————————— Percent Water Saturation
T
B
2
-4
v

Figure 2.2: Approximation of the fluid distribution in the porous media when free
product floats ab~ve the watertable (based on Fig. 5.19, Fetter, 1993).

port occurs when the extraction well is functioning (see Figure 2.1). The extraction
well replenishes the system’'s oxygen supply leading to the biodegradation of the
dissolved NAPL. This may also lead to an increase in the size of the microbial pop-
ulation in the zone of contamination. Both vapourization and volatilization are also
enhanced because the air extraction removes contaminant from the system in the
gascous phase. The hydrocarbon mass is thus removed from the unsaturated zone

by some combination of microbial degradation, vapourization, and volatilization.

2.2 Mathematical Model

The mathematical model necessary to describe the bioventing process is composed of
several distinct, but interrelated, equations. To ease the computational burden, yet
adequately represent the radial flow of air to extraction wells, axisymmetric (cylindri-

cal) coordinates are used throughout the study. A three-dimensional analysis would
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be preferred; however, the computations would be lengthy and the much greater
number of required parameters would be difficult to quantifv. The axisymmetric
model will account for any horizontal layering and will therefore give a close repre-
sentation of many three-dimensional problems of practical interest, and in particular

the Strachan site.

2.2.1 Air Flow

Steady-state, laminar flow of air due to pressure gradients imposed by extraction
wells is assumed throughout the study. Steady-state flow implies the magnitude and
the direction of the flow are constant with time at any point in the flow field (Freeze
and Cherry, 1979); however, from point to point in the domain the velocity may
change. Because it is commonly observed that steady-state flow is achieved within a
relatively short period of time, on the scale of hours to a day (Johnson et al., 1990),
and because this is also observed at the Strachan field site (Moore et al., 1995),
the steady-state flow assumption will be reasonable when the extraction rate is held
constant over a time frame much longer than the response time of the system.
Assuming the principal directions of permeability are aligned with the coordinate
axes and that vertical density effects are insignificant relative to the imposed pres-
sure gradients, the steady-state flow equation in axisymmetric-coordinates for porous
granular unsaturated media is given by (modified from Mendoza and Frind, 1990):
Lo ke 200 1 2 (o BT o (2.1)
where r and z are the radial and vertical coordinate directions; k* an1 k,,, k., are the
relative and intrinsic permeabilities; py is the density of the uncontaminated soil gas;
 is the viscosity of the mixture; and g is the gravitational constant. The viscosity

is calculated by a simple linear mixing model. The fresh-air head is defined as:

h=-1—)-+z (2.2)

where P is the gas pressure relative to atmospheric pressure.
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Darcy’s law can be used to describe airflow during bioventing assuming both the
air compressibility effects and the gas slippage (the Klinkenberg effect) are negligible.
The assumption of incompressible gas flow is valid when the pressure difference for
the inducing flow is less than approximately 50% of atmospheric pressure (Massmann,
1989; Brusseau, 1991; Croise et al., 1989; Wilson et al., 1988). Within that pressure
range, the Klinkenberg factor can be ignored (McWhorter, 1990; Massmann, 1989).
..¢ to the lower viscosities of gases, much smaller pressure gradients are required to
gunerate significant gas flow (compared to groundwater flow) (Brusseau, 1991) and
4 pressure range of 20% of atmospheric pressure is found for most in-situ venting
rer:zeciation techniques (Massmann, 1989; McWhorter, 1990). Massmann (1989)
found tr: » effects of gas slippage are small relative to viscous flow for low permeability
scils (£ne silt size) under the pressure and temperature conditions typical for most
in-«itu venting remediation techniques and therefore gas slippage can be neglected
for flow in coarser sand and gravel materials.

The relati-o permeability may be calculated using the reclationship given by
Brooks and Corey (1934) for non-wetting fluids:

242p
k*=(1-0.)%1~-0e"") (2.3)
where Ap is the Brooks-Corey pore size distribution index. The effective porosity, 6.,
is given by:

0, = (2.4)

where 6, is the soil moisture content; 6, is the residual moisture content; and 0
is the total porosity. For this study the necessary data for both the soil moisture
content and the residual moisture content is not available. The soil moisture content
is thus assumed to equal the residual moisture content and the relative permeability
is equal to one. The effective permeability is thus calculated using inverse modelling
techniques.

For flow there are two applicable boundary conditions. The first is a specified or
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constrained head boundary (Type I, Dirichlet):
h=h, (2.5)

Because the elevation, z, is fixed, such boundaries may equivalently be expressed in
terms of pressure, as shown in Figure 2.3. The second is a specified gradient boundary
(Type 11, Nenmann):

oh _
an—go

(2.6)
where n is the direction normal to the domain boundary and g, is some arbitrary
function or value along the boundary.

The boundary conditions for the conceptual model are illustrated in Figure 2.3
For flow, the boundary conditions are as follows. The ground surface boundary is
open to the atmosphere and has a specified head boundary corresponding to atmo-
spheric pressure. A specified head equivalent to atmospheric pressure is also applied
to the far right lateral boundary. The watertable boundary has a specified gradient
of zcro since it is impermeable to gas flow. An extraction well may be represented
by either a non-zero gradient corresponding to the volumetric flux of air caused by
the extraction pump or a fixed head corresponding to the pressure measured in the
well during extraction. If a non-zero gradient is specified, the gradient may be de-
termined from the required volumetric flow rate (Q in Figure 2.3) and Darcy’s Law.
This boundary condition will apply only for the length of the well’s screen and only
during air extraction. The remainder of the extraction well boundary is a symmetry
boundary having a normal pressure gradient equal to zero. The entire length of the
well will be a symmetry boundary when air extraction is not occurring.

The far right lateral boundary is placed at a distance far enough from the region
of interest that it has little influence on the flow behaviour. The placement of this
boundary is determined by comparing the results from simulations having different
lateral limits. The boundary is assumed to be at a sufficient distance when no
difference in the position of equipotentials exists between two plots for the different-
sized domains. For the Strachan site simulations, this distance was calculated to be

120m and less than 3% of the total flux into the system crossed this boundary.
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2.2.2 Transport

A pair of coupled, non-linear partial differential equations can be used to describe the
transport of the oxygen and hydrocarbon gas phases. A third equation, required to
describe the growth and death of the microorganisms, is discussed in the next section.
Microbial consumption of both the hydrocarbon and the oxygen is a macroscopic
term representing a natural sink in each of the transport equations. The advection-
dispersion equation combined with Monod kinetics defines transport. The advection-
dispersion equations for the two phases, hydrocarbon and oxygen, are as follows

(modified from Borden and Bedient,1986; Mendoza and Frind, 1990a; MacQuarrie et
al, 1990a):

0 , 9C. 190 oC d ocC 0 acC
T 8r(r0 Lo "r) ;E(TO"DNEZ_) t 0::(0 Dar sy or )+ 0z (G“D"E?)
ocC oC
-—0,,1},-5; - 0,,7);—6-;
10, 6, ocC 0,0, ocC
o U B Do)t 5 (g Do)
= Rcl,— BaC + Hclyuh, AM, (2.7)
and
10 00, 190 a0 0 00 d 00
;_6'7'_'(7'0aDrr or ) (7'0 Drz B2 ) 92 (oaDzr_a7) + gg(aaDzz'a—z)
00 00
~lar ar = Oava 0z
190, 6, 00 a0, 00
o T 5 D) 5 g Py
00
= Rooaﬁ + Hob,h,GAM, (28)
wher . O are the concentrations of the gaseous hydrocarbon and oxygen respec-

tively, v, and 8y, are the air- and water-filled porosities; R, Ro are the retardation
factors for hydrocarbon and oxygen, respectively; ¢ indicates time; and H¢, Hp are
the dimensionless Henry's constants for hydrocarbon and oxygen which are used to

transform gaseous concentrations into aqueous concentrations. The last term on the
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right hand side of both Equation 2.7 and Equation 2.& describes the decay due to
microbial action and will be discussed in the next sectior..

The interstitial velocity is dependent on the gascous Darcy flux, ¢, and is defined

3
Os

The gascous dispersion tensor is defined as (Bear, 1979):

v =

1=7,2 (2.9)

HON .o

Dy = ajvldi; + (ae ~ a,)—lﬁ + TaDyibij ihJj=712 (2.10)
where ap and ¢ arc the longitudinal and transverse dispersivities; d;; is the Kronecker
delta; 7, is the air-phase tortuosity; and D,; is the air-phase diffusion coefficient.
The air-phase tortuosity is calculated using the equation developed by Millington

and Quirk (1961):
01/3

L

where 0 is the total porosity. This relationship is applicable for gases in sandy

Ta =

(2.11)

materials (Wecks et al.. 1982). The aqueous effective diffusion coeflicients are defined

as (modified from Mendoza,1992):
Dy; = 1,D, i=rz (2.12)

where D,, is the free-solution aqueous diffusion coefficient and 7, is the water-phase
tortuosity calculated in the same manner as the air-phase tortuosity.
Assuming equilibrium phase partitioning, the retardation factor for the hydrocar-

bon gas phase is calculated by:

RC=]_+Q‘£_1_ ; ﬂ_lifl

oa HC T 0a H(,‘ (lej)

where p; is the porous medium bulk density. When adsorption onto the solid or-
ganic matter dominates the partitioning between the aqueous phase and solid phases

(Mendoza et al., 1996), the distribution coefficient may be approximated by:

Kp= foc!{oc (214)



where fo is the soil organic content and K, is the orgauic carbon partitioning co-
efficient. In Equation 2.13, the second term on the right hand side describes the
partitioning of vapours into the soil moisture according to Henry’s Law; the third
term deseribes the partitioning of organic compounds between the soil moisture and
the solid phases (Mendoza et al., 1996). Equilibrium phase partitioning between
the air, water, and solids should be valid for weakly advective conditions to a first
approximation (Johnson et al., 1993). Linear adsorption and exchange reactions
arc assumed to be instantancous and are described by equilibrium isotherms. The
retardation factor for the oxygen gas phase is given by:

B/ |
Ro=1+ _9—,,-_1'7(; (215)

which assumes no partitioning to the porous media solids.
For transport there are two applicable houndary conditions for this study. The

first is a fixed concentration boundary (Type I, Dirichlet):

€= Ce (2.16)

and the sccond is a zero-concentration gradient boundary (Type 1I, Neumann):

Jc
= =0 (2.17)

where ¢ can represent either hydrocarbon (C) or oxygen (O) concentrations. The
boundary conditions describing the conceptual model for hydrocarbon and oxygen
transport vary and are illuerrated in Figure 2.3.

The hydrocarbon contamination is conceptualized as an immobile, pooled NAPL
source at the lower boundary. Thus, for hydrocarbon transport, the lower boundary
has a constant concentration equivalent to the vapour pressure of the hydrocarbon
condensate present. The ground surface boundary has a fixed hydrocarbon concen-
tration of zero to represent removal into the atmosphere. The lateral boundary repre-
sents a zero-concentration gradient and is again placed at a distance where it does not
influence transport. The extraction well, or exit, boundary has a zero-concentration

gradient since the concentration removed is the same as that immediately adjacent
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to the well screen (Mendoza, 1992). The unscreened part of this boundary behaves
like a symmetry boundary and therefore has a zero-concentration gradient.

For oxygen transport, the watertable boundary is assumed to have an oxygen
concentration gradient of zero. The ground surface boundary is defined by an oxy-
gen concentration equivalent to the atmospheric oxygen concentration (21%). The
lateral boundary and the extraction, or exit, boundary both have the same boundary

conditions discussed for hydrocarbon transport.

2.2.3 Biodegradation Reaction

The microorganisms are assumed to be present only within the soil moisture and
are immobile (MacQuarrie et al., 1990). The size of the microorganism population
varies within the domain since the growth and death of the organisms varies due to
spatial variations in the concentrations of the aqueous-phase hydrocarbon and oxy-
gen. Biodegradation is assumed to be a concentration-dependent, time-dependent,
irreversible kinetic reaction. The coupled, non-lincar partial differential transport
equations discussed above each include the microbial decay term to account for
biodegradation. The microbial growth and death are described by coupled, ordinary
differential cquations (Chen et al., 1992) describing dual Monod kinetic formulation.
Thus, biodegradation of the organic contaminants is potentially limited by microbial
utilization rates as well as the availability of both the electron acceptor, oxygen, and
the electron donator, hydrocarbon (Rittmann et al., 1994). The following equations
describe dual Monod kinetics (modified from Borden and Bedient, 1986; MacQuarrie

et al, 1990a):

%fl = —~Hg0uh A M, (2.18)

and
%?— = —Hp0wh,GAM, (2.19)

and
oMy = hy Y AMy — bM,y + k.Y C,e (2.20)

ot
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where M, is the total acrobic microbial concentration; h, is the maximum hydro-
carbon utilization rate per unit mass of microorganisms; G is the ratio of oxygen
to hydrocarbon consumed assuming that complete mineralization occurs; Y is the
microbial yicld coefficient; b is the microbial death rate; k. is the first order decay
rate of natural organic carbon; and, C, is the natural organic carbon concentration.
The Monod decay term, A, is defined by:

Cw Oy
Kc+Cyp' Ko+ O,

A= ) (2.21)

where C,,, O,, are the aqueous hydrocarbon and oxygen concentrations, and K, Ko
arc the hydrocarbon and oxygen half-saturation constants. Equation 2.18 and Equa-
tion 2.19 are incorporated as the last term on the right hand side of the Transport
Equations 2.7 and 2.8 respectively.

Equation 2.18 and Equation 2.19 represent the changes in the concentrations of
the aqueous-phase hydrocarbon and oxygen, respectively; Equation 2.20 represents
the change in the concentration of the microbial population. The third term on
the right hand side of this equation is assumed to have little effect on the microbial
concentration since it is assumed that the microbial population exists primarily on the
foreign hydrocarbon relative to the organic carbon. Preliminary model simulations
indicated this assumption is realistic since the value for the soil organic content had
little cffect on the amount of hydrocarbon biodegraded. Also, a representative value
for the first order decay rate of natural organic carbon was not found. It is assumed
the microbial growth will not lead to clogging of the air flow paths.

There are no boundary conditions applicable for the microorganisms because the
microbial population is considered to be immobile and therefore only grows and dies
within the domain. The initial conditions for the concentration of the microbial
population was calculated by the method outline by Chen et al. (1992). The initial
concentration calculation was based on the microbial soil population density which
was measured for each stratigraphic unit at the Strachan field site and is discussed

in more detail in Chapter 4.

27



Chapter 3

Numerical Model

3.1 Model Description

The air low, contaminant and oxygen transport, and microbial degradation cquations
discussed in the theory section have been incorporated into an existing finite-clement
computer model, VapourT (version 2.11, Mendoza, 1992). Vapourl was originally
designed to simulate the flow of gas and the transport of a single vapour phase con-
taminant, without decay, in the unsaturated zone. The necessary modifications to
the model included the addition of a second transported gas phase (oxygen) coupled
with non-lincar microbial growth and death. Incorporating the microbial component,
allowed the capability of determining the biodegradation of hydrocarbon and utiliza-
tion of oxygen. The code was written in Fortran77 and all simulations of the new
model, Biovent, were performed on IBM RS/6000 workstations.

The Galerkin finite-elernent method with triangular clements having linear basis
and weighting functions (Mendoza, 1992) was uscd to approximate the partial dif-
ferential equations presented in the mathematical model. The Galerkin method, as
implemented in VapourT, is described briefly by Mendoza (1989) and in more detail,
for general cases, by Wang and Anderson (1982) and Huyakorn and Pinder ( 1983),
among others. The finite-element method was chosen because different geologic and
physical properties can be assigned to each element to account for spatial variability

and the method inherently conserves mass. The finite-element method also accu-
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ratcly represents the dispersive cross-terms that arise with advective transport, a-

feature that is not necessarily true of the finite-difference method.

For the contaminant and oxygen transport, a generalized finite-element equation

can be expressed as:
Xt+At - Xt

R{X}HA + (1= IR{X} = = [T)(—F%;) (3.1)
which can be rearranged to obtain:
(] + = TDIXYIS = (- QIR + ITXY 62)

where ¢ is the weighting factor; R is the spatial derivative of the advective-dispersive
transport matrix; .\ is the function representing eithcr C or O; T is the contaminant
mass time matrix; and ¢ represents the known time-step solution and t + At the
unknown solution.

The spatial derivative of the advective-dispersive transport matrix, R, may be
weighted in time using explicit, implicit, or Crank-Nicolson methods. The fully
explicit or forward difference method is evaluated at time ¢ and has a weighting
factor of ¢ = 0; the fully implicit or backward difference method is evaluated at
time (¢t + At) and has a weighting factor of ¢ = 1. The Crank-Nicolson or central
difference method is evaluated midway between ¢ and (¢ + At) and has a weighting
factor of ¢ = 0.5. Although it is formally more accurate than explicit or implicit,
Crank-Nicolson time weighting often suffers from small oscillations in the solution if
the time step is much larger than that required for a stable explicit solution. For
more difficult problems that deal with heterogeneities and non-linear coupling of
equations, fully implicit time weighting is generally used because it guarantees a
solution without oscillations. This study used fully implicit time weighting.

Equation 3.1 defines the function, X, as a time derivative on the interval ¢ to
(t + At) using a finite-difference approximation in the temporal domain. In the
method of weighted residuals, basis functions are used to define a solution vector
over the entire domain. For the time derivative one generally has a chaice as to

whether these basis functions are used or whether nodal (point) concentration values
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are used. If the basis functions are used to defii:. ke time matrix, 7', the formulation
is said to be consistent. Otherwise, the formulation is Inmped and the time matrix
effectively represents a spatial finite-difference approximation. The lumped formula-
tion indicates the spatial weighting is only between two adjacent nodes; the consistent
formulation indicates the spatial weighting is between all three nodes comprising an
element (Daus et al., 1985). For non-linear problems, such as those simulated here,
the lumped time formulation is superior to the consistent form because it tends to
dampen oscillations which can give rise to non-physical concentration results and is
thus more stable (Segerlind, 1984; Frind, 1982). The lumped time formulation is
used in this study.

Because air flow is described as being at steady-state and is assumed to be in-
dependent of transport, flow solutions are obtzined only at the beginning of each
computer simulation. In contrast, the hydrocarben and oxygen transport equations
and the microbial degradation equation are transient, non-linear and coupled. That
is, the solutions step forward in time and some parameters within cach equation are
dependent on solutions of the other equations. Specifically, the hydrocarbon and
oxygen transport equations require the rate of biodegradation of the hydrocarbon
and oxygen from the microbial degradation equation; yet the rate of biodegradation
is dependent on the amount of hydrocarbon and oxygen available for consumption
by the microbes. The coupled nature of these equations is accommodated through
a sequential iteration scheme whereby the equations are initially solved within each
time step using parameters based on the known concentration values from the pre-
vious time step. The solutions are then further resolved by successively updating
parameter values based on updated concentrations obtained for each iteration. It-
erations continue until all concentrations have converged within specified tolerances.
The convergence tolerance used here requires that the maximum change in either hy-
drocarbon, oxygen, or microbial nodal concentration from one iteration to the next
be less than 0.0001% of the final nodal concentration. For the simulations performe:d

in this study, an average of 5 iterations were required per time step at early time



when the hydrocarbon degradation and oxygen utilization rates were high; at later
time, when these rates slowed and the concentration solution became more spatially
uniform, itcrations were generally no longer required. The size of the time step also
affected the convergence of the solution. A time step smaller than 1.0 hours was
necessary for passive transport and 0.1 hours for advective-dispersive transport to

prevent. exceeding the maximum number of iterations (30).

3.2 Mass Balance and Mass Fate

Detailed mass balance and mass fate calculations are performed for both flow and
transport. Mass balance calculations are required for three main reasons: to quantify
mass input into and output from the domain; to determine the fate of mass within
the domain; and, to verify mass conservation of the model. The mass conservation
for transport essentially checks whether the implementation of the equations and
their coupling is correct and also indicates whether the time step size is reasonable.
For time steps which are too large, changes in the mass within the domain occur too
quickly which often results in mass balance errors.

A boundary mass summary for flow and transport is calculated by determining
both the advective and dispersive mass fluxes along all domain boundaries. This
summary indicates the movement of air, hydrocarbon, or oxygen across the grid
boundarics, which include: the ground surface, watertable, lateral, extraction well
boundarics, and for transport, the amount of hydrocarbon degraded and the amount
of oxygen utilized by the microbes. During transport calculations, the boundary mass
sunmnary is determined for each time step and is also accumulated through time. For
transport, a stored mass summary is also calculated at the end of each time step and
is accnmulated over the length of the simulation. This summary of the stored mass
within the domain indicates the amount of hydrocarbon in the vapour, aqueous, and
sorbed phases and the amount of oxygen in the vapour and aqueous phases.

The overall transport mass balance calculations determine the changes in stored

mass, changes in mass due to source addition or extraction, and changes in the mass
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due to hydrocarbon and oxyvgen utilization by the microbes. More specifically, the
calculation compares the changes in the amount of mass entering and exiting the
boundarics to the corresponding changes in the amount of mass in storage. The net
change in mass for the boundary and storage summaries for one time step should be
zero.

Overall, the mass balance error was lower for oxygen transport than for hydrocar-
bon transport because there was an excess amount of oxvgen in the system relative to
the amount the microbes required. For each time step, the hydrocarbon and oxygen
mass balance crrors were generally around 0.004%. The cumulative mass balance
error for oxygen was usually less than the time step mass balance error; however, in
time the hydrocarbon cumulative mass balance error grew to a maximum of 3%. In
most cascs the error was significantly less.

For the hydrocarbon simulations, the flux of the hydrocarbon into the system oc-
curred predominantly along the watertable with very little entering across the lateral
boundary. As discussed later. most of the hydrocarbon was removed from the system
by microbial degradation with smaller amounts exiting via the extraction well. This
is in accordance with the objectives of the bioventing strategy. In contrast, oxygen
predominantly exited via the extraction well and substantially less was degraded by
microbial action. However, the flux of oxygen along the ground surface boundary
was typically over an order of a magnitude higher than the flux of hydrocarbon into
the system because of the significantly higher oxygen concentrations at the ground
surface relative to the hydrocarbon concentrations at the watertable. This meant
there was more oxygen mass within the system and exceeded the amount required by
the microbes, resulting in better mass balance calculations. Stored mass summaries
indicated that hydrocarbon and oxygen were predominantly stored in the vapour
phase, with lesser amounts present in the aqueous and solid phases.

An air-flow boundary mass summary comparing the amount of air entering the
system to the amount of air leaving the system is calculated once for each flow

solntion. For steady-state flow this net flow across the boundaries should be zero. Air-
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flow mass balance calculations showed an error of less than 10~ %% for all simulations
performed. By considering the fluxes along the different boundaries separately, the
source of air may also be discriminated. This allowed the ability to calculate the
placement of the far right lateral boundary at a distance where less than 5% of the
total source of air crossed this boundary. For most simulations presented here, 97%
of the air flow entered the system along the ground surface boundary and 3% along

the lateral bonndary. All air exited via the extraction well.

3.3 Accuracy and Stability Criteria

The Peclet and Courant criteria are limits on dimensionless numbers that can be used
to assess the potential accuracy and stability of numerical transport models with a
given spatial and temporal discretization. The Peclet number represents the effects
of spatial discretization, while the Courant number represents the effects of temporal
discretization in a time-stepping scheme. Satisfaction of constraints on the Peclet
and Courant numbers help minimize numerical dispersion and oscillations in the
numerical solution leading to the increased accuracy and stability. These criteria were
originally developed for solutions of the one-dimensional, lincar advection-dispersion
equation, and thus are used only as an approximate guide in this study. The definition

of the Peclet and Courant numbers, and their constraints, are (Daus et al., 1985):

vAx
= —_—
Pe i) <2

vAt _ Pe
= e & e
Cr Ar — 2

where Ax and At are the spatial and temporal discretization respectively. In practice,
the maximum Peclet and Courant numbers are calculated in each coordinate direction
for every different time step size. For an optimal spatial discretization where Pe = 2,
a Courant number less than one implies the advective front never traverses more
than the length of a single element (Az) in a time step. Acceptable numerical

solutions arc often achieved when the Peclet number is as high as 10 in most cases
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involving nonuniform flow (Huyakorn and Pinder. 1983). Daus et al. (1985) found
that the lumped formulation tends to be more sensitive to violations of the Peclet
criterion rather than the Courant criterion. The Peclet and Courant numbers do not
account for the steepness of the concentration gradient within any part of the domain;
however, the overall accuracy of a simulation depends on the initial conditions existing
prior to the start of a time step (Daus et al., 1985). Thus, when steep gradients exist,
most commonly at early times, the satisfaction of the criteria is critical. Generally,
as the solution becomes smoother at later time, (i.¢., as the concentration gradient
decreases due to dispersion), the criteria may be relaxed with no appreciable increase
in error. For this study, the accuracy of the solution also depended strongly on the
rate of biodegradation. For example, during passive transport simulations, if the
Peclet and Courant criteria were just satisfied, the solution was unstable due to
the high rate of biodegradation. Thus, for these cases, an even smaller temporal

discretization than would be indicated by the Courant criterion was necessary.

3.4 Analytical Solution Comparison

Comparison of axisymmetric transport equations to analytical solutions is often dif-
ficult because analytical solutions are computationally complex and typically have
restrictive boundary conditions (Mendoza, 1989). In this study, the numerical model
results were compared to two simple, linear analytical solutions. Hydrocarbon and
oxygen transport were simulated separately for comparison since no analytical solu-
tion incorporating simultaneous coupled hydrocarbon and oxygen transport is known.

The numerical model was first compared to the one-dimensional Ogata-Banks
solution (Ogata and Banks, 1961) for transport in a semi-infinitc domain with a
constrained concentration source and no biodegradation. Although no results are
shown, the numerical solution approximated the analytical solution for both passive
and advective-dispersive transport very well.

The numerical model was then compared to the analytical solution for two-

dimensional mass transport from a semi-infinite strip source (Cleary and Ungs, 1994).



The solution was obtained from the Prince package coded by Waterloo Hydrogeo-
logic Software. Cartesian coordinates were used for the numerical model simulations.
For this suite of simulations, biodegradation was considered to be a first-order re-
action in a manner similar to that employed by MacQuarrie et al. (1990). Using
a Monod kinetics formulation, they approximated first-order hydrocarbon decay by
maintaining a constant microbial population and a constant oxygen (electron accep-
tor) concentration. When K¢ > C,, and Ko < O, the biodegradation decay term

(see Equations 2.18 and 2.21) can be approximated by:

acC ~ —He0, M,h,

ot 1\’(; O~ —rC

which gives a first-order decay rate that is consistent with the representation of
decay in the analytical solution. Figure 3.1 shows the boundary conditions and the
parameters used for the hydrocarbon transport simulations. The comparison of the
numerical model to the analytical solution is shown in Figure 3.2; the match between
the numerical and analytical solutions is very good, which gives confidence that the
basic coding of the transport model is correct. The two solutions also compare well
for different times, for profiles off the centreline, and for approximating first-order

oxygen decay when the hydrocarbon concentration is held constant.
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Figure 3.1: Summary of the boundary conditions and the parameters of the numerical
model for the analytical comparison for hydrocarbon.
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Figure 3.2: Numerical model compared to an analytical model for simple advective-
dispersive transport with and without biodegradation for the centreline at t = 2.0 s.
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Chapter 4

Comparison of the Numerical

Model Results to Field Data

The geology, hydrogeology. hydrocarbon contamination, and microbial population
determined from field data collected for a bioventing pilot test, performed by Komex
International Ltd., are described in this Chapter. The air flow and transport and
biodegradation of hydrocarbon and oxygen trends observed during the field tests are
then compared to those trends calculated by the numerical model to establish its

performance, predictability, and accuracy.

4.1 The Field Site

4.1.1 Site Location and Characterization

The field site is located near Rocky Mountain House, Alberta, 200 kmn northwest of
Calgary, at the Gulf Canada Resources Limited Strachan Sour Gas £lant (Figure 4.1).
Remediation activities at the Strachan gas plant are the resoft, of & study initiated by
the Canadian Association of Petroleum Producers (CAPP) and Lnrironment Canada
to demonstrate remedial technologies for groundwater and soil contamination at Al-
berta gas plants. The initial remediation technology used at Strachan was soil vapour
extraction; however, the direction of the project turned to using bioventing upon ob-

serving indications of possible microbial degradation. The Strachan field site is an
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Figure 4.1: Location of the Gulf Canada Resources Limited Strachan Sour Gas Plant
(T37, RYWS5M).

39



example of an enginecred bioremediation site (NRC, 1993) rather than an intrinsic
bioremediation site, implyving that the microbial activities are increased due to mod-
ifications made at the site such as well installation, air extraction, etc. This study
uses field measurements taken by Komex International Ltd. after the shift in program

direction towards bioventing during the time period June, 1993 to August, 1994.

Stratigraphy

The unsaturated zone at this field site consists of two distinct geological units, a
glacial till unit and an alluvial sand and gravel unit, determined from observations
made during drilling with a large diameter rathole anger and from results of a geo-
physical study using the EM39 downhole conductivity tool. The uppermost unit is
a highly clectrically conductive glacial till which extends to 2.0 to 2.5 m below the
ground surface. This light brown till is described as a silty clay till of low plastic-
ity and possibly fractured, with some sand and gravel, and the occasional rounded
cobble (Komex, 1994b). The glacio-fluvial sand and gravel unit underlying the till
has a significantly lower electrical conductivity and extends to 6 to 12 m below the
ground surface. The top 2 - 3 m of this unit has more observed heterogeneities than
the lower 4 - 9 m. This tan to dark yellow (depending on the soil moisture content)
sand and gravel unit has a silty clay matrix and contains rounded clasts up to cobble
and boulder size (up to 0.4 m diameter) (Komex, 1994b).

The two surficial units are underlain by the Paskapoo Formation. This sedimen-
tary bedrock is comprised of gray shales interbedded with fine-grained sandstone

(Komex, 1994b).

Hydrogeology

The watertable is approximately 8 m below the ground surface in the glacio-fluvial
sand and gravel unit and approximately 2 m above bedrock. Scasonal groundwater
fluctuations up to 2.5 m per year have been observed which has resulted in signif-

icant smearing of the condensate, as discussed in Chapter 2, above and below the
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watertable (Environmental Research Advisory Council, 1994). The water level mea-
surements indicated the watertable was generally 1 to 2.5 m higher in the observation
wells in July than in April (Komex, 1994b). The watertable elevation decreases from

north to south indicating the direction of groundwater flow is towards the south at

approximately 1 m/day.

Hydrocarbon Contaminants

At the Strachan gas plant, an estimated 10 000 7n* of condensate has been accidently
released to the subsurface over an extended period of time (Environmental Research
Advisory Council, 1994) and has an areal extent of about 65 000 m? (Moore et al.,
1995). The thickness of appreciable hydrocarbon product floating on the watertable
is on the order of 2 to 3 m and is spatially variable over distances of 5 to 10 m. As
mentioned carlier, the condensate is composed mainly of intermediate light hydro-
carbons (C’s to Cy2), but may contain some C); to Cz components. The liquid, soil,
and vapour compositions of the light non-aqueous phase liquid (LNAPL) have vary-
ing amounts of straight chain (S), branch chain (B), and cyclic (C) aliphatic, and
aromatic (A) hydrocarbons. The liquid portion of the condensate is approximately
37% S, 20% B, 27% C, and 16% A. The vadose zone sorbed hydrocarbon compo-
sition is 30 - 90% S with a variable distribution of the remaining B, C, and A; the
vadose zone vapour hydrocarbon composition is 10 - 80% S or C with the remainder
being predominantly B. The spatial variations and uncertainties in these fractions
will significantly affect the determination of hydrocarbon transport and mass removal
because of both the uncertainty in the source condition and nonuniform hydrocarbon
mass removal. Different groups such as the straight chain aliphatic and the aromatic
(Cg or less) hydrocarbons will be removed preferentially according to their respective
solubility, volatility, adsorption, and biodegradation characteristics. Therefore, to
help simplify this problem and to focus attention on the more mobile hydrocarbon
fraction, hexane was used as a generic hydrocarbon to represent and describe the

volatization, vapourization, and biodegradation occurring at the site during the field
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tests. The behaviour of heavier compounds is considered briefly in the sensitivity

analysis presented in Chapter 5.

4.1.2 Temperature

The subsurface temperature was monitored with thermistors installed at a depth of
6.1 m below the ground surface in the extraction well. The subsurface temperature
range at the Strachan field site during 1993 was measured to be from 3°C to 10°C.
The average subsurface temperature for May was 5.5°C} for September, 9°C to 10°C;
and, for December, 6.5°C (Komex, 1994a). ' outrast, the surface air temperature
ranged from 20°C to 30°C in the summer to - ¢ .0 —30°C in the winter, showing
the cffect of seasonal variations in temperature on the subsurface diminished with
depth (KKomex, 1994a), as expected.

It was originally believed that lower biodegradation rates would coincide with
lower subsurface temperatures. However, it is now believed that different microbes
can acclimitize to different temperature ranges and can be as productive as the
microbes associated with warmer temperatures. Therefore, because the range in
temperature was approximately 5°C for the time period of interest and since lower
temperatures did not appear to impede biodegradation (Moore et al., 1995), temper-
ature was not considered to be a major factor in this study. An average subsurface

temperature of 8°C was assumed.

4.1.3 Data Collection

All the information reported in this study that specifically describes the Strachan
field site was collected by Komex International Ltd. The data collected include
soil moisture content, temperature, air pressure distributions, extraction rates, both
hydrocarbon and oxygen concentrations, and microbial counts. The Komex reports,
1993 Soil Vapour Extraction Program Summary Report (1994b) and 1993 Soil Vapour
Extraction i rogram Bioventing (1994a), provide details on the methods of collecting

and measuring the data and the accuracies of the measurements. Thus the following
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is an overview. During field monitoring, the accuracy of the measurements was
assessed by performing duplicate and triplicate analyses on a regular basis, especially
for the hydrocarbon and oxygen concentrations. The accuracy of the analytical
cquipment was monitored by using calibrated standards each day. In June, the
oxygen content v-as analyzed by a gas chromotograph with a thermal conductivity
detector (GC/TCD); in December, the oxygen content was analyzed by a handheld
Nova oxvgen/carbon dioxide analyzer (infrared detector for oxygen analysis). The
hydrocarbon concentration was measured by a GasTech Trace-Techtor calibrated for
hexane gas. The measurements prior to December should be considered accurate to

within +2.0% and after December accurate to within +£0.4%.

4.1.4 Site Parameters

The values for the parameters used to Zescribe site properties are listed in Table 4.1
while the parameter valnes which describe transport are listed in Table 4.2. Those
parameters which are shown with a range of values were deemed to be important
variables when describing biodegradation and are most extensively analyzed dur-
ing this part of the study. The ‘High' and ‘Low’ designations refer to the values
which contribute to increased biodegradation (High) and those which contribute to
decreased biodegradation (Low). The remaining parameters without ranges in values
are simply representative averages. Bulk densities of 1.75 g/cm? for the till and 1.65
g/em? for the sand and gravel were assumed. Those transport properties relating to
the hydrocarbon were calculated using hexane, which has a molecular weight of 86.2
g/mol, as the representative hydrocarbon. The molecular weights of air and oxygen
are 28.96 and 32.0 g/mol, respectively. The soil moisture content and the amount of
nutrients available for the microorganisms are assumed to be at appropriate levels for
microbial degradation at the site. It is further assumed that the water produced dur-
ing the biodegradation of hexane vapourizes, otherwise the residual water contents
would need to continually change in some unknown fashion. The biodegradation

parameters are listed in the section discussing the microbial population.
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4.1.5 Microbial Population

To determine whether or not hydrocarbon degrading microorganisms ware present
at the field site, soil samples were collected in December, 1993 from several locations
in the subsurface and analyzed. Hydrocarbon degrading microorganisms were found
to be present, with elevated populations within the soil vapour extraction test area
(Komex, 1994c). Currently, no method to predict the length of time the microbes
need to acclimatize exists (Alexander, 1994); therefore, it is assumed here that the
microbes have acclimatized to their environment and, further, that no additional nu-
trients are necessary. It is believed that Psychrophillic bacteria, which are typically
found in cold weather environments, are present; however, a mixed population of
indigenous microorganisms is most likely. The microorganisms are assumed to con-
sume the foreign hydrocarbon, hexane, and it is assumed that during biodegradation,

toxic products which may be harmful to the microorganisms are not formed.

Microbial Counts

The size of the microbial population was determined from microbial counts from
11 soil samples collected in duplicate from 4 different boreholes. The total counts
of the microbes varied from 10° to 10® viable cells / gram dry weight of sediment
(Encrgy & Environmental Research Center, 1994) and changed little vertically. The
microbial counts or the microbial soil population density were converted to microbial
concentrations using the method outlined by Chen et al. (1992). By assuming a
cell diameter of 1.0 um and a microbial density of 1.0 g/em? the initial microbial

concentration was calculated in mg active cell / £ soil (Table 4.3).

Biodegradation Parameters

In general, microbial parameters depend on the characteristics of both the mi-
croorganittis and the hydrocarbon. Table 4.3 lists the microbial parameters and
those parameters which highly influence biodegradation are again given a range of

values. The first colurnn m parameters indicates the values of cach of the parameters
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18
which will result in an increased rate of biodegradation (High) and the third column

represents those values which result in a decreased rate of biodegradation (Low).

4.2 Conceptual Model

4.2.1 Grid and Domain

The numerical grid was 21 by 61 nodes for a total of 1281 nodes and 2400 elements
(Figure 4.2). The glacial till unit extends from 0 71 to 2.0 1 and the extraction well
extends from approximately 4.8 m to 7.5 m below the ground surface. The numer-
ical grid is fixed at a depth of 8 m for all simulations. During advective-dispersive
trausport, concentration gradients are highest near the extraction well. To ease the
numerical computations, the grid discretization in this area is tighter. Concentration
gradients are smaller during passive transport and numerical computations are cas-
ier. Therefore, the grid necessary for advective-dispersive transport is also used for

passive transport.

4.2.2 Boundary Conditions

‘The conceptual model in Chapter Two describes the boundary conditions for advective-
dispersive transport. Passive transport is also studied and has slightly different
boundary conditions, the main difference being {low boundary conditions are not ap-
plicable. In passive transport, the extraction well boundary behaves like a symmetry
boundary, similar to the far right lateral boundary, and still has a zero concentration

gradient.
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4.3 Modelling Results

4.3.1 Setup for Comparison to Field Data

During the bioventing remediation field tests, air extraction occurred only from one
central well, SVE-1, and «vgen and hydrocarbon concentrations were measured at
multi-level monitoring wells iocated outward at different radial distances (Figure 4.3).
The multi-level monitoring wells were comprised of 3 nested wells with 0.3 m screens
installed at 3 different depths, where the letter C is used to represent the shallowest
screen, while A represents the deepest screen (Komex, 1994¢). The extraction well
had a 3 m screen which extended fror ~ ” to 8.3 m below the ground surface. The
numerical model simulations were de. 1o duplicate the field results specifically
for ML 1A, ML-3A, and ML-4A since complete data sets were available for these
wells and these wells were drilled to a depth of approximately 7 m into the zone of
contamination, slightly above the watertable. The median screen depth for the wells
of interest are 7.8 m for ML-1A, 7.4 m for ML-3A, and 7.5 m for ML-4A. Referring
to Figure 4.2, ML-3A and ML-1A are located near the extraction well in the area
of smallest grid discretization; ML-4A is located approximatcly at the halfway point
in the next size of discretization of the grid mesh. In the field, the concentration is
represented as an average concentration over the entire screen length; however, in
the model, the concentration is taken from a point (node) located approximately at

the midpoint of the monitoring well screen for each well.

4.3.2 Air Flow Comparisons

The soil permeabilities listed in Table 4.1 for both geologic units were determined
by inverse modelling, where the pressure distribution caleulated by the model was
compared to the pressure distribution measured in the field site at several monitoring
wells. 1t was determined that the till unit has a horizonial and vertical permeability of
6.0x10'2 m?; the sand and gravel unit has a hor:sontal permeability of 2.5x 10719 yn?

and a vertical permeability of 1.5 x 107! m?2. The calculated contrast in permeability
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values between the till and sand units is lower than expected. The till permeability is
higher than values given in Freeze and Cherry (1979) for a clay till. The discrepancy
in the values is probably because of desiccation which resulted in fractures which
would allow increase air flow through the unit. The weathered brown colour and
the fact that the watertable lies significantly below the till unit further supports
this hypothesis. For the reasonable match of the pressure distributions that was
obtained (Figure 4.4), the values of the soil permeabilities used in the model were
considered relatively good estimates and represented the permeabilities in all further
simulations dealing with the Strachan field site. The resulting velocity distribution
of these permeabilities is shown and discussed in more detail in Chapter 5.

A scnsitivity analysis was performed to determined what affects the pressure

drawdown curves. Aspects considered include: the effect of explicitly representing



the well radius in the domain and the effect of using a constrained pressure versus
a constrained flux to define the extraction well. During the sensitivity analysis, it
was determined that for constrained flux simulations. the pressure was the highest
in the middle of the well screen (Figure 4.5). In the field, however, it is observed
that for longer well screens (such as the one simulated here) larger amounts of air
are extracted at the top of the well screen than at the bottom of the well screen.

The representation of the extraction well in the grid domain proved to be impor-
tant for flow calculations. Two simulations were performed which used constrained
pressures along the well screen to define the extraction well; however, one simula-
tion explicitly accounted for a well radius of 10 em, the approximate radius of the
extraction well at the field site. Thus, instead of the axisymmetric model rotating
the grid about a line during the simulation, the actnal diameter of the field well
is incorporated. Figure 4.6 shows that when the well radius is not included, the
model nnderpredicted the pressure drawdown observed at the field site; thus it was
concluded that the well radius should be explicitly included.

‘The results of two sitnulations comparing the effects of representing the extraction
well screen as a constrained pressure boundary versus a constrained flux boundary
arc shown in Figure 4.7. Assuming a well radius of 10 ¢m, a total extraction rate of
0.305 £/s was cither calculated or specified for both simulations. The only difference
in the results of the two simulations was in the pressure near the extraction well. The
pressure was constrained at 4500 Pa for the one simulation; however, the pressures
near the extraction well were slighter higher when the flux at cach node was defined
as 0.0436 ¢/s. The constrained values of 4500 Pa or 0.0436 ¢/s both yield suitable
matches to the field data distant from the well and yield a total extraction rate
(0.305 £/s) that cori.sponds to the measured extraction rate. Because measuring the
pressure at the extraction well in the field is impossible due to well and screen losses, a
comparison of the calculated values to the measured value is not possible. Therefore,
determining which simulation predicted the pressure better near the extraction well

is not possible. Incorporating the size of the well’s radius and using a constrained
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pressire to represent the well screen appears to predict the pressure distribution more
accurately; however, for most of the bioventing field test data, only the extraction
rate was available, and therefore the simulations performed in this chapter used a

constrained flux to represent the extraction rate.

4.3.3 Biodegradation Comparisons

At the Strachan field site, three fundamentally different tests were performed to study
the bioventing remediation scheme and its effectiveness. The three field test. were:
(a) a Recovery Test, with passive transport only; (b) a Variable Flow Rate Test,
with advective-dispersive transport at different extraction rates; and, (c) a Respira-
tion Test, with alternating passive and advective-dispersive transport. For all the
tests, both hydrocarbon and oxygen concentrations were measured exreusitvely; the
concentrations of the microbes were measured only at one point in time. The initial
conditions of cach numerical simulation that represents one of the field tests try to
duplicave the same hydrocarbon and oxygen distributions depicted during the start
of that field test. The large hydrocarbon plume present at the field site extended
beyond the area being bioremediated. Therefore, when the hydrocarbon concentra-
tions decreased in the test site area, an influx of hydrocarbon mass probably occurred
along the watertable. To represent this ongoing source, hydrocarbon contamination
is represented as a continuous source along the watertable boundary during numeri-
cal simulations. To account for the smeared residual in the vicinity of the watertable
in the field, the first three layers of elements, representing approximately 1.2 m, in
the numerical grid have some initial hydrocarbon concentraticn. The hydroca:bon
concentration is zero everywhere else in the domain. The initial oxygen concentration
was 21% of an atmosphere everywhere in the domain to represent the oxygen levels
at the start of each field test.

The axisymmetric numerical model assumes horizontal, radial uniformity. How-
ever, for each specific field test the three monitoring wells (ML-1A, ML-3A, ML-4A)

displayed different trends in hydrocarbon and oxygen concentrations at essentially
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the same elevation. This spatial variability is probably the result of heterogencous
residual hydrocarbon distributions and possibly due to variable porous media prop-
crtics. Although a three-dimensional analysis of the problem would be ideal, this
would require even more data that can not be adequately quantified during the field
test. Thus, for each field test, three different simulations were performed to best
represent the observed trends at each monitoring well. In this way, three best fits
to the observed data were calculated; however, because of the unquantifiable hetero-
geneities, the behaviour of the system would best be represented and described by
some combination of the three different simulations. This uncertainty in the final
results is unavoidable given the spatial variability in the hydrocarbon distribution in
the subsurface.

Since little information on the microbial population exists, a direct comparison
of the field results to the numerical model results was not possible and the initial
size of the microbial population was used as a fitting parameter. The till unit had
an initial microbial concentration of 0.367 mg active ceil / £ soil whereas the sand
and gravel unit had an initial microbial concentration that was varied from 3.30 to
16.5 to 165 mg active cell / € soil. Although the model results could be used to
extrapolate what the behaviour of the microbes might have been, the behaviour of
the microorganisms was not extensively studied due to the high uncertainties. This
aspect is explored in more detail in the sensitivity analysis (Chapter 5). During
the different simulations, the size of the microbial population varied spatially due to
differential growth of the microorganisms, with the most growth experienced in the
zone of highest hydrocarbon contamination.

The focus of this part of the study was to determine how the size of the initial mi-
crobial concentration and the values of the biodegradation parameters influenced the
modelling results. The parameters which were studied extensively for the comparison
of field data to the numerical model results were: the initial microbial population,
M,; the initial hydrocarbon and oxygen concentrations, C; and ;; the hydrocarbon

Henry’s constant, H; the soil organic content, f,.; the organic carbon partitioning
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cocfficient, Itq.; the soil moisture content, 6,,; the maximum hydrocarbon utilization

rate, h,; and the half-saturation constants, K¢ and K.

Recovery Tests

‘The Recovery Test was the initial test performed in the field from June 10 to July
6, 1993 to determine if aerobic biodegradation of the hydrocarbon condensate was
occurring. After 36 days of continuous pumping from various extraction wells to
acrate the subsurface and bring oxygen concentration to atmospheric levels (21%), the
air blower was turned off and spatial oxygen concentrations were monitored over time.
No hydrocarbon concentration data was collected during the Recovery test. It was
observed that the oxygen concentration changed significantly in all wells, dropping
from 21% to approximately 2 - 5% during the fours wecks of passive transport. This
was taken to be a strong indication that aerobic biodegradation was occurring at the
site (Komex, 1994c). The oxygen concentration dropped rapidly at the start of the
test and then gradually declined with time indicating oxygen utilization was highest
initially after the blower was turned off (KKomex, 1994a).

For this first phase of the numerical modelling, the objecti* - 3 to determine pa-
rameter ranges which result in calculated oxygen trends that are similar to the trends
observed in the field. A series of simulations demonstrated the results were highly
sensitive to the value chosen for the different parameters which affect biodegradation
(My, hy, K¢, K¢, 0,, and H¢) and that different sets of values could produce similar
results. Three simulations representing the three different ranges of values for the
parameters closely matched the data obtained at the field test (Figure 4.8) and the
parameter ranges are outlined in Table 4.4 (only the parameters which are different
than the ones outlin' * in Tables 4.1, 4.2, and 4.3 are noted). The numerical sim-
ulations for Data Sets I, 11, and 111 all displayed increased oxygen utilization (rapid
decrease in oxygen concentrations) followed by a gradual decrease in the oxygen con-
centration similar to what was observed in the field. As a result, the three data

sets (High, Average, and Low) were used to describe the Variable Flow Rate and
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Ruupiration Tests as well.

The sensitivity of the numerical model results to the half-saturation constants and
the size of the initial microbial population was briefly investigated. The sensitivity
of the numerical model to these parameters, as well as others, is discussed in greater
detail in Chapter 5. The values vsed for K¢ and Ko are slightly higher for Data
Set 1 than the lower end of the rang: depicted in Table 4.3 because using the lower
values of 0.1 and 0.05 for K¢ and /... vespectively, overpredicted biodegradation
(Figure 4.9). Thus, the values outlined :n Table 4.4 for K¢ and Ko were used.
Figure 4.9 also shows the sensitivity to the initial microbial population. Using the
parameters for Data Set I1I (Low), the initial concentration was changed from 165
mg/l to 3.30 mg/L. The difference between the two simulations indicates that when
the biodegradation parameters are the same, oxygen and hydrocarbon utilization is
greatest with a higher microbial population concentration, as expected.

Figure 4.10 shows the difference in hydrocarbon trends between a simulation
using only vacuum extraction and a simulation which includes biodegradation. The
concentration trends are clearly different if biodegradation is not considered. All
three data sets give the samc trends; therefore, only one simulation from one data
set will be used to compare the hydrocarbon trends observed for the Variable Flow

Rate and Respiration Tasts.

Variable Flow Rate Test

The Variable Flow Rate Test consisted of a series of four step tests in which the
extraction rate was decreased three times over a 17 week period from August to
November. The two goals of the field test were to determine the effects of decreasing
the extraction rate on the biodegradation and volatilization and to determine the
lowest extraction rate which can replenish oxygen to sufficient levels (Komex, 1994c).
Prior to the start of this test, all the air extraction wells had been pumping for
approximatcly one month after the Recovery Test (Komex, 1994c). For the Variable

Flow Rate Test, the blower was only attached to SVE-1 and the extraction rate
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Figure 1.9: Comparing the difference between using different half-saturation con-
stants for Data Set I and using a different initial microbial population for Data Set
11 in Table 4.4,
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changed as follows: Step 1 - 118 £/s for 1 week; Step 2 - 76 £/s for 3 wecks; Step 3
- 42 f/s for 4 weeks; and Step 4 - 24 €/s for 9 weeks. Field observations tended to
indicate that the optimal extraction rate was 76 £/s hecause low hydrocarbon off-gas
concentrations were observed and oxygen supply seemed sufficient.

The test simulations for the Variable Flow Rate Test used the same model input
data sets as the Recovery Test (refer to Table 4.4); however. the source hydrocarbon
concentration was substantially different for cach simulation corresponding to each
of the three monitoring wells: 5000 ppm at ML- 1A, 75 ppm at ML- 3A. and 200 -
500 pprnat ML 1A, Initial oxyvgen concentrations were specified as 21%, 20%, and
18 of an atmosphere for the simulations representing conditions at ML-4A. ML-
JA. and ML LA respectively. These concentration values are based on the observed
concentration prior to the onset of the test. The oxygen trends calculated by the
model for cach data set (High, Average. Low) for cach monitoring well duplicate the
trends observed in the field reasonably well (Figures 4.11. 4.12, and 4.13). The
shapes of the curves for the model simulations. especially for well ML- 4A. indicate
that when the extraction rate is decreased. more oxygen is utilized and biodegradation
oceurs at a higher rate until some later time at which oxygen utilization declines and
biodegradation appears to reach steady-state. As well, after cach decrease in the
extraction rate. less oxygen becomes available in the svstem and the overall rate of
oxygen utilization decreases. Figure 4.12 shows the oxygen concentration changed
little during the variable flow rate test at ML-3A. This possibly indicates that the
activity of the microbes is reduced with verv low hydrocarbon concentrations.

Figures -1.11, 4.12, and 4.13 also demonstrate how important the initial concen-
trations are for both the hvdrocarbon and oxygen. With lower initial hydrocarbon
concentrations, less oxygen is utilized and therefore the biodegradation rate is lower.
It is important then that the initial oxygen levels be representative of the initial levels
observed in the field since too much oxygen initially in the system will overpredict
the oxygen remaining in the systemn during the model simulation.

Figure 1.1 shows the difference in the hydrocarbon trends for wells ML-1A and
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ML 3A for both the numerical model results with and without biodegradation and
the field results. Data Set 1. with an initial concentration of 500 ppm for well
ML 1A, is used as the representative model simulation since similar trends were
observed for all three data sets. This figure shows the hydrocarbon trends are best
represented by the numerical simulations which incorporate biodegradation since
those simulations without biodegradation overpredict the amount of hydrocarbon

present at the monitoring wells.

Respiration Test

The Respiration Test began directly after the Variable Flow Rate Test and involved a
series of tests which switched alternately between passive transport for approximately
10 davs and advective-dispersive transport for approximately 4 davs over a period of
6 months. The purpose of this test in the field was to determine if biodegradation
continued throughout the winter months and the results showed temperature had
little effeet on the rate of bioc »gradation (Komex. 1991c) and the system appears to
recover quickly when the extraction pump is turned off. The results of this test can
also he used to look for kinetic effects that might indicate that equilibrium phase-
partitioning does not represent the svstem in its entirety.

Althongh the Respiration Test was carried out from December 1992 to May 1994,
only the time period from December 3 to February 1 was simulated because of the
large amount of CPU time required for each simulation. Nonctheless, the reasonable
match between the numerical results and the four cycles of ficld data for this time
period indicate the numerical model could describe biodegradation occurring during
the respiration tests adequately. The test began with a period of pas<ive transport
and, for the time of interest, a total of three periods of advective-dispersive transport
occurred between four periods of passive transport. A high air extraction rate of 189
{/s was used in the field, and thus in the model, in order to acrate the subsurface
quickly to increase the oxygen concentrations quickly.

Figures 4.15. 4.16. and 4.17 compare the model results and the field data for the
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Respiration Test, where the initial hvdrocarbon concentration was 5000 ppin at wells
ML-4A and ML-3A, and 500 pprn at well ML -1\, The hydrocarbon concentration
measured at ML-3A at the start of the respiration test was nmch higher than the
valne measured at the start of the variable flow rate test. This is probably the
result of a flux of hydrocarbon from an area of increased hydrocarbon concentration
moving into the vicinity of ML 3A. previously an arca of deereased hydrocarbon
concentration. at some time between the two tests. The crosses on the figures indicate
the time when the mode of transport changes from cither advective-dispersive to
passive or vice versa. Again, the same three sets of parameters (High, Average,
Low) irom Table 4.4 were used for the simulations of cach well. It should be noted
that the model simulations in Figures 4.15 and 4.1¢ are the same, but are plotted
on two graphs to show how thev compare to the two different sets of field data
for those two wells. Both the model and field results for all three wells indicate
the oxygen concentrations increase during advective-dispersive transport (the model
does not quite increase to the levels cbserved in the field). and then rapidly decrease
during passive transport. This means the extraction rate was sufficient to increase
the oxygen supply to the microorganisms during air extraction. This also shows
that pulse-pumping may be necessary to increase oxygen concentrations to maintain
biodegradation if higher flow rates are used.

The hydrocarbon trends of the numerical model and the field data for ML 3A and
ML 1A are compared in Figures 4.18 and 4.19. A simulation without biodegradation
is also shown for comparison and Data Set 11 (Average) is taken as the representative
data set. The numerical results indicate that during passive transport (i.¢., no air ex-
traction) the hydrocarbon concentrations generally drop; however. the concentrations
then increase during advective-dispersive transport (i.e.. air extraction). This means
that the hydrocarbon concentrations are at their highest during advective-dispersive
transport since the air flow allows increased amounts of hvdrocarbon to move through
the svstem. During passive transport. this niobile hydrocarbon is consumed by the

microorganisms o decreased levels thereby preventing any significant contaminant
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Figure 1.18: Comparison of the hydrocarbon concentration of the field data to the
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migration. The numerical model slightly underpredicts the hydrocarbon concentra-
tions observed at the field. This is probably because the hydrocarbon variability at
the watertable can not be quantified adequately in the field and, therefore, cannot
be incorporated into and described by the numerical model.

The three data sets do not absolutely represent the ficld data obtained from
the Strachan ficld site, probably due to heterogencities. This may also partly be
due to inaccuracies in field measurements or due to Monod kinetics grossly over
simplifying the physical processes occurring in the field. Another reason may be that
the biodegradation parameters are not identical during both passive and advective-
dispersive transport. During advective-dispersive transport, the oxygen is moving
quickly through the system and perhaps does not dissolve into the soil moisture
as casily as compared to during passive transport, suggesting equilibrium phase-
partitioring may not be a completely valid assumption. Further investigation into

this arca would be valuable, but, unfortunately, is bevond the scope of this study.

4.4 Summary

The numerical model compared well to the data from the three different field tests
which studied biodegradation and bioventing. Oxyvgen utilization was generally fast
at the start of the simulations and when the initial hydrocarbon concentration was
high, whether a recovery test or a variable flow rate test was simulated. The oxygen
utilization gradually decreased until steady-state conditions were nearly reached later
in the simulations. The results of the model were sensitive not only to the biodegra-
dation paramei =i, bat also to the initial concentrations of the hydrocarbon, oxygen,
and microbial populition. The range of parameters chosen to describe the field site
appear to adequately represent the processes occurring at the field site.

veveral passibilities exist 1o explain why the parameter sets and the model results
could not exactly dunlicate the field data. Watertable fluctuations that may have
occurred ~t the field si' 2 are not accounted for in the model and therefore temporai

changes in the hyve'rocarbon concentration are not incorporated. Lateral movement
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of the hvdrocarbon along the watertable and the variable ow paths due to residual
nvdrocarbon vapourizing cannot be adoguately quantified by field data and cannot
be described by the numerical model. All heterogeneities present in the subsurface
annot [ quantified in the model which may influence the oxygen flow path towards
the zone of cont .1ination and the amount available for microbial degradation. Dur-
ing the time frame studied at the field site, other fields tests outside of the ones
modelled were performed (with very little data measured) and therefore may have
affected the microbial conditions and these alterations cannot be duplicated by the
model. Finally, and most importantly, due to heterogeneity and uncertainty, exact
paramecter values and their distributions cannot be obtained and thus exact computer

simulations are not possible.



Chapter 5

Sensitivity Analysis

5.1 Approach

A sensitivity analysis was performed to determine which parameters have the great-
est impact on transport and biodegradation. Through this analysis the uncertainty
in the model due to the uncertainty in the estimates of the system’s transport, mi-
crobial, and geologic parameters was studied. The analysis was centered around a
base case scenario, similar to the domain modelled in Chapter 4. and both passive
and advective-dispersive transport were considered.

‘The geology for the base casc was the same as the domain depicted for the Stra-
chan field data study which consisted of a 2 m glacial till unit overlying a 6 m
glaciofluvial sand and gravel unit. The same boundary conditions described in Chap-
ter 2 and Chapter 1 apply to the simulations performed throughout the sensitivity
analysis. The hydrocarbon source is constrained as a constant concentration along
the watertable boundary and the oxygen supply is constrained to atmospheric levels
(21% of an atmosphere) along the ground surface. Both lateral boundaries have zero
concentration gradients for both hydrocarbon and oxygen. The watertable boundary
is also a zero concentration gradient boundary for oxygen and the ground surface
boundary for hydrocarbon is a zero concentration boundary. The geology, microbial,
and contaminant parameters chosen for the base case were those parameters which

represented an average value for the ranges indicated in Tables 4.1, 4.2, and 4.3
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with the one exception being the initial microbial concentration was 3.3 mg/€ for the
sand and gravel unit and 0.367 mg/( for the glacial till unit. the lower end of the
values measured for the field site in Chapter 1. The base hvdrocarbon contaminant
considered was hexane and all properties were caleulated assuming a constant tem-
perature of 8°C. For advestive-dispersive transport. a constant extraction rate of 118
(/s was assumed and the well sereen was located in the same position as depicted in
Chapter 1.

During the sensitivity analysis both passive and adveetive-dispersive transport
were studied, where applicable. to gain an understanding of how the biodegradation
process varies between the two different transport scenari ~. The differences in the
amount of hydrocarbon and oxygen consumed by the microbes and the distribution
of hydrocarbon and oxyvgen during the two transport scenarios were analvzed. The
cffect that enhanced oxygen replenishment had during air extraction on the rate of
biodegradation was also studied.

‘The sensitivity analysis focused on identifying those factors which primarily affect:

(2) flow of air or the oxygen supply; (b) the amount and rate of biodegradation; and

(¢) the transport of hydrocarbon wit} . The effect that the extraction
rate. the well screen position. and + as well as the till laver thickness
and permeability had on the flc wiv were studied. The rate and
amount of biodegradation v 10 size of the initial microbial
population, the soil moisture ‘egradation parameters (K¢,
Ko, hy). lnvestigation into t cwibe death rate (b) had on the
biodegradation rate revealed th.. . -ameter has little effect on the amount of

hydrocarbon and oxygen utilized and only affects whether the microbial population
will grow or die. As a result, no emphasis was placed on the microbe death rate during
the sensitivity analysis. Changing the hydrocarbon contaminant under consideration
from the lighter hexane to heavier contaminants provided a combined study of both
biodegradation rates and transport. The transport process was further analyzed

from simulations that investigated the longitudinal and transverse dispersivities and
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unconstrained sources.

During the sensitivity analysis oxvgen and hvdrocarbon transport were the pre-
dominant focus. The growth and death of the microbes were studied during compar-
ison of different biodegradation rates. Unless otherwise specified. for cach simulation
the hydrocarbon. oxvgen, and microbial concentrations were examined at 600 honrs
(25 days). The pressure and velocity distributions were also examined for those cases

where the air flow field was modified.

5.2 Methods of Presenting Results

The hydrocarbon and oxygen concentrations are presented in two different formats
depending on the parameter(s) being analyzed.  The concentrations may be pre-
sented as relative concentration contours and depict the cross-sectional view of the
domain. Recall. however, that because axisvimmetric coordinates are used. these
cross sections represent conditions in all radial directions from the vertical well, The
hydrocarbon concentrations are represented by contours over three orders of magni-

tude, being 0.001. 0.01. and 0.1 to 0.9 (by increments of 0.2) where the watertable

(lower) boundary represents a constrained source with a relative concentration of

1.0. The oxygen concentrations are represented by two orders of magnitude. with
the contours being 0.01 (in only a few cases) and 0.1 to 0.9 (bv increments of 0.2).
and with the ground surface (upper) boundary having a fixed relative concentration
of 1.0.

Ground surface to watertable profiles at 600 hours are the sccond method of
portraying the results of the semsitivity analysis for both hydrocarbon and oxygen
concentrations, as well as for microbe concentrations. For each case, for advective-
dispersive transport, three profiles through the domain are represented: near the
extraction well (A); cither one quarter (B) or one half (C) the distance along the
domain; and at the far end of the domain (D). The passive transport cases are only
represented by one line () since this will indicate what is occurring along the entire

domain. Note that the vertical coordinates for the profiles are distances above the



watertable. rather than depths below ground surface. and so the gronnd surface is
indicated by 8 2n while the watertable surface iv ficated by 0 i, Hvdrocarbon and
oxyvpen concentrations are represented as a percentage of an atmosphere (i.e.. 0.5%
is cquivalent to 5000 pprny and microbe concentrations are in the units of mg/(.
The steady-state velocity distribution for the cases examining how different pa-
rameters affeet air flow are also represented by cross-sectional views of the domain.
Only velocities which are greater than 0.1% of the maxinmun are plotted and a scale
for the velocity vector is given in the bottom right corner of the figure in m/s. Where
pressure distributions are given. the pressure in Pascals is shown by contours over
four orders of magnitude: 0 to 10 (by 1): 10 to 100 (by 10): 100 to 1000 (by 100); and
1000 to 10000 (by 1000), where the extraction well represents the highest sustion.
Mass fate tables are included to quantifv the mass distribution (for hydrocarbon
and oxvgen) for certain simulations to emphasize differences relative to the base case.
The hydrocarbon and oxyvgen boundary mass siwenmaries indicate the cumulative
movement of hvdrocarbon and oxvgen across all the bonndaries as well as the amount
of cach utilized by the microbes. The *source’ for livdrocarbon is mass input at the
constrained source along the watertable: the ‘source’ for oxvgen is mass input from
the atmosphere at the ground surface. Stored mass summaries are also Lresented
for hydrocarbon and oxygen to indicate the distribution of the hvdrocarbon in the
aqueons. vapour. and sorbed phases and the distribution of oxygen in the aqueous
and vapour phases. When applicable. the amount of air extracted from and added

to the system is included. All mass values are in kilograms and are for the 600 hour

time period.

5.3 Base Case

As mentioned previously, the base case is represented by the domain used in
Chapter 1. Table 5.1 outlines the site parameters. the contaminant properties, and
the biodegradation parameters. The initial hydrocarbon concentration is 0.5% of an

atmosphere (5000 ppm) along the veatertable and zero elsewhere. The initial oxygen
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concentration is 21% of an atmosphere evervwhere.

Figure 5.1 depicts the hydrocarbon distribution for a) passive transport and b)
advective-dispersive transport at 600 hours (25 days). The hydrocarbon contour
closest to the ground surface is the 0.001 relative contour. Moving from this contour
towards the watertable the 0.01, 0.1, 0.3. 0.5, 0.7, and 0.9 contours follow. The
rightmost quarter of the domain for the advective-dispersive transport case behaves
very similar to passive 11ensport, confirming the extraction well has little influence in
that arca of the domain. This is also shown in the k> drocarbon profile in Figure 5.2
where diffusion () and advection in the far end of the domain (D) have similar
hydrocarbon trends. The air movement during advective-dispersive transport allows
for increased hydrocarbon migration near the extraction well in the zone of highest
air flow (see the velocity distribution in Figure 5.3). This enhanced vertical transport
of the hydrocarbon is largely the result of the vertical dispersivity value used; this
aspeet of the simulations will be examined in more detail later in the chapter. By
comparing hvdrocarbon distributions for both transport processes at 200 hours (8.3
days) and at 600 hours (25 days). steady-state appears to have been reached in
cach case. Oxygen transport will reach steady-state as well; however, steady-state
was not reached during the time frame used for the simulations in the sensitivity
enalysis. When the transport for both hydrocarbon and oxygen reaches steady-
state, the microbial growth will also be at steady-state. Note that steady-state can
be achieved because of the fixed boundary conditions of the numerical model. The
constrained sources, which will be realistic for hydrocarbon as long as appreciable
amounts of product remains in the subsurface, provide essentially infinite supplies of
hydrocarbon and oxygen. The amount of mass input into the system at the source is
equivalent to the amount of mass extracted at the well and utilized by the microbes;
therefore, these conditions allow for the attainment of steady-state concentrations.

Figures 5.4 and 5.5 depict the relative oxygen distribution for passive and advective-
dispersive transport, respectively, at 200 hours and 600 hours. At 600 hours, the con-

tour closest to the watertable is the 0.5 contour. moving towards the ground surface,
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the 0.7 and 0.9 contours follow with the ground surface representing 1.0. These two
figures indicate the oxvgen concentrations are continuallv decreasing through time as
a result of microbial degradation. For passive transport. the oxvgen decreases con-
formably across the entire domain; however. for advective-dispersive transport. only
the arca of low air flow experiences significant drops in oxygen levels (Figure 5.6).
Near the well adveetive flow is able to replenish the oxygen supply. Oxygen concen-
trations decrease by the same magnitude for both passive and advective-dispersive
transport in the right side of the grid. again indicating that diffusion is the dominant
transport mechanism in this arca.

Becanse steady-state air flow s specified. the amonnt of air flow entering te

svstem along the ground sur’ . the right lateral boundary must be equivalent
to the amount of air flow « ', the svstem via the extraction well. Only 3% of

the total input mass crosses the fae right lateral boundary which indicates that the
domain is sufficiently large and that the specification of atmospheric pressure is jus-
tified along that boundaryv. Table 5.2 sumnmarizes the mass fate for the hvdrocarbon
and oxygen for both transport scenarios. Air extraction results in the addition of
a substantial amount of oxvgen (two orders of magnitude more than the passive
case) into the system. In correspondence with the conceptual model, this increase in
oxygen availability allows for more hydrocarbon utilization by the microbes during
advective-dispersive transport. Because oxygen has a lower Henry's constant than
the hydrocarbon. more oxygen is available to the microbial population in the aqueous
phasc.

‘The microbial population experiences an overall decrease in size which may indi-
-ate the initial size of the microbial population may be too large or the microbe deatt:
rate is too high. Over this time interval, the microbial population either linearly in-
creases in size in areas of high hydrocarbon concentrations or decreases in size in areas
of low hydrocarbon concentrations, and do not vet reach steady-state concentrations.
“gure 5.7 shows that along the watertable, necar the hydrocarbon source where the

hydrocarbon concentrations in the aqueous phase are highest, the microbial popula-
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tion increases. The most growth is experienced in the area immediately adjacent to
the extraction well during advective-dispersive transport. The increased hydrocarbon
hiodegradation in the arca near the source results in decressed oxygen concentrations,
especially in the right side of the grid (area of lowest flow during advection) and as
a result the microbial growth is slower in this arca compared to near the extraction
well. Elsewhere in the domain, where lower hydrocarbon concentrations are present,
the microbial population declines and less oxyvgen is utilized.

IFor comparison to the base case, Figure 5.8 shows the hydrocarbon distribution
for a) passive and b) advective-dispersive transport at 600 hours for simulations
without biodegradation. The hydrocarbon distribution for Figure 5.8 shows signif-
icantly higher travel distances and unlike the base case, steady-state has not yet
been achieved. indicating that at this extraction rate, vacuum extraction alone is
insufficient to remove the hydrocarbon effectively. The mass removed during vac-
wum extraction is four times less than the total mass extracted at the well and
utilized by the microbes for the base case simulation with biodegradation. In order
to remove equivalent amounts of mass. remediation projects using straight vacuum
extraction would need much larger extraction rates (and possibly larger extraction
pumps) compared to bioventing projects and would require more surface treatment,
thus increasing costs. This figure therefore demonstrates the important role biodegra-
dation plays in hydrocarbon transport and suggests that remediation schemes should

consider using bioventing for more viable programs.

5.4 Till Layer Thickness and Permeability

‘The importance of the thickness of the till unit and the permeability contrast between
the two layers is explored in this section. Because the soil moisture content was
assumed to be independent of permeability, the passive transport behaviour for both
oxvgen and hvdrocarbon did not differ from the base case results. Thus passive
transport results are not shown.,

Simulations were performed to examine the effects of varying the thickness of the
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till layer from | i to 2 m (base case) to where no lower permeability nunit was present.
Pressure and velocity distributions are shown in Figure 5.9 fer an absent till laver
and in Figurc 5.10 for a 4 m thick till laver. When no layer is present, the radius of
influcnce of the extraction well decreases dramatically and the area of highest air flow
is reduced by half. For this case. no air low crosses the far right lateral boundary and
therefore all oxygen supply comes directl: from the ground surface in the vicinity of
the well. The thicker till laver exhibits a slight increase in the radius of influence and
a doubling of the calculated air flow (and oxvgen supply) entering the system from
the far right Iateral boundarv.,

IFigure 5.11 shows the hvdrocarbon distribution for advective-dispersive transport
for a) no till laver and b) a thicker till layer. Over half the domain behaves similar to
passive transport for the simulation without a till unit because the radius of influence
is smaller. In contrast, for the thicker till laver simulation, a slightly smaller portion
of the domain behaves similar to passive transport; vertical and lateral hvdrocarbon
migration is increased along the domain and more hyvdrocarbon is available to the
microbes for utilization. Figure 5.12 shows that oxvgen replenishment across the
domain is also increased due to the slightly larger radius of influence of the extraction
well. As expected the amount of hydrocarbon degraded is higher for this simulation
relative to the base case. Without the till laver, oxygen replenishment occurs in
a small arca only and decreased amounts of both hvdrocarbon and oxygen in the
svstem means significantly less hydrocarbon is biodegraded during this simulation
(Table 5.3).

'To represent the radially-symmetric air flow caused by extraction wells in the
ficld, the numerical model uses axisvinmetric, or cylindrical. coordinates meaning
the volume of the grid increases dramatically away from the well. Therefore, when
the radius of influence of the extraction well is larger due to a lower permeability
unit and more oxyvgen is added to the system further from the extraction well, overall
the total mass added the system is substantial. To increase the effectiveness of

bioventing a lower permeability unit is beneficial as indicated in Figures 5.11 and
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5.12. For the base case simnulation. the till laver can be considered as a leaky cover
since air does move through this unit, possibly through fractures. This type of
Javer appears to be highly effective since oxygen can be replenished in the area of
the extraction well. If the permeability contrast between the two lavers was too
high. the lower permeability layer would act as a relatively impermeable unit (as
demonstrated below). For sites with little permeability contrast between layers, a
surface cover could provide similar results. Providing the cover was not impermeable,
the oxygen supply from the atmosphere along the ground surface is increased because
the radius of influence of the extraction well is larger. At sites where surface covers
are not applicable. increasing the number of vertical extraction wells is necessary to
increase the areal extent of the oxygen supply in the arca being remediated.

‘The mass fate for the simulations in Figure 5.11 is given in Table 5.3. The thicker
till layer case experiences an increase in the amount of hvdrocarbon into the svstem
from the source which results in an increase in the amount of hydrocarbon present
in the agueous phase available for microbial degradation. More oxygen is utilized
because more viodegradation occurs for this case. The oxygen supply is slightly
replenished from the oxvgen flux across the lateral boundary and this combined with
the oxvgen added to the system along the ground surface is insufficient to maintain
the oxvgen concentration at atmospheric levels for any of the cases.

The permeability contrast between the till unit and the sand and gravel unit is
two orders of magnitude for the base case simulation. When the differerce in the per-
meability contrast is increased to three orders of magnitude, horizontal flow through
the sand and gravel unit, with minimal downward flow through the till unit, domi-
nates the system. The air flux across the lateral boundary is now higher than the air
flux across the ground surface boundary and consequently the solution is impacted
by boundary effrcts because the grid is too small for this problem. Simulation re-
sults, then, can only provide gross generalizations for this case. Since horizontal flow
dominates, transverse dispersion leads to increased hydrocarbon concentrations near

the well and oxygen concentrations are the highest near the lateral boundary since
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it acts as the oxyvgen source leading to increased oxvgen utilization. Consequently,
the arca near the extraction well does not experience oxyvgen replenishment and the

concentrations are half those of the base case.

5.5 Extraction Rate, Size and Position of the Well

Screen

Determination of the optimal air extraction rate is often required for site remediation
in order to decrease cleanup time. to increase the effectiveness, and ultimately to
minimize the cost of the remediation scheme. Five differeit extraction rates were
tested to determine which extraction rate best suited the base site to give the most
favorable hydrocarbon and oxygen concentration distributions. Figures 5.13 and
5.11 compare the hydrocarbon and oxygen profiles. respectively, for two different
extraction rates. 25 and 75 £/s. Recall that the extraction rate for the base case was
118 {/s. A decrease in the extraction rate decreases the vertical transport of both
hydrocarbon and oxygen, which decreases the amount of hydrocarbon and oxygen
added to the system and results in lower amounts of biodegradation (Table 5.4).
Little difference in the hydrocarbon and oxygen distributions between an extraction
rate of 75 {/s and 118 (/s is evident. However, the amount of hydrocarbon mass
extracted from the well in the vapour phase is less at 75 €/s and this would decrease
the amount of off-gas surface treatment required. Based on the criteria that off-
gas treatment be minimized while hydrocarbon losses be maximized, relative to the
base simnulation (Table 5.2), the mass fate summary for this simulation indicates an
optimal extraction rate of 75 ¢/s. For comparison, an optimal rate of 76 £/s was
estimated through the field tests at the Strachan field site (ISomex, 1994c).

The hydrocarbon distribution is highly affected by changing the position of the
well screen. When the bottom of the well screen is moved to 2 m above the watertable,
the amount of vertical hydrocarbon transport near the extraction well increases by 2

m as well. Oxygen utilization is not significantly different since oxygen replenishment
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Distance above watertable (m)

Figure 5.13: Hydrocarbon concentration profile for two different extraction rates, 25
and 75 (/s. See Section 5.2 for the location in the domain cach letter represents.
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oceurs readily in this region of high air How. The mass fate for this case and the base
case are similar. As ontlined below, however, the solution is more sensitive to well
screen position if a shorter sereen is used.
Various simulations were performed where the length of the extraction well sereen
was decreased by halfl resulting in approximately half the volume of air moving
through the system. This smaller screened interval was placed at various depths
during the simulations. When the well screen was placed close to the watertable,
the amount of vertical hvdrocarbon transport decreased because air flow converges
to a smaller point. When the well screen was placed close to the base of the till
unit, the amount of vertical hydrocarbon transport increased as only small low rates
ar induced deeper in the system (below the level of the well sereen). Figure 5.15
ko -5 the oxygen distribation for the simulations where the well sereen is a) near
the watertable and D) near the base of the till unit. When the extraction well is
rloser to the base of the till unit and does not extend to the watertable. an area
of decy~ased air flow develops betweer che watertable and the bottom of the well
scrern. In this area, oxygen replenishm: - is decreased resulting in deereased oxvgen
- ptrations compared to the base casc  che oxvgen and hvdrocarbon distributions
1 the smaller well screen close to the watertable and the base case are quite similar.
The base case removes 1.2 times more hvdrocarbon and utilizes almost the same
amount of oxvgen. However. the amount of mass extracted by the smaller well sereen
close to the watertable sinulation is 1.5 timnes less, indicating that less surface off-gas
treatment is required. Thus, a relatively short well screen closer to the watertable
is better in order to maximize hydrocarbon extraction and hydrocarbon and oxygen

utilization near the extraction well.

5.6 Initial Microbial Concentrations

The size of the microbial population strongly influences the amount of hydrocarbon
and oxygen utilized. Increasing the initial concentration of the microbes from 3.3

to 16.5 to 165 mg/¢ changes the mass fate for these scenarios.  Higher microbial
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Adveetive-Dispersive Transport
Hydrocarbon Oxvyvgen
(kg) (kg)
Boundary Mass Summary
lateral 1.9 x 10¢ 7.6 x 10
‘source’ 1.7 x 10° 5.1 x 10°
extracted -6.0 x 10° ~Ld x 10°
utilized -1.6 x 10° ~8.9 x 10!
Stored Mass Summary
vapour 6.0 x 10! 2.0 x 10
aqueous 1.8 x 10 ! 1.5 x 102
sorbed 2.3 x 10! NA

Table 5.5: Mass fate for a higher microbial concentration.

concentrations utilize more hvdrocarbon and oxyvgen and less mass is extracted from
the system (Table 5.5). Increasing the initial microbial concentration by two orders
of magnitude (to 163) results in five times as much hvdrocarbon and oxvgen uti-
lized during advective-dispersive transport and twice as much utilized during passive
transport. Relative to the base case. lesser amonnts of hydrocarbon and oxygen are
available in the agueous phase for the microbial population. However. overall, more
mass has been added to the system at the constrained source due to the inereased
amount of mass removed from the system. Through time, greater amounts of hydro-
carbon and oxygen have been available to the microbial population for utilization and
thus more biodegradation occurs for increased microbial populations. As well, com-
pared to the base case, the amount of vertical hydrocarbon transport as indicated by
the 0.001 relative contour is less for both passive (1 m lower) and advective-dispersive
transport (2.5 mn lower).

Figure 5.16 shows the oxygen distribution for the increased microbial population.
The increased size of the population requires more oxygen and the oxygen concentra-
tions are decreased compared to the base case, even in the area near the extraction
well. Because of this, the concentration of the oxygen in the rightmost quarter of the

domain decreases by two orders of magnitude. The oxyvgen supply decreases quickly
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in this stagnant arca and can no longer sustain microbial activities; therefore, unlike
the base case, the size of the microbial concentration decreases. This may imply that
165 mg/¢ is too large for the initial microbial condition evervwhere in the domain,
especially in arcas of low air flow and low hydrocarbon concentrations, similar to
what was indicated by the results for the base case simulation (Figure 5.7). During
advective-dispersive transport, in the area of highest flow and increased oxygen sup-
ply, more oxygen is utilized by the microbes and therefore less mass is extracted in
the vapour phase. The activities of a microbial population this size indicates that for
optimal oxygen replenishment. an increase in the extraction rate or in the number of
extraction wells should be cousidered to adequately acrate the area.

The overall mass sumnmary for the microbes indicates a decrease in the total size
of the microbial population over time. However. in arecas, near the extraction well for
example, the microbial population increases where ample hydrocarbon and oxygen
in the aqueous phase arc accessible to the microbes. In arcas with an insufficient
supply of oxygen and with low hyvdrocarbon concentrations. the microbial population
decreases (Figure 5.17). When the hydrocarbon concentrations are at low levels for
most of the domain. a decrease in the overall size of the microbes is expected since

the substrate concentration is unable to sustain microbial activity.

5.7 Soil Moisture Content

Because the microbial population is assumed to exist only within the soil moisture,
the microbes utilize hydrocarbon and oxygen in the agueous phase. Thus, the soil
moisture content, or water-filled porosity, will have a strong influence over the rate
of biodegradation.

Figure 5.18 compares the oxygen concentration profiles for two simulations where
the soil moisture content is (a) increased to 15% in the till unit and to 10% in the
sand and gravel unit and (b) decreased to 4% in both units. Recall the soil moisture
content is 7.7% in the till unit and 6.2% in the sand and gravel unit for the base case.

An increase in the soil moisture content corresponds to an increase in the hydrocar-
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bon and oxygen concentrations per volume of porous medium available for microbial
utilization which corresponds to an increase in the amount of biodegradation (Ta-
ble 5.6). The increased amount of hydrocarbon utilized results in a decrease in the
amonnt of hyvdrocarbon mass extracted from the well. A decrease in the soil mois-
ture content corresponds to a decrease in the amount of biodegradation and slightly
more vertical hvdrocarbon migration occurs for bota passive and advective-dispersive
transport.

Table 5.6 indicates a greater amount of oxygen is utilized when the soil mois-
ture content is increased. Although an increased soil moisture content increases the
amount of mass biodegraded in the system, it also decreases the amount of oxygen
in the svstem at a faster rate than the base case. Therefore. for sites with high soil

moisture contents, oxvgen replenishment may need to be enhanced.

5.8 Biodegradation Parameters

‘To determine the effect that the rate of biodegradation has on the amount of hy-
drocarbon and oxygen utilized. the microbial parameters (maximum utilization rate,
hydrocarbon and oxygen half-saturation constants, and the microbial death rate)
were varied over a range of values (Table 5.7) to give increased or decreased rates of
biodegradation. where the average biodegradation rate case is equivalent to the base
Ase.

Figure 5.19 illustrates the difference for advective-dispersive transport for hy-
drocarbon when a) ar increased rate of biodegradation and b) a decreased rate of
biodegradation is simulated. The passive transport simulations had similar variations
in the hydrocarbon trends relative to the base case. The increased rate of biodegra-
dation casc exhibits similar trends in the hydrocarbon distribution as the advective-
dispersive transport cases without a till layer (Figure 5.11) and with an increased
size in the microbial population (not shown). The similarity with the latter case
indicates that for these simulations a greater number of microbes biodegrade equiv-

alent amounts of hydrocarbon (Table 5.5) to the same extent as a smaller number
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Parameter  Units Increased Average Decreased
Biodegradation Biodegradation Biodegradation
(Base Case)

h, g T 1.83x 10 * 1.026 x 10 7 579 x 1075
K¢ mg/t 0.10 0.32 1.0
Ko my/t 0.05 0.16 0.50
b g ! 1.16 x 10 8 8.20 x 10 8 5.7¢ x 1677

Depth (m)

Depth (m)

Table 5.7: Biodegradation parameter ranges for the sensitivity analysis.
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Figure 5.19: Hydrocarbon distribution for advective-dispersive transport for a) an
increased biodegradation rate and b) a decreased biodegradation rate. See Section
9.2 for the description of the contour labelling.
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Advective-Dispersive Transport
Hydrocarbon Oxyvgen
(kg) (kg)
Boundary Mass Summary
lateral 8.4 x 10° 8.2 x 103
‘source’ 1.6 x 109 5.1 x 10°
extracted -6.9 x 10° —4.5 x 10°
utilized  —1.5 x 10° -8.1 x 10*
Stored Mass Summary
vapour 6.5 x 10! 2.0 x 10*
aqueous 1.9 x 10 ! 1.5 x 102
sorbed 2.5 x 10! NA

'Table 5.8: Mass fate for the increased rate of biodegradation and hexane transport.

of microbes which utilize hydrocarbon faster (Table 5.8). ‘The microbial population
in the decreased rate of biodegradation case utilize little hvdrocarbon (almost an
orcler of magnitude less than the base case) which results in increased hydrocarbon
transport across the entire domain. Microbial activity is evident in this case since the
amount of vertical hydrocarbon m? ration is still less than when no biodegradation
Is assumed to oceur (Figure 5.8). At 600 hours, the hydrocarbon distribution had
not vet achieved steady-state for the decreased rate of biodegradation simulation.
A decreased amount of oxygen was utilized for this case as well; oxygen concentra-
tions were greater than 19% of an atmosphere everywhere in the domain. Oxygen
concentration levels for the base case decreased to 6% of an atmosphere in the area
of low flow. In contrast, the oxygen concentration levels declined over one order of
magnitude in this area for the increased biodegradation rate case and almost five
times as much oxygen was utilized by the microbes.

The size of the microbial population was lowest for the decreased biodegradation
rate case and highest (by approximately four times) for the increased biodegrada-
tion rate case. For all simulations, the size of the microbial population was only
slightly larger for advective-dispersive transport than for passive transport - lich

correlates to slightly higher amounts of hydrocarbon and oxygen being degraded
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during advective-dispersive transport. Again microbial growth was greatest near the
extraction well and close to the hydrocarbon source. For the inereased biodegrada-
tion rate case, the microbes grew to 205 mg/¢ (from 3.3 mg/¥f) in this area; for the
base case with an average rate of biodegradation the microbes only grew to 5.0 mg/(.
Growth did not oceur anywhere for the decreased biodegradation rate case due to
the low amounts of hydrocarbon and oxygen utilized and the microbial population
decercased to 1.0 g/ € across the entire sand and gravel unit. which may also indicate
that the microbe death rate was too high. The other two simulations also experienced
a decrease in the size of the microbial population in the arca of the sand unit that
extends 1.0 above the watertable to the base of the till unit where low hydrocarbon
concentrations were present. In this area. the microbial population decreased to 3.2

mg/( for the increased biodegradation rate case and to 2.8 mg/f for the base case.

5.9 Different Hydrocarbon Contaminants

This section of the sensitivity analysis compares transport and biodegradation for
three different hydrocarbon contaminants: hexanc, dodecane, and benzo[a]pyrene.
‘The contaminants, dodecane and benzo[a]pyrene. were chosen as they both are man-
ufactured in the petroleum refining industry and therefore may be present at sites
similar to the Strachan Gas Plant were bioventing may be implemented for remedi-
ation. Table 5.9 outlines the chemical propertics for the three hydrocarbons. With
respect to this study, the dificicuces in the Henry's constant, H, and the organic
‘arbon partitioning coefficient, K,., which affect partioning of hydrocarbor into the
aqueous phase and the retardation factor of hydrocarbon, have the most influence
on transport and the amount of hydrocarbon biodegraded. The ratio of oxygen to
hydrocarbon consumed, G, is different for the three hydrocarbons due to the dif-
ferences in their snolecular weights and these values are also included in Table 5.9.
To deercase the number of changing variables, the source concentration for all three
contaminants was 5000 ppm. This concentration maybe too high for benzo[a]pyrene

and as a result the amount of transport is probably less than what is described below.
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Similar to hexane, three different simuiations for dodecane were performed to
determine the effects increased. average, and decreased biodegradation rates had on
transport using the same parameters outlined in Table 5.7. To compare hexane and
dodecane at effectively equivalent times, the simulations for dodecane were three
times longer (1800 honrs or 75 days) to account for the retardation factor which
is three times greater for dodecane in the sand and gravel unit. The hydrocarbon
distributions for both passive and advective-dispersive transport for dodecane at 1800
hours were basically identical to the distributions for hexane transport at 600 hours
for all three biodegradation rates: increased. average. and decrcased. The oxygen
distributions for the three cases do have slight differences compared to hexane for
both :;  assive and b) advective-dispersive transport as shown in Figure 5.20 for the
average lhodegradation rate case. The oxvgen concentrations are twice as high for this
case compared to the base case. Both the increased and decreased biodegradation rate
cases for dodecane also show higher concentrations of oxvgen in the domain at the ena
of the simulation time. Dodecane has a larger Henry's constant compared to hexane
and so less hydrocarbon partitions into the aqueous phase. Less oxygen is utilized
and as a result an increased amount of oxvgen is present in the aqueous and vapour
phases thronghout the domain. Mass balance calculations indicate that the microbes
utilize greater amounts of hyvdrocarbon during the simnulation for dodecane transport
relative to hexane transport. At 1800 hours the amount of mass released from the
source in the dodecane simulation is almost an order of a magnitude more than the
base hexane case. Over the time period an increase in the amount of hydrocarbon
utilized by the microbes occurs since more hydrocarba:; has been available to the
microbes. but the rate of biodegradation is slower as indicated by the decreased
amount of oxygen utilized. Therefore, the oxygen supply can be replenished to higher
levels in the simulations for dodecane than in the simulations for hexane.

‘The microbial population size for the dodecane simulations is substantially smaller
due to less oxygen utilization and slower biodegradation compared to the hexane sim-

ulations. The lower amounts of hyvdrocarbon in the agueous phase result in lower
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Figure 5.20: Oxygen distribution for a) passive transport and b) advective-dispersive
transport at 1800 hours for dodecane with an average rate of biodegradation. See
Scction 5.2 for the description of the contour labelling.



amonnts of substrate available for microbia' . rowth. In the areca of optimal condi-
tions near the extraction wel! and the hydrocarbon source, three times less microbial
growth is evident during dodecane transport compared to hexane transport.
Benzo[a]pyrene has a very large retardation factor (on the order of 108) due to
a very small Henry's constant and a large organic partioning coefficient. Hydro-
carbon transport for benzo[a]pyrene is less than the base hexane passive transport
case. For benzo[alpyrene, no difference between advective-dispersive transport and
passive transport is evident since this hydrocarbon is basically immobile due to the
very high retardation factor and a very low vapour pressure. The slow transport of
benzo[a]pyrene is therefore due to chemical properties and not due to biodegradation
parameters. The mass fate calculations for these simulations indicate biodegradation
is occurring. but the decreased amounts of oxygen and hydrocarbon utilization indi-
cate a slow rate of biodegradation. The decreased oxygen concentrations in the area
of the benzola]pyrene hvdrocarbon distribution appear to indicate the microbes are
utilizing oxvgen at a high rate. Instead. the concentration of the hvdrocarbon in the
aqueons phase is so high that an increased amount of oxvgen is utilized. but relative

to hexane, the amount of hvdrocarbon biodegraded is orders of magnitude less.

5.10 Dispersivities

The longitudinal, o, and transverse, o;, dispersivities may exert considerable con-
trol over the sharé of the hydrocarbon plume that develops during extraction at a
contaminated site. However, values for dispersivities ere difficult to quantify and are
tvpically determined from curve fitting. For the base case simulation, the longitudi-
nal and transverse dispersivities differ by a factor of 10, where o is 1.0 m and a, is
0.10 mn. When the transverse dispersivity is decreased to 0.05 m so the dispersivities
differ by a factor of 20, less vertical transport occurs, as expected. For this case, the
hydrocarbon 0.001 relative contour line has the same trend and lies approximately
where the 0.01 relative contour line for the base case lies. The mass fate for hydrocar-

bon, relative to the base case. shows approximately 1.2 times less mass is extracted
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at the well and also utilized by the microbes resulting in less mass placed into the

system at the source. The oxygen distribution and mass fate for this case and the

base case are basically the same.

5.11 Unconstrained Source

For all of the ficld simulations and the sensitivity analysis, a constrained source has
been assumed. This is equivalent to a site with high levels of contamination where
a limitless supply of hydrocarbon product is available in the area being remediated.
At the end of a site’s remediation program, nearly all the produet should have been
removed and all that would remain would be pockets of contamination throughout
the domain. In order to replicate this scenario in a simplified manner, simulations
were performed where the hydrocarbon source nodes were unconstrained after 200
hours and allowed to deplete. This enables a rough determination of the time re-
quired for hydrocarbon removal and how the removal would occur. The simulations
indicatc that removal of the hydrocarbon contaminant would be relatively fast: air
extraction decreased the remediation time required and the hydrocarbon persisted in
the domain 8 hours longer during passive transport. Equilibrinm phase-partitioning
is still being assumed; however, without a constrained source this assumption may
becomie a less suitable approximation. Investigation of this aspect in fature studies
may be necessary.

Previously, the magnitude of the oxygen concentrations during transport were the
same for both passive and advective-dispersive transport. However, for these sim-
ulations, the oxygen concentration levels dropped to 14% of an atmosphere during
passive transport and only decreased to 18% of an atmosphere during advective-
dispersive transport in the lower half of the grid. Biodegradation continually de-
creased the amount of hydrocarbon in the system so less oxygen was required by
the microbes. The oxygen supply in the system could then incresse towards atmo-
spheric levels during advective-dispersive transport due to the continual supply from

the ground surface.



During advective-dispersive transport. the hydrocarbon remains the longest in
the arca of low air How in the lower right part of the domain. For an unconstrained
source without a till layer. the hydrocarbon that remains extends twice as far across
the domain compared to a simulation for an unconstrain«d source with a till layer
and persists in the subsurface longer due to the decreased radius of influence of the
extraction well when no cover or lower permeable nnit exists. The oxygen concentra-
tions for the simulation without a till layer decrease to 14% of an atmosphere, similar
to the passive transport case with a layer, indicating in this arca where hydrocarbon
is still present only diffusion is occurring. The results of these simulations show the
geology and surface structures which can act as covers are important factors to con-
sider during bioventing. Without a cover or a lower permeable unit. remediating a
site to acceptable levels may be difficult since the oxygen supply decreases in low air
flow areas and is only replenished through diffusion. Optimization of the remedia-
tion by cither adding more extraction wells or a temporary surface cover to increase
the radins of influence of the extraction well is necessary in order to have increased

oxvgen replenishment in arcas which otherwise have a low oxygen supply.
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Chapter 6

Coruclusions

Bioventing is a remediation technique that combines vacuum extraction with micro-
bial degradation in such a way that mass removal is optimized while hydrocarbon
extraction is minimized. Field observations and results from this study indicate
bioventing is a promising technology to remove subsurface contamination. Although
both vacuumn extraction and bioventing remove hydrocarbon mass from the subsur-
face, it appears vacuum extraction is the superior remediation technique when pools
of condensate and high hydrocarbon concentrations cxist in the subsurface, generally
at the start of remediation programs. However, bioventing is the superior remediation
technique when the amount of hydrocarbon mass is low and spread discontinuously
throughout the subsurface, generally near the end of remediation programs.

An axisyminetric finite-clement model was developed to describe bioventing that
incorporated air flow, hydrocarbon contaminant and oxygen transport, and microbial
degradation. Tlis study has made use of the realistic assumption that air flow
may generally be considered to be at steady-state during air extraction and that
the usual equations which describe groundwater flow and transport can be modified
to describe advective-dispersive transport of both hydrocarbon and oxygen in the
unsaturated zone. Biodegradation of hydrocarhon contamination in the subsurface
may be described by dual Monod kinetics which also gives rise to non-linear coupling
terms in the two transport equations.

The results of the numerical model simulations compare well to field data collected
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for three different field tests which studied biodegradation and bioventing. Both the
model resnlts and the field data showed oxvgen utilization by the microbial population
was generally faster at the start of the simulations/tests when the initial hydrocarbon
concentration was high. The initial concentrations of hvdrocarbon, oxvgen, and the
microbial population affected the numerical results; therefore, obtaining accurate
measurements of this information during field studies is important. The range of
biodegradation parameters. including the size of the microbial population, used in
the numerical model adequately described biodegradation at this field site and thus
the model appears to represent the processes occurring during bioventing.

The size of the microbial population and the biodegradation parameters have
the greatest impact on the amount of hvdrocarbon degraded. The advantages of a
large microbial population are increased amounts of hydrocarbon degraded and de-
creased amounts of hydrocarbon extracted; a corresponding disadvantage is that the
oxygen is depleted faster and replenishment may need to be optimized for long term
operations. The biodegradation parameters which highlyv affect the amount of hydro-
carbon and oxygen utilized are the maximum hydrocarbon utilization rate and the
hydrocarbon and oxygen half-saturation constants. Increasing the maximum hydro-
carbon utilization rate and decreasing the hydrocarbon and oxvgen half-saturation
constants results in an overall increase in hydrocarbon biodegradation. The amount
of biodegradation was comparable to thie amount of hydrocarbon degraded when the
microbial population was at its highest concentration for the parameters chosen for
this study.

During advective-dispersive transport, almost twice as much hydrocarbon and
oxygen are degraded relative to passive transport. As a result. the amount of hy-
drocarbon released to the unsaturated zone from the residual and pooled source is
enhanced during advective-dispersive transport. Although the same magnitude of
oxygen is utilized for both passive and advective-dispersive transport, oxygen replen-
ishment during air extraction means higher concentrations of oxygen in the area of

dominant flow, allowing for an increased amount of hvdrocarbon degraded. There-
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fore. more microbial growth is exp-rirnced during advective-dispersive transport,
especially in areas close to the hvdrocarbon source and the extraction well (area of
increased oxygen replenishment).

After accounting for the retardation factor, transport for two of the contaminants,
hexane and dodecane, chosen for this study behaved similarly. However, the rate of
biodegradation is slower for dodecane because dodecane has a larger Henry's constant,
resulting in less hydrocarbon partitioning into the aqueous phase. This indicates the
chemical properties. such as the Henry's constant and the organic partitioning coeffi-
cient, are important to consider when analyzing how much biodegradation occurs at
field sites with various hvdrocarvon contaminants. For example, the slow transport of
benzo(a]pyrene at a first glance may appear to be caused by increased biodegradation;
however. in reality it is primanly due to the chemical properties of benzo[a)pyrene.

To optimize the cfficiency of bioventing for site remediation. several factors should
be considered. With high soil moisture contents, an increased amount of hydrocarbon
is degraded since more oxygen and hydrocarbon are present in the aqueous phase.
The extraction well should have a relatively short well screen placed as close as
possible to the hydrocarbon source. An analysis of the amount of hydrocarbon and
oxygen utilized versus the amount of hydrocarbon extracted is necessary to determine
an optimal extraction rate. The most important factor to consider is the radius of
influence of the extraction well. A site with an extraction well that has a large radius
of influence will require a shorter remediation time. Therefore, ficlds site that have
a lower permeability unit overlying the unit with hydrocarbon contamination will
be remediated faster since the oxygen is supplied to the microbial population over a
greater distance. A surface cover would provide similar results.

The values for the parameters describing hydrocarbon biodegraation in the un-
saturated zone need to be investigated further. Currently, the values for these pa-
rameters reported in the literature are predominantly for saturated biodegradation.
Using the same range of values determined in this thesis for the maximum hydro-

carbon utilization rate, the hydrocarbon and oxygen half-saturation constants, and

-
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the microbial decay rate for three different contaminants may oversimplify the prob-
lem. especially when a mixture of contaminants is present.  Also, more bioventing
ficld studies are required. This study was at times limited by the data available
and detailed measurements of the hvdrocarbon, oxygen. and microbial concentra-
tions throughout the entire remediation project as well as detailed information on
the geologic properties could have increased the accuracy of the model simulations.
For example. the size of the microbial concentration controls the amount of hydro-
carbon degraded; therefore, throughout a remediation project measurements of the
subsurface microbial concentrations initially as well as through time will indicate if
the numerical model is accurately predicting the changes in the size of the microbial

population.
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