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Abstract 

Infrastructure projects for harnessing renewable energy (e.g., Wind Farm Project) have recently 

gained popularity because of their low adverse impact on the environment. However, the risk 

assessment of the Wind Farm Project involves numerous challenges since historical data for these 

projects are either scarce or of low quality. Therefore, risk assessments for renewable energy 

infrastructure projects must heavily rely on the expert assessment of different risk factors 

associated with achieving project objectives in terms of cost, time, quality, and safety. Accordingly, 

the risk assessment of the Wind Farm Project needs to be tackled as a multi-criteria group decision-

making problem, which necessitates building consensus between individual decision-makers who 

each supply their preference indices for decision alternatives (i.e., risk factors). 

 

In group decision-making problems, consensus must be built between individual decision-makers 

whom each supply their preference indices for decision alternatives. In this study, a new multiple 

criteria group decision-making technique is introduced for the risk assessment of the Wind Farm 

Project by building consensus among decision-makers—who have determined their decision 

alternative preferences representing the aggregated preference indices of decision alternatives as 

to the principle of justifiable granularity type-2 fuzzy numbers, thereby producing an interval-

valued fuzzy set that represents the aggregated value of the reference indices assigned to decision 

alternatives by decision-makers.  
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The preference indices obtained from each expert and linguistic conflicts are realized and clarified 

through the analytic hierarchy process. Moreover, the introduced multiple criteria group decision-

making technique is used to assess risk for Wind Farm Project. Then, the construction work 

packages are ranked based on how much they contribute to the overall risk or uncertainty involved 

in achieving the project objectives for time, cost, quality, and safety. Due to insufficient real 

experts` knowledge, data is much more valuable, and the principle of justifiable granularity selects 

and elevated the consensus of decision-making problems, which excludes the extreme preference 

of experts. Partial preferences of experts can be elevated higher through the exploration and 

elevation of the multiple criteria group decision-making consensus, which relies on the constraints 

of randomization and particle swarm optimization, the elevation of information granule, and its 

corresponding granularity includes more experts` preferences without losing too much 

preciseness. The main objectives of the thesis are aiming at the collection of consensus through 

the principle of justifiable granularity and the exploration and elevation of consensus. 
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Chapter 1 Introduction 

 

Considering that artificial intelligence can replace humans in some aspects of predictive, 

classification, and decision making, it is widely expected to find more efficient and less expensive 

methods for decision making in projects. There is the Human-Centric System that incorporates the 

system of the human perspective, which is proposed for better decision-making. While facing a 

decision-making problem with insufficient, rare, or low-quality data or even without data, this 

Human-Centric System, with its expressed preferences and judgments from invited experts, is 

vital[1].   

 

Promoting performance on infrastructure projects is an essential topic in numerous fields. 

Exploring the appropriate balance between safety, efficiency, and construction and maintenance 

costs is necessary and beneficial for improving the performance of the infrastructure of a Wind 

Farm Project. To be more specific, the assessment of numerous risks addressed through their life 

cycles on a Wind Farm infrastructure project is a significant component of the promotion of cost 

and construction. Renewable energy projects that can harness energy from renewable resources, 

such as solar panels and wind farms, have attracted much concentration from academia recently.[2] 

However, insufficient and low-quality data contributes to the challenge of infrastructure risk 

assessment. Allocating the evaluation assignment to authoritative specialists will reduce the 

difficulties of assessment and provide accurate and high-quality data. Therefore, comprehensive 

multiple risk assessments for Wind Farm Project can be treated as group decision-making 

problems. There are four criteria that should be assessed in order to evaluate the comprehensive 

risks of the project: cost, time, quality, and safety. Thus, the risk assessment for Wind Farm 

infrastructure projects can be treated and tackled using multi-criteria group decision-making 

(MCGDM) techniques. 
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Saaty developed the analytic hierarchy process (AHP) for multi-criteria decision-making (MCDM), 

which depends on the pairwise comparison of decision alternatives and criteria. [3] This technic is 

widely applied and can obtain a successful outcome in decision-making problems.[4] However, 

there are defects in terms of consensus-building for this mechanism, and it is challenging to utilize 

this mechanism in group decision-making. In order to collect an appropriate consensus outcome 

from group decision-making, the resolution of consensus should be supported by the majority of 

decision-makers, rather than including and being impacted by a few radical decision-makers. Then, 

the methodology can be developed for consensus-building for the aggregation of the preference of 

experts by listening to multiple experts for each decision alternative while applying the AHP 

technique. This article is to develop a new mechanism for MCGDM as an extension of AHP 

technology, and this new mechanism aggregates the consequences produced by interval-based 

fuzzy sets of preferences from the AHP model. These interval-based fuzzy sets represent the 

consensus between the decision-makers, which have been developed by using the principle of 

justifiable granularity. The principle maximizes the coverage and their specificity, indicating 

where the intervals occur, which include the majority of the individual preference indices and the 

lowest level of uncertainty.  

 

Besides, the assessed risks of infrastructure in terms of multiple alternatives are evaluated by the 

new MCGDM technique to rank construction work packages (CWPs). The overall risk ranking is 

based on the contribution of the uncertainty in achieving the criteria in terms of cost, time, quality, 

and safety.  

 

Furthermore, the flexibility of the Human-Centric System can be assessed by undertaking different 

data and still offering appropriate results. Acceptance of different dimensions of alternatives and 

random pairwise comparison preferences can testify to the adaption of our model. On the other 

hand, because of insufficient data and excluded preferences from the principle of justifiable 
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granularity, the promotion technique is proposed to reduce excluded preference from the group 

decision-making using the AHP model. This optimization technique is applied for the modification 

of original pairwise comparison matrices to elevate consensus. In order to limit the time 

complexity and calculation cost, the Particle Swarm Optimization (PSO) should slightly modify 

the preferences of experts through AHP to include more preferences in the principle of justifiable 

granularity. The PSO generates multiple random variables from Uniform Distribution(UD) for 

whole alternatives for the revision of pairwise comparison preferences. The constraints to maintain 

suitable granularity and different preferences are introduced in the following content. 

 

The thesis is structured as follows. A brief background and methodology are offered in Chapter 2. 

An introduction of the AHP technique and the description of challenges for group decision-making 

using the AHP technique is in Chapter 3. Then, the MCGDM technique and principle of justifiable 

granularity are described in Chapter 4 and Chapter 5. Chapter 6 introduces the ranking mechanism 

and the result of infrastructure risks. The exploration and the optimization mechanism and 

experimental result analysis are listed in Chapter 6. And the conclusions and further studies are 

presented in Chapter 7.  
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Chapter 2 Background 

 

This chapter describes the background for the Wind Farm Project and the methodology of the 

model we used to accomplish the risk assessment task. There is a basic background introduction 

of the Wind Farm Project in Section 2.1. The AHP algorithm is the assessment mechanism for 

linguistic conflicts from the preferences of experts in Section 2.2. In Section 2.3 and Section 2.4, 

the background information for MCGDM and the concept of the principle of justifiable granularity 

are illustrated, respectively. The description of the interval type-2 fuzzy set and the aggregation 

methodology for fuzzy sets are listed in Section 2.5. Finally, the background surrounding PSO is 

elaborated in Section 2.6. 

 

2.1 The Wind Farm Project 

 

The proposed Wind Farm Project is to be situated in the Township of West Lincoln, in the Niagara 

Region of Ontario. The wind turbines would be erected for the purpose of capturing energy from 

the wind, a renewable resource, and converting it into clean, useable electricity. The proposed 

Wind Farm Project undertaking includes three phases, construction, maintenance, and 

decommissioning of the facility and its associated infrastructure. This electricity will be 

transported to consumers via interconnection facilities, including transformers and distribution 

lines. Improving performance on energy infrastructure projects is a significant concern in many 

engineering disciplines, including construction, civil and electrical engineering. In order to 

improve performance, the numerous risks that energy infrastructure projects are exposed to 

throughout their life cycles need to be properly addressed. Renewable energy projects (i.e., projects 

intended to harness energy from renewable resources, such as solar panels and wind farms) have 

attracted much attention from academia in recent years, but it is challenging to assess risk on these 

projects because the data are either scarce or of low quality. Data scarcity and their low quality 
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can be attributed to new technologies that are not commonly used on conventional energy 

infrastructure projects (e.g., oilsands projects), but that are necessary for renewable energy projects. 

Therefore, risk assessments for renewable energy projects must rely on expert judgment and can 

be treated as group decision-making problems. In order to perform comprehensive risk 

assessments for energy infrastructure projects, experts need to take into consideration the risks or 

uncertainties involved in achieving project objectives in terms of four different criteria: cost, time, 

quality, and safety. Thus, risk assessment problems for renewable energy infrastructure projects 

can be solved using multi-criteria group decision making (MCGDM) techniques.  

 

 

Figure 2.1.1. Work breakdown structure (WBS) for wind farm projects 

 

The objective of this paper is to assess the risks of wind farm projects using the newly developed 

MCGDM technique. To make this assessment, the work breakdown structure (WBS) of wind farm 

projects must first be developed. The new MCGDM technique is then used to rank the construction 
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work packages (CWPs) based on how much they contribute to the overall risk or uncertainty 

involved in achieving project objectives in terms of cost, time, quality, and safety.  

 

The context-specific WBS for wind farm projects, as shown in Figure. 2.1.1 represents CWPs at 

the third level; for example, Turbine Foundation: This CWP includes construction activities such 

as excavation, formwork construction, concrete delivery, steel reinforcement installation, concrete 

pouring, curing, hauling, backfilling, and compaction. The construction of this CWP may differ at 

each wind turbine, depending on the location of each foundation and its accessibility to other site 

facilities (e.g., access roads, etc.).  

 

The risk factors are defined and evaluated depending on the WBS; for example, if the concrete 

delivery was damaged during transportation, the cost will be extremely high while maintaining the 

infrastructures. Besides, the expensive cost, low power generation efficiency, and infrastructure 

damage would occur if the existing trees were not cleaned in pre-construction. In other words, the 

WBS representative risk factors and the CWPs are the combinations and summation of the risk 

factors. Experts are required to consider the risk severity for CWPs in terms of four criteria in the 

questionnaires and express the weighted preferences of the pairwise of CWPs. The questionnaire 

is illustrated in the appendix to clarify how the experts express their risk assessments (preferences) 

in terms of CWPs.  

 

However, it is challenging to assess risks on these projects because data is often either scarce or of 

low quality. The situation at this location needs to be considered as an independent project rather 

than relying on simulated data. The environment situation needs to be analyzed from field trips in 

order to obtain convincible data for construction. Then, due to concerns about the need for real 

data, the preference of local experts must be collected. And then, to ensure the accuracy of 

decision-making, multiple experts are assigned to evaluate the infrastructure risks for the 
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construction of the Wind Farm Project so that the impact of having too few experts who may hold 

extreme opinions can be avoided, and the risk assessment problem is treated as a MCGDM 

problem. On the other hand, the linguistic ambiguities and conflicts between alternatives and 

criteria raised because of the preferences are basically differences in verbal language from experts. 

Verbal ambiguities and conflicts will be dealt with using the Analytic Hierarchy Process (AHP) 

methodology developed by Saaty[3]. 

 

2.2 The Analytic Hierarchy Process 

 

The AHP is a significant method for decision-making, especially on some extraordinarily complex 

and vague problems, and it is especially suitable for those problems that are difficult to analyze 

completely quantitatively. It is a straightforward, flexible and practical multi-criteria decision-

making method proposed by American operations researcher Professor T. L. Saaty in the early 

1970s. In the systematic analysis of social, economic, and scientific management issues, people 

are often faced with a complex system composed of many factors which are interrelated and 

mutually constrained and often lack quantitative data.  

 

AHP provides a modern, concise, and practical modeling method for decision-making and ranking 

of such problems. Usually, the AHP is often utilized in multi-objective, multi-criteria, multi-

element, multi-level unstructured complex decision-making problems[2]. Decomposing the 

elements related to such problems into goals, criteria, alternatives, and other levels and performing 

qualitative and quantitative analysis on the basis can better solve the evaluation of complex 

systems with multiple factors interrelated and mutually constrained, which often lack quantitative 

data. In practical work, the analytic hierarchy process is often combined with the Delphi method 

and the percent weight method to determine the weight of evaluation indicators. Relying on the 

basic concept of AHP, with the first step being decomposition followed by synthesis, the elements 
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to be analyzed are first layered and stepped to form a multi-level analysis and evaluation model. 

Finally, the weight of each level of indicator order will be determined. 

 

AHP expresses a complex problem as an orderly hierarchical structure and gives the order (or 

weight) of alternatives through supervisor judgments and scientific calculations. In short, AHP, as 

its name implies, must first construct a reasonable level, and secondly, analyze the pros and cons 

of each factor within the level. 

 

For interpretation of the concept mentioned above, the hierarchy structure is constructed based on 

a simple problem. For example, let us assume the goal is to choose a leader based on their 

experience, age, educational background, and charisma, where those factors are treated as the 

criteria. Then three alternatives are listed as the name of the person. The final aggregation of the 

weights through criteria are ranked to explain the consequence of the leader in Figure 2.2.1. 

 

Furthermore, the linguistic preferences from decision-makers can be measured mathematically 

through the construction of pairwise comparison matrices for each layer. Thus, the elements in 

pairwise comparison matrices are reciprocal through comparison, and their background measures 

the importance in terms of criteria. In this paper, the collection of n alternatives, which 

𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑛𝑛 are utilized for decision-making with the AHP technique.  
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Figure 2.2.1 The AHP for Leadership 

 

Then, the degree of preference of the alternatives over one another (i.e., the results of the pairwise 

comparisons) are represented by the reciprocal pairwise comparison matrix as the function below: 

 

𝐴𝐴 = �𝑟𝑟𝑖𝑖𝑖𝑖�, 𝑟𝑟𝑖𝑖𝑖𝑖 = 1
𝑟𝑟𝑗𝑗𝑗𝑗

, 𝑒𝑒, 𝑗𝑗 = 1, 2, … ,𝑛𝑛  (1) 

 

Where 𝑟𝑟𝑖𝑖𝑖𝑖 represents the result of pairwise comparison between the alternatives 𝑒𝑒 and 𝑗𝑗 and the 

elements of the main diagonal (𝑒𝑒 = 𝑗𝑗) are equal to 1. On the other hand, other essential constraints 

in AHP is the appropriate scale of the reciprocal pairwise comparison matrix. An inappropriate 

scale for capturing verbal preferences results in a low consistency index (CI) and will affect the 

relationship between alternatives and criteria.  If too small of a scale, the result may be too 

weighted, but if too great of a scale, the result may be too dissimilar from the comparison. The 

most popular scale for the multiple criteria decision-making problem is listed below: 

 

Grade AHP linguistic scale 

1 Equally essential 
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3 Moderately more essential 

5 Strongly more essential 

7 Demonstratively more essential 

9 Extremely more essential 

2, 4, 6, 8 Compromises/between 

Table 2.2.1 The Linguistic scale of the AHP technique 

 

After completing the construction of the reciprocal pairwise comparison matrix based on the 

judgment of experts, it is necessary to order the hierarchy and check consistency for individual 

alternatives and criteria. The reciprocal matrix A that developed above is the maximal eigenvalue 

𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚. Moreover, its corresponding eigenvector is determined using equation 2 and 3: 

 

𝑑𝑑𝑒𝑒𝑑𝑑(𝐴𝐴 − 𝜆𝜆𝐼𝐼) = 0   (2) 

(𝐴𝐴 − 𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚𝐼𝐼) 𝑒𝑒 = 0  (3) 

 

where A is the reciprocal matrix,  λ  and 𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚  stands for all eigenvalues and the maximum 

eigenvalue of matrix A, and 𝐼𝐼 is the identity matrix. The consistency of the reciprocal matrix is 

the consistency of the pairwise comparisons between the different alternatives. For example, if 

alternative J is more important than K, and alternative K is more important than L, then alternative 

J needs to be more important than L in a consistent reciprocal matrix. In a perfectly consistent 

reciprocal matrix, the maximum eigenvalue should be equal to the number of alternatives. And 𝑒𝑒 

represents the corresponding eigenvectors collected from the maximal eigenvalue 𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚 . 

Accordingly, the consistency index (CI) of the reciprocal matrix is determined by comparing the 

maximum eigenvalue among all eigenvalues and the dimensions of reciprocal pairwise comparison 

matrix, as presented below. 

𝐶𝐶𝐼𝐼 = λ𝒎𝒎𝒎𝒎𝒎𝒎−𝑛𝑛
𝑛𝑛−1

   (4) 
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where λ𝑚𝑚𝑚𝑚𝑚𝑚 stands for the maximum eigenvalue of the reciprocal matrix, and n represents the 

dimensionality of the reciprocal matrix (i.e., the number of alternatives). Because the reciprocal 

matrices of real-world decision-making problems are usually inconsistent to some extent, it is 

necessary to specify a threshold for maximum acceptable inconsistency in order to rule out 

reciprocal matrices that are extremely inconsistent. According to the development from Saaty[5], 

the Consistency Ratio (CR) of the reciprocal matrix is determined by comparing the consistency 

index of the reciprocal matrix to the consistency index of a randomly generated matrix (RI) with 

the formula:  

 

𝐶𝐶𝐶𝐶 = 𝐶𝐶𝐼𝐼/𝐶𝐶𝐼𝐼   (5) 

 

The threshold for the maximum acceptable consistency ratio (CR) is specified to rule out any 

inconsistent reciprocal matrices. Considering the dimension of the reciprocal matrix, for Random 

Consistency Index (RI) listed below: 

 

n 3 4 5 6 7 8 9 10 11 12 13 14 15 

RI 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49 1.51 1.48 1.56 1.57 1.59 

Table 2.2.2 The Random Consistency Index for Different Dimension of Reciprocal Pairwise comparison 

Matrix 

 

Where the n represents the dimension of the reciprocal matrix, in this paper, the threshold for the 

maximum acceptable consistency ratio is less than 10% [3], [4], [6]. Any reciprocal matrix with a 

consistency ratio of 10% or higher are excluded from the decision-making process and the 

reciprocal matrix is reevaluated. 
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If the difference between the preference indices of two alternatives is extremely small, the 

difference between those two alternatives will be ambiguous, and they may not be distinguishable 

[7]. In such situations, the difference between the two alternatives is reevaluated in order to find 

out: 1) if the two alternatives are in fact distinguishable, in which case the choice for one alternative 

over the other may be made based on the personal preference of the decision-maker rather than the 

results of the AHP technique, or 2) if the two alternatives should be combined into a single 

alternative. In this paper, the difference between the preference indices of any two alternatives 

should be greater than 0.05 for the two alternatives to be considered distinguishable alternatives in 

decision making. 

 

Finally, considering the individual who is involved in the final decision-making, the aggregation 

of the weight (order) for the whole criteria in terms of alternatives determined the ranking of goals. 

(i.e., the final ranking from high to low weight for people in leadership problem is determined 

though the summation of all separate weight in considerable layers.) 

 

However, the result from AHP demonstrated there is a defect in the extreme preferences of the 

decision-maker. Depending on different educational backgrounds, experiments, and the impact of 

the environment, the preferences and the final weights could be different or extreme. Thus, in order 

to overcome this defect in the AHP technique, the MCGDM mechanism based on multi-expert 

decision-making is proposed for the Wind Farm Project. 

 

2.3 The Multiple Criteria Group Decision-Making 

 

The AHP technique suggested above assists us in dealing with multiple criteria decision-making 

problems through the pure control of personal decision-makers[8]. However, the results illustrate 

shortcomings in group decision-making. The individual decision-makers have a short-sighted 
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defect, and the concept of group decision-making should be brought forward for dealing with these 

multiple criteria decision-making problems.  

 

Decision-making has been developed throughout various historical stages to reflect the 

characteristics of the times. Decision-making has increasingly shown some new characteristics 

with changes in the environment, economy, and society[9]. Especially, the most typical of which 

is that group decision-making has been valued and developed rapidly. As for complex decision-

making problems, the multiplicity of goals, the dynamics of the time, and the uncertainty of the 

state are usually involved, which is beyond the control of pure personal ability. For this reason, 

group decision-making has been recognized by more and more decision-makers and is increasingly 

valued because of its unique benefits. 

 

Decision-making problems become much more difficult with the complexity of multiple criteria 

decision-making problems. Some multiple criteria decision-making problems do not have an 

absolute single solution. A variety of decision-making consequences can be derived from different 

decision-makers who possess unrelated educational backgrounds, experiments, and subjective 

judgments.  

 

Initially, the internal and external environment facing decision-makers is becoming increasingly 

complex and changeable, and all the while, the complexity of many issues continues to increase. 

Correspondingly, it requires a combination of expertise in many fields to deal with the problems 

which arise. This cross-domain knowledge, which is required, often exceeds the limits of one 

individual. 

Moreover, the personal values, attitudes, beliefs, and backgrounds of decision-makers have certain 

limitations[10]. In addition, these factors will have an impact on the types of problems, ideas, and 

methods needed for solving them. For example, if decision-makers concentrate on economic value, 
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they will tend to make decisions about substantive situations, including marketing, production, and 

profit issues. If they pay special attention to the natural environment, they will consider the issue 

from an ecological point of view. Thus, individual decision-makers cannot be good at handling all 

types of problems and making every single type of decision.    

 

Finally, the interconnected criteria and alternative of decision-making objectively require experts 

from different fields to participate, provide relevant information, and recognize problems from 

different angles. Diversely, the members in group decision-making undertake hazards together 

rather than one individual decision-maker undertaking something by himself. In this way, the 

majority of the experts support the final consensus from group decision-making and this eliminates 

the possibility of having some extreme opinions only a few experts[11]. 

 

Disadvantages of group decision-making are also particular and evident—which mainly are slow 

speed and efficiency to come to a group decision by building-consensus. Experts from different 

backgrounds will fall into blind discussions and can be inconvincible to reach a consensus. Instead 

of developing consensus in the real-world group, the simulation method for consensus 

establishment initiates the concept of the principle of justifiable granularity. 

 

2.4 The Principle of Justifiable Granularity 

 

This section describes the background of the methodology for building consensus between a group 

of decision-makers whose decisions are presented as the preferences matrices that are developed 

using the AHP technique. The concept of the principle of justifiable granularity offers the 

mechanism to form the information granules in the field of Granular Computing. The information 

granule includes as much data with the appropriate linguistic explanation. For example, there is an 

interval defined by the verbal explanation, and any which belongs in the interval is in this granule. 
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The measurement for the above definition of information granule can be achieved through two 

factors, e.g., coverage and specificity. Those two factors are necessary to be maximized 

simultaneously. The coverage is usually increasing in the number of data points contained in the 

interval.Meanwhile, the specificity is treated as a decreasing function of the interval length. 

Increasing coverage leads to decreasing specificity and makes two contradictory equations. Then, 

the appropriate information granule is transferred to multiple objective optimization problems. 

 

According to previous research [12], the optimization problem has been transferred to the product 

of two equations (coverage and specificity). The interval is divided into two parts and processed 

and optimized separately. Assuming we have a series of a one-dimensional data set defined as C, 

which is the optimization problem, as well as the interval, it can also be divided into two 

assignments.   

 

𝑚𝑚𝑚𝑚𝑥𝑥
𝑏𝑏

   𝑉𝑉+ = 𝑓𝑓1(𝑐𝑐𝑚𝑚𝑟𝑟𝑑𝑑{𝑥𝑥𝑘𝑘|𝑚𝑚𝑒𝑒𝑑𝑑𝑒𝑒𝑚𝑚𝑛𝑛 < 𝑥𝑥𝑘𝑘 ≤ 𝑏𝑏}) ∗ 𝑓𝑓2(|𝑚𝑚𝑒𝑒𝑑𝑑𝑒𝑒𝑚𝑚𝑛𝑛 − 𝑏𝑏|) 

𝑠𝑠. 𝑑𝑑.     𝑏𝑏 ∈ [𝑚𝑚𝑒𝑒𝑑𝑑𝑒𝑒𝑚𝑚𝑛𝑛, 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚]             (6) 

𝑚𝑚𝑚𝑚𝑥𝑥
𝑚𝑚

   𝑉𝑉− = 𝑓𝑓1(𝑐𝑐𝑚𝑚𝑟𝑟𝑑𝑑{𝑥𝑥𝑘𝑘|𝑚𝑚 ≤ 𝑥𝑥𝑘𝑘 < 𝑚𝑚𝑒𝑒𝑑𝑑𝑒𝑒𝑚𝑚𝑛𝑛}) ∗ 𝑓𝑓2(|𝑚𝑚𝑒𝑒𝑑𝑑𝑒𝑒𝑚𝑚𝑛𝑛 − 𝑚𝑚|) 

𝑠𝑠. 𝑑𝑑.     𝑚𝑚 ∈ [𝑥𝑥𝑚𝑚𝑖𝑖𝑛𝑛,𝑚𝑚𝑒𝑒𝑑𝑑𝑒𝑒𝑚𝑚𝑛𝑛]             (7) 

 

Those two equations are quoted from [13], where the 𝑓𝑓1 and 𝑓𝑓2 are coverage and specificity 

respectively denoted as 𝑓𝑓1(𝑢𝑢) = 𝑢𝑢  and 𝑓𝑓2(𝑢𝑢) = 1 − 𝑢𝑢  for simply. In order to maximize the 

product of coverage and specificity, the left and right boundaries of the interval presented as a and 

b should be ensured in the objective function 𝑉𝑉+and 𝑉𝑉−. Then, 𝑥𝑥𝑚𝑚𝑖𝑖𝑛𝑛, 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚, and the median 

represented the minimum, maximum, and median value of the data set, respectively.  
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2.5 The Fuzzy Logic and Type-2 Fuzzy Set 

 

High precision along with high complexity is incompatible when dealing with decision-making 

and the Human-Centric System in natural language processing. When this happens, linguistic 

variables are proposed to overcome the complexity by sacrificing precision, and the values of 

linguistic variables used are words or sentences instead of numbers. Moreover, the collection of 

linguistic variables is from the natural or artificial language which is generally less specific than 

numerical ones[14]. For example, the value of young in terms of age is represented as a linguistic 

variable rather than being expressed by a specific number, such as 30. This linguistic variable plays 

the same role as the specific value, though with less precision and less information. Also, in the 

fuzzy set of the age, the different labels can also be defined as extremely young, not young, etc. 

 

The general fuzzy set is defined as a pair (U, m) where U is a set and 𝑚𝑚: 𝑈𝑈 → [0,1] a membership 

function. The reference set U is called the universe of discourse, and for each 𝑥𝑥 ∈ 𝑈𝑈, the value 

𝜇𝜇(𝑥𝑥) is denoted as the membership degree of x in (U, m). The function 𝜇𝜇 = 𝜇𝜇𝐴𝐴 is called the 

membership function of the fuzzy set 𝐴𝐴 =  (𝑈𝑈,𝑚𝑚). 

 
Figure 2.5.1 Triangular and trapezoidal membership function 

An illustration of the triangular and trapezoidal membership function is displayed in the above 

Figureure. The following equations respectively represent the definition of the triangular and 

trapezoidal membership function: 
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𝜇𝜇(𝑥𝑥) =  

⎩
⎪
⎪
⎨

⎪
⎪
⎧ 0          𝑒𝑒𝑓𝑓 𝑥𝑥 ≤  𝑚𝑚
𝑥𝑥 − 𝑚𝑚
𝑚𝑚 − 𝑚𝑚

       𝑒𝑒𝑓𝑓 𝑥𝑥 ∈ [𝑚𝑚,𝑚𝑚]

𝑏𝑏 − 𝑥𝑥
𝑏𝑏 −𝑚𝑚

      𝑒𝑒𝑓𝑓 𝑥𝑥 ∈ [𝑚𝑚, 𝑏𝑏]

0         𝑒𝑒𝑓𝑓 𝑥𝑥 ≥  𝑏𝑏

    (8)      𝜇𝜇(𝑥𝑥) =     

⎩
⎪
⎪
⎨

⎪
⎪
⎧ 0          𝑒𝑒𝑓𝑓 𝑥𝑥＜𝑚𝑚
𝑥𝑥 − 𝑚𝑚
𝑚𝑚 − 𝑚𝑚

       𝑒𝑒𝑓𝑓 𝑥𝑥 ∈ [𝑚𝑚,𝑚𝑚)

1               𝑒𝑒𝑓𝑓𝑥𝑥 ∈ [𝑚𝑚,𝑛𝑛]
𝑏𝑏 − 𝑥𝑥
𝑏𝑏 − 𝑛𝑛

      𝑒𝑒𝑓𝑓 𝑥𝑥 ∈ [𝑛𝑛, 𝑏𝑏]

0         𝑒𝑒𝑓𝑓 𝑥𝑥＞𝑏𝑏
   

    (9) 

 

Where the a and b are the boundaries for membership degree, in both boundaries, the membership 

degree increases or decreases, the above general fuzzy set was treated as Type-1 Fuzzy Set 

according to the thesis[15]. On the other hand, the operations on the fuzzy set offer the aggregation 

for criteria and alternatives, and the ranking result for the final fuzzy set is measured by the 

Geometric Mean(GM).  

 

The operations are the generalization of crisp set operations, and the most widely utilized 

operations are called standard fuzzy set operations, such as fuzzy complements, fuzzy intersection, 

and fuzzy unions. In general, standard fuzzy set operations are named De Morgan`s Laws and 

include a complement, intersection(t-norm), and union(t-conorm). 

  

Standard Complement  

𝜇𝜇¬𝐴𝐴(𝑢𝑢) = 1 − 𝜇𝜇𝐴𝐴(𝑢𝑢)            (10) 

Standard Intersection 

𝜇𝜇𝐴𝐴∩𝐵𝐵(𝑢𝑢) = min{𝜇𝜇𝐴𝐴(𝑢𝑢),𝜇𝜇𝐵𝐵(𝑢𝑢)}            (11) 

Standard Union 

𝜇𝜇𝐴𝐴∩𝐵𝐵(𝑢𝑢) = max{𝜇𝜇𝐴𝐴(𝑢𝑢),𝜇𝜇𝐵𝐵(𝑢𝑢)}             (12) 

 

The type-1 fuzzy set is the general fuzzy set that was quoted previously and the uncertainty of the 

type-1 fuzzy set is captured by the type-2 fuzzy set[16]. The essence of the type-2 fuzzy set is the 
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implementation that the interval is to describe the footprint of uncertainty (FOU) rather than the 

numeric value. Thus, the elements x in the universe of discourse X represents the interval instead 

of the membership degree. The interval type-2 fuzzy set (IT2FS) [16], as a particular case of type-

2 fuzzy sets, has attracted attention due to their reduced computational cost. Let us define the 

IT2FS by 𝐴𝐴(𝑥𝑥) , whose FOU is bounded by 𝐴𝐴+(𝑥𝑥)  and 𝐴𝐴−(𝑥𝑥)  defined by the following 

equations as examples of standard triangular and trapezoid IT2FS, respectively. The illustration of 

the IT2FS is shown in Figureure 2.5.2 and 2.5.3. As it has been noted, an IT2FS can be uniquely 

specified by the vector of parameters 𝑑𝑑 = (𝑑𝑑1, … … , 𝑑𝑑𝑛𝑛,ℎ)𝑇𝑇. 

 

μ

1

FOU(A)
x

h

t1 t2 t3 t4

 

t5 t6  

Figure 2.5.2 Standard triangular IT2FS 

 

𝐴𝐴+(𝑥𝑥) = �

(𝑥𝑥 − 𝑑𝑑4)/(𝑑𝑑5 − 𝑑𝑑4), 𝑑𝑑4 ≤ 𝑥𝑥<𝑑𝑑5
1, 𝑥𝑥 = 𝑑𝑑5
(𝑑𝑑6 − 𝑥𝑥)/(𝑑𝑑6 − 𝑑𝑑5), 𝑑𝑑5 ≤ 𝑥𝑥 < 𝑑𝑑6
0, 𝑜𝑜𝑑𝑑ℎ𝑒𝑒𝑟𝑟𝑒𝑒𝑒𝑒𝑠𝑠𝑒𝑒

            (13) 

 

𝐴𝐴−(𝑥𝑥) = �

ℎ(𝑥𝑥 − 𝑑𝑑1)/(𝑑𝑑2 − 𝑑𝑑1), 𝑑𝑑1 ≤ 𝑥𝑥<𝑑𝑑2
ℎ, 𝑥𝑥 = 𝑑𝑑2
ℎ(𝑑𝑑3 − 𝑥𝑥)/(𝑑𝑑3 − 𝑑𝑑2), 𝑑𝑑2 ≤ 𝑥𝑥<𝑑𝑑3
0, 𝑜𝑜𝑑𝑑ℎ𝑒𝑒𝑟𝑟𝑒𝑒𝑒𝑒𝑠𝑠𝑒𝑒

            (14) 
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FOU(A)

μ

x
t1 t2 t3 t4

 

t5 t6 t7 t8 

1

h

 

Figure 2.5.3 Standard trapezoid IT2FS 

 

𝐴𝐴+(𝑥𝑥) = �

(𝑥𝑥 − 𝑑𝑑5)/(𝑑𝑑6 − 𝑑𝑑5), 𝑑𝑑5 ≤ 𝑥𝑥<𝑑𝑑6
1, 𝑑𝑑6 ≤ 𝑥𝑥 < 𝑑𝑑7
(𝑑𝑑8 − 𝑥𝑥)/(𝑑𝑑8 − 𝑑𝑑7), 𝑑𝑑7 ≤ 𝑥𝑥 < 𝑑𝑑8
0, 𝑜𝑜𝑑𝑑ℎ𝑒𝑒𝑟𝑟𝑒𝑒𝑒𝑒𝑠𝑠𝑒𝑒

            (15) 

 

𝐴𝐴−(𝑥𝑥) = �

ℎ(𝑥𝑥 − 𝑑𝑑1)/(𝑑𝑑2 − 𝑑𝑑1), 𝑑𝑑1 ≤ 𝑥𝑥<𝑑𝑑2
ℎ, 𝑑𝑑2 ≤ 𝑥𝑥 < 𝑑𝑑3
ℎ(𝑑𝑑4 − 𝑥𝑥)/(𝑑𝑑4 − 𝑑𝑑3), 𝑑𝑑3 ≤ 𝑥𝑥<𝑑𝑑4
0, 𝑜𝑜𝑑𝑑ℎ𝑒𝑒𝑟𝑟𝑒𝑒𝑒𝑒𝑠𝑠𝑒𝑒

            (16) 

 

2.6 The Particle Swarm Optimization  

 

The Particle Swarm Optimization (PSO) [17] initially stimulates and provides imaging of the 

unpredictable feeding behavior of a bird's brood. Sharing the position of food to the brood offers 

motivation and direction for the whole brood to approach the location of the food. To be more 

specific, the PSO applies to simulate social behavior. In the algorithm, the individuals of a whole 

brood are treated as particles and "evolved" by cooperation and competition among the individuals 

themselves through generations. Each particle adjusts its flying according to its own flying 

experience and its companions' flying experience[18]. On the other hand, PSO always applied to 
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the complex objective function, which is non-differentiable or non-continuous. PSO has been 

widely utilized to handle global optimization problems due to some benefits such as simplicity of 

implementation, fewer parameters, and higher convergence rate. The following equations 

introduce the main concepts of PSO. Assume that the size D is the swarm of particles exploring 

the search space, and every particle has its own velocity and position information. The objective 

function describes the goodness of the position of the particle. Then, the jth(j = 1, 2, …, D) particle 

is represented as 

 

𝑌𝑌𝑖𝑖
(𝑘𝑘+1) =  𝑌𝑌𝑖𝑖𝑘𝑘 + 𝑉𝑉𝑖𝑖𝑘𝑘             (17) 

𝑉𝑉𝑖𝑖
(𝑘𝑘+1) =  𝑒𝑒𝑉𝑉𝑖𝑖𝑘𝑘 + 𝑐𝑐1𝑟𝑟𝑖𝑖𝑘𝑘�𝑝𝑝𝑏𝑏𝑒𝑒𝑠𝑠𝑑𝑑𝑖𝑖𝑘𝑘 − 𝑉𝑉𝑖𝑖𝑘𝑘� + 𝑐𝑐2𝑑𝑑𝑖𝑖𝑘𝑘(𝑔𝑔𝑏𝑏𝑒𝑒𝑠𝑠𝑑𝑑𝑘𝑘 − 𝑉𝑉𝑖𝑖𝑘𝑘)             (18) 

 

Where 𝑒𝑒 ∈ [0,1] is the inertia constant, 𝑐𝑐1 and 𝑐𝑐2 represent the cognitive constant and social 

constant, and usually, the default value is 2. 𝑟𝑟𝑖𝑖 and 𝑑𝑑1 are the random vectors that allocated in 

the interval [0,1] from the UD. The pbest explains the particle experienced the best position so far, 

and the gbest represents the best positions for whole particles in swarm. On the other hand, the 𝑌𝑌𝑖𝑖𝑘𝑘 

and 𝑉𝑉𝑖𝑖𝑘𝑘 describe the position and velocity of the jth particle. Moreover, k+1 is the next position 

and velocity of this particle. The PSO is applied for the final exploration and elevation for 

consensus in the MCGDM problem for Wind Farm Project. 

 

2.7 Conclusion  

 

The concept of all methodologies utilized for the Wind Farm Project is meant to capture the 

uncertainty of the real preferences of experts by AHP and will be explained in the next chapter. 

The MCGDM for the Wind Farm Project and Principle of Justifiable Granularity is introduced in 

chapter 4. The IT2FS, aggregation method and ranking method are given in chapter 5. Then, the 
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PSO exploration and elevation for consensus will be studied in chapter 6. The following chapter 

will include real data along with its corresponding analysis. 

 

 

 

 

 

 

 

Chapter 3 The Uncertainty Captured by AHP 

 

The structure of AHP, the methodology of the uncertainty of the linguistic variables, and the 

pairwise comparison matrices in terms of criteria are introduced in this chapter. In addition, the 

weights of the experts and the preference from each expert are collected from their linguistic 

variable through establishing the AHP with its corresponding matrices. 

 

3.1 The Structure of AHP 

 

According to the basic concept of AHP in chapter 2.2 and Figure 2.2.1 as an example, the final 

goal, the alternative layer, and the criteria layer have to be ensured before comparing each risk 

factor. The final goal, which is quite apparent in chapter 2.1, is to choose the best way to construct 

the Wind Farm Project. As required by the Wind Farm Project, the CWPs must be selected through 

ordering the priority means of the construction for the Wind Farm infrastructures in terms of risk 

assessment. Thus, the alternatives layer is defined to include all the CWPs, and the multiple risk 

factors are in the criteria layer.  
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Figure 3.1.1 The AHP structure of Wind Farm Project 

The CWPs were obtained through the taxonomy of massively detailed factors to specific classes 

such as Surveying, Turbine Foundation, Turbine Assembly, etc. Then, all CWPs depend on the 

combination of the weights of multiple risk factors in terms of cost, time, safety, and quality in the 

criteria layer. 

 

3.2 The Uncertainty of the Linguistic Variables Captured by AHP 

 

The questionnaires are created based on the preferences of the CWPs and the multiple criteria risk 

factors. As for multiple alternatives, we defined all alternatives as CWP and obtained as 𝐶𝐶𝐶𝐶𝐶𝐶𝑖𝑖, 

where  𝑒𝑒 = 1, 2, … , 𝑛𝑛. Instead of expressing the specific number of the preferences of the CWPs, 

the invited experts were merely required to order and rank all the CWPs as linguistic variables 

with ambiguous assessment information for Wind Farm Project. For example, the preferences can 

be defined as 𝐶𝐶𝑜𝑜𝑠𝑠𝑑𝑑 = 𝑇𝑇𝑒𝑒𝑚𝑚𝑒𝑒 = 𝑆𝑆𝑚𝑚𝑓𝑓𝑒𝑒𝑑𝑑𝑆𝑆 = 𝑄𝑄𝑢𝑢𝑚𝑚𝑄𝑄𝑒𝑒𝑑𝑑𝑆𝑆 = 0.25  and 𝐶𝐶𝐶𝐶𝐶𝐶1 > 𝐶𝐶𝐶𝐶𝐶𝐶3 = 𝐶𝐶𝐶𝐶𝐶𝐶2 >

⋯ > 𝐶𝐶𝐶𝐶𝐶𝐶𝑛𝑛, where the CWPs are clear to be ranked by experts in questionnaires as Surveying, 

Turbine Foundation, Turbine Assembly, etc. On the other hand, the experts also have to be required 
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to describe the similarity and different degrees of the CWPs in questionnaires for preference 

establishment. 

 

Once the multiple criteria linguistic variables from experts have all been collected, the 

transformation of the linguistic variables to the pairwise comparison matrix is an essential step for 

preference establishment. The number of the alternatives (CWPs) is 11 after the classification, and 

the introduced most popular scale in Table 1.1 for AHP linguistic variables is utilized to capture 

the uncertainty and the conflicts among alternatives. According to previous experience[19-21], the 

lower scale 1-7 is not specific enough to measure 11 CWPs, and no matter how much we change 

the elements in the pairwise comparison matrix, another target CR always can never be satisfied. 

On the other hand, if assuming the scale is 1-11, the last three CWPs are always close enough to 

be the same. For example, elements such as 1
9

, 1
10

, 1
11

 are almost the same in the pairwise 

comparison matrix. The complexity of the calculation for preferences is elevated. However, the 

difference is not described as specific enough as required. The final preferences are almost the 

same among the three elements by using this scale. Thus, the appropriate grade from 1 to 9 can be 

comprehensive enough to describe 11 CWPs, because some of the experts expressed that the 

weight of the preferences is the same among CWPs.  

 

3.3 The Establishment of the Reciprocal Pairwise Comparison Matrix 
 

1 3 5 7 5 5 3 5 5 5 3 

1/3 1 3 5 3 1 1 3 3 1 1 

1/5 1/3 1 1/3 1/5 1/5 5 3 3 3 3 

1/7 1/5 3 1 1/3 1/3 1/3 1/3 1/3 1/3 1/3 

1/5 1/3 5 3 1 1 1/3 1 1 1 1 
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1/5 1 5 3 1 1 1/3 1 1 1 3 

1/3 1 1/5 3 3 3 1 3 5 3 1 

1/5 1/3 1/3 3 1 1 1/3 1 1 3 1 

1/5 1/3 1/3 3 1 1 1/5 1 1 1 1 

1/5 1 1/3 3 1 1 1/3 1/3 1 1 1 

1/3 1 1/3 3 1 1/3 1 1 1 1 1 

Table 3.3.1 The reciprocal pairwise comparison matrix in terms of criterion time for multiple alternatives 

 

The pairwise comparison matrix is utilizing the scale 1-9 and the rule of the reciprocal matrix in 

chapter 2.2, where we reuse the definition of the reciprocal pairwise comparison matrix as 𝐴𝐴 =

�𝑟𝑟𝑖𝑖𝑖𝑖�, 𝑟𝑟𝑖𝑖𝑖𝑖 = 1
𝑟𝑟𝑗𝑗𝑗𝑗

, 𝑒𝑒, 𝑗𝑗 = 1, 2, … , 𝑛𝑛 . The reciprocal pairwise comparison matrix of the individual 

expert-created on above Table 3.2.1, and each row and column are following the order from 𝐶𝐶𝐶𝐶𝐶𝐶1 

to 𝐶𝐶𝐶𝐶𝐶𝐶11 . Every element obtained with its corresponding comparison value represents the 

importance of itself and others while comparing itself on the diagonal of the matrix, where the 

value is 1.  

 

Applying equations (2) and (3) and the corresponding concept of AHP in chapter 2.2, the 

maximum eigenvalues and its corresponding eigenvectors are calculated. In this paper, the result 

of taxonomy for CWPs offers 11 alternatives that trigger the Identity Matrix 𝐼𝐼 with the same 11 

dimensions in equations (2) and (3). In order to simplify visualization of results in this chapter, the 

example merely displays the preferences of the individual expert in terms of criterion time, such 

as the maximum eigenvalue with its corresponding eigenvectors and the CI value. The calculated 

maximal eigenvalue from the example in Table 3.2.1, the defined 𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚 = 14.002, and then the 

corresponding eigenvectors are showing in Table 3.2.2.  
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𝑒𝑒1 ~ 𝑒𝑒11 

0.7062 0.3137 0.2855 0.1142 0.2283 0.2657 0.3170 0.1533 0.1302 0.1408 0.1573 

Table 3.3.2 The maximal eigenvectors for 11 CWPs from individual reciprocal comparison matrix of criterion 

time 

 

Denoting the maximal eigenvectors as 𝑒𝑒 for every CI as the same notation in equation (4), where 

𝑒𝑒𝑖𝑖, 𝑒𝑒 = 1, 2, … , 𝑛𝑛. Table 3.2.2 interprets the importance and the preferences among all our CWPs 

from left to right. Moreover, the difference between each alternative is quite apparent. However, 

the difference between 𝐶𝐶𝐶𝐶𝐶𝐶10 and 𝐶𝐶𝐶𝐶𝐶𝐶11is ambiguous in Table 3.2.2 as 𝑒𝑒10 and 𝑒𝑒11. Then, 

in order to specify the difference more distinct, normalizing all eigenvectors by maximal values is 

the better option. The difference among eigenvectors is transferred to the weights of the maximal 

eigenvectors.  

𝑒𝑒𝑖𝑖′ =
𝑒𝑒𝑖𝑖

𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚
            (19) 

 

Where the 𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑒𝑒𝑖𝑖′ represents the maximal eigenvectors in the preferences of experts and 

the normalized eigenvectors, respectively. 

 

𝑒𝑒1′  ~ 𝑒𝑒11′  

1 0.4442 0.4043 0.1617 0.3233 0.3763 0.4488 0.2171 0.1843 0.1994 0.2227 

Table 3.3.3 The normalized maximal eigenvectors for 11 CWPs from individual reciprocal comparison matrix 

of criterion time 

 

On the other hand, the CI could be obtained by the maximal eigenvalues by equation (4) with 𝑛𝑛 =

11 because of 11 dimensions for reciprocal pairwise comparison matrix, the CI for the reciprocal 

comparison matrix in Table 3.2.1 obtained as 0.6998. In this paper, the CI represents the weights 

of experts as an essential factor while complying with the principle of justifiable granularity to 
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elevate the consensus of MCGDM. However, the CI test refers to the logical consistency of the 

reciprocal pairwise comparison matrix. For example, 𝐶𝐶𝐶𝐶𝐶𝐶1 is weighted more important than 

𝐶𝐶𝐶𝐶𝐶𝐶2, and 𝐶𝐶𝐶𝐶𝐶𝐶2 is weighted more significant than 𝐶𝐶𝐶𝐶𝐶𝐶3, then apparently the 𝐶𝐶𝐶𝐶𝐶𝐶1 must be 

weighted heavier than 𝐶𝐶𝐶𝐶𝐶𝐶3. If the CR is greater than 0.1, the reciprocal comparison matrix 

suggested being adjusted for lower CR because the value of CR means there are some logical 

conflicts among pairwise comparison elements.   

 

The CI was divided by the 11th RI random consistency ratio 1.51, CR = 0.4634. The preferences 

of the individual expert include conflicts in his judgment of the infrastructure risks. Traditionally, 

the judgment logic of the reciprocal pairwise comparison matrix is suggested to be revised for 

appropriate logic. However, the preference is real data mapping from experts, and their weights 

are still valuable for the MCGDM problem in the next chapter. The elevation of CI will be 

introduced in the PSO chapter.  

 

Gathering experimental data for multiple alternatives and experts provides sufficient inputs for 

MCGDM, and the combination of preferences of multiple experts for each alternative (CWPs) is 

taken out separately to obtain a fuzzy set as consensus. 

 

𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖  

14.0020 13.4159 14.0020 13.7646 13.6901 14.8905 16.0414 15.0582 

14.4010 14.7841 13.6111 15.6185 14.8835 13.8527 15.5341  

Table 3.3.4 The maximal eigenvalues in terms of criterion time for multiple expert 

𝐶𝐶𝐼𝐼𝑖𝑖 

0.6998 0.7584 0.6998 0.7235 0.7310 0.6109 0.4959 0.5942 

0.6599 0.6216 0.7389 0.5381 0.6117 0.7147 0.5466  

Table 3.3.5 The CI in terms of criterion time for multiple experts 
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The CI and the normalized eigenvectors for multiple experts in terms of criterion time could be 

obtained based on their maximal eigenvalues in Table 3.2.4. As for multiple experts, we capture 

and visualize the 𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖  and 𝐶𝐶𝐼𝐼𝑖𝑖  in Table 3.2.4 and Table 3.2.5, where  𝑒𝑒 = 1, 2, … , 𝑛𝑛. In this 

paper, questionnaires were sent to 15 experts for data collection. 

 

3.4 Conclusion 

 

In this chapter, the uncertainty and conflicts of the preferences of experts for the Wind Farm 

Project are captured by the AHP structure and reciprocal pairwise comparison matrix. The example 

merely illustrates the results of individual criterion time, but the preferences of all criteria are 

collected in the whole experiment process. The final ranking result of CWPs depends on the 

aggregation of all criteria, and the aggregation methodology will be introduced in the further 

chapters.   

 

Execution of the integral AHP provides complete CI and its corresponding normalized 

eigenvectors in terms of time, cost, safety, and quality, which are the significant inputs for 

consensus building for the MCGDM problem in the next chapter. On the other hand, the CR value 

is not good enough for the consistency judgment of the reciprocal pairwise comparison matrix. 

The generation of the PSO in chapter 6 elevates the CI and the CR values as compensation.  
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Chapter 4 The Consensus Building for MCGDM Problem 

 

Tackling the MCGDM problem, especially the weighted preferences from a variety of experts and 

the traditional methodology for consensus-building of the MCGDM problem is illustrated in this 

chapter. 

 

4.1 The Traditional Methodologies in MCGDM Problem 

 

Traditionally, the methodologies for the MCGDM can be constrained in a few ways, such as 

Consensus decision-making, Voting-based methods, the Delphi method, and Dotmocracy. The 

Voting-based method requires the voters to score one or more alternatives, which satisfy the needs 

of the Wind Farm Project in this paper. However, choosing the highest average or the majority of 

the voters (more than 50% for MCGDM) offers “losers” groups[22]. When those experts have an 

equal percentage of the largest block and fall short of a majority, it is hard to find results for this 

type of MCGDM problem. 
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The Dotmocracy method relies on the use of forms called “dotmocracy sheets” to allow large 

groups to brainstorm and recognize their thoughts to obtain consensus. Nevertheless, having too 

many preferences and opinions could be overwhelming while taking action. Some experts review 

or criticize their preferences before filling the dotmocracy sheet, and the results can be a mix of 

confusion, extreme views, and false preferences.  

 

The Delphi method is the most popular way to solve a MCGDM problem. This structured 

technique system relies on the communication of experts. The action and prediction rely on the 

group of experts through the interactive and forecasting method[23]. The accuracy of the 

structured rule-based and organization for prediction is much higher than a chaotic prediction. 

Moreover, each expert is required to make anonymous predictions, and the experts of the 

knowledge group must have sufficient background knowledge of the decision problem filed[24]. 

Furthermore, the Delphi Method allows participants to comment anonymously and to revise their 

forecasts and preferences. Although the Delphi method is widely utilized to forecast, the track 

record of this method is mixed and produced poor results when facing multiple cases. 

 

One of the main disadvantages of the Delphi method is making sophisticated forecasts with 

multiple factors. Then, the visible weakness of this method is that the prediction is not always 

predicted correctly by the consensus of experts because some of the experts are holding extreme 

preferences due to their own subjective judgment. As expected, the degree of uncertainty is too 

tremendous for prediction to be correct. 

 

4.2 Consensus Collection for MCGDM problem 
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Compared with the above three methodologies, the traditional Consensus decision-making 

methodology is still acceptable for the Wind Farm Project. It tries to avoid “winners” and “losers.” 

This methodology still relies on the majority approval from the given group of experts. In other 

words, if the minority is against the action, then objectionable features are hard to be eliminated 

or modified. Traditionally, the majority approval is still required to explore, and the consensus 

does not emphasize the goal of full agreement.  

 

The adversarial debate and the formation of competing factions can appear through collecting 

consensus. Dynamic collecting harms the relationships among decision members and undermines 

the cooperation of the execution of the contentious decision. Three decision-making models are 

the most popular strategies to collect consensus. Initially, the consensus voting demands at least 

three referees to decide the majority consensus or criticize any extreme preferences, even including 

the debate proceeds and comments. The list of options will represent the consensus if the debate 

fails to bring about a verbal consensus[25]. Then, the referees decide the option or composite, 

which leads to the outcome of the consensus. If the consensus level surpasses the minimum 

consensus coefficient, the consensus could be accepted by referees and result in an output 

consensus[26]. This methodology is still constrained by the extremely subjective opinion, the 

background knowledge of MCGDM, and conflicts between decision-makers.   

 

Once the discussion has been set up for the primary goal, alternatives, and preferences in the 

Blocking methodology can be identified[27]. Experts must agree to the meeting proposal 

procedure for collecting consensus. Each member of the group should express their preferences, 

whether to agree or consent, to stand aside or object by utilizing hand gestures or by actively 

raising a colored card. Then, comparing with the consent threshold, if satisfied, the consensus and 

the action for MCGDM could be taken after any potential harms have been addressed[28]. On the 

other hand, if not satisfied, the discussion of the proposal goal or the objections must be reevaluated 
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to vote until satisfied with the consent threshold[29]. The disadvantage of this methodology is 

apparent in that cycling for re-voting and modifying goals will cost much time. Some experts may 

still be holding extreme preferences against the consensus, even when criticized by the majority 

of the supporting voters.  

 

The Quaker-based model involves active listening and sharing information among the whole 

decision-making group. The MCGDM problem has a facilitator who identifies areas of agreement, 

goals, and disagreements. The facilitator demands to recognize if experts are uniting with the 

decision for selfish interests. All objection perspectives are classified and summarized in the 

outcome part.[30][31] Whether to “Stand aside” or “Stop” for consensus and action must be 

decided by the facilitator. The essential component of Quaker-based consensus is unity, where the 

facilitator is serving the group rather than individual selfish interests[32][33]. In other words, the 

Quaker model allows the participants to discuss, support, and compromise for each other's 

preferences.  

 

Collecting consensus while identifying, avoiding, and modifying objections is always the main 

research goal. Then, the methodology named the “ Principle of Justifiable Granularity for 

Consensus Collection” will be introduced in the following chapters. The modifying objections for 

consensus rely on the PSO chapter.   

 

𝐶𝐶𝐶𝐶𝐶𝐶1 ~  𝐶𝐶𝐶𝐶𝐶𝐶6 

 

𝐸𝐸𝑥𝑥𝑝𝑝1 

~ 

𝐸𝐸𝑥𝑥𝑝𝑝6 

 

1.0000 0.4442 0.4043 0.1617 0.3233 0.3763 

0.1396 0.0885 1.0000 0.5064 0.3746 0.2085 

1.0000 0.4442 0.4043 0.1617 0.3233 0.3763 

0.7467 0.7554 0.3955 1.0000 0.4367 0.3728 

0.1000 0.1332 0.7471 1.0000 0.5177 0.3855 
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0.4880 0.4659 0.6783 0.5505 0.5449 0.7626 

Table 4.2.1 The weighted preferences for multiple CWPs and experts in terms of criterion time 

 

Sufficient data must support the MCGDM problem. Thus, the whole team of experts has expressed 

their preferences for all alternatives and criteria. Defining the number of experts as Exp, then we 

have 𝐸𝐸𝑥𝑥𝑝𝑝𝑘𝑘 , where 𝑘𝑘 = 1, 2, … ,𝑛𝑛 . The partial weighted preferences for multiple CWPs and 

experts in terms of criterion time are illustrated in Table 4.2.1. The partial data in Table 4.2.1 

reveals the varieties of background and knowledge of experts, and there is a tremendous gap in the 

assessment and the perception of the same alternative.  

 

The AHP structure supplies the preferences in terms of all criteria and alternatives, respectively. 

Then, the consensus collection is still following the rule of “divide and conquer,” where each 

alternative possesses its consensus in a MCGDM problem for the Wind Farm Project. The AHP 

structure completely generates the preferences of all experts in terms of all criteria and alternatives 

before collecting consensus. Finally, the result of a single alternative is ranked and picked up for 

consensus collection.  

 

𝐶𝐶𝐶𝐶𝐶𝐶1 

0.1000 0.1396 0.2077 0.2447 0.3456 0.3524 0.3603 0.4382 

0.4385 0.4846 0.4880 0.7467 1.0000 1.0000 1.0000  

Table 4.2.2 The ranked group decision making for 〖CWP〗_1 and experts in terms of criterion time 

 

The normalized eigenvectors rename as the weighted preferences for the individual alternative 

𝐶𝐶𝐶𝐶𝐶𝐶1. The consensus is temporarily defined as all weighted preferences above in Table 4.2.2. The 

extreme preferences are low weighted and high weighted, such as 𝑒𝑒1′ = 0.1  and 𝑒𝑒15′ = 1.0 . 

Depending on the rough consideration and observation through Table 4.2.2, the majority for 
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consensus MCGDM should be from 𝑒𝑒5′ = 0.3456  to 𝑒𝑒11′ = 0.4880 . On the other hand, the 

ranking depends on the weighted preferences; if these experts are expressing the same maximal 

preference for the single alternative, the ranking also relies on the second factor and third factor, 

whereas its corresponding CI and the non-normalized eigenvectors, for example, the weighted 

preferences from 𝑒𝑒13′  to 𝑒𝑒15′  are equal to 1.0. The ranking initially depends on the corresponding 

CI, and then the normalized eigenvectors. 

 

CI for 𝐶𝐶𝐶𝐶𝐶𝐶1 

0.7310 0.7584 0.7147 0.6117 0.6599 0.5381 0.6216 0.5466 

0.7389 0.5942 0.6109 0.7235 0.4959 0.6998 0.6998  

Table 4.2.3 The ranked group decision making for 𝐶𝐶𝐶𝐶𝐶𝐶1 for its corresponding CI in terms of criterion time 

 

The last three weighted preferences from 𝑒𝑒13′  to 𝑒𝑒15′  are ranked utilizing the CI as the second 

factor. 𝐶𝐶𝐼𝐼14 and 𝐶𝐶𝐼𝐼15 are still holding the same value. Comparing with the third factor the non-

normalized eigenvectors between 𝑒𝑒14′ =0.4833 and 𝑒𝑒15′ = 0.7062 and the ranking result are 

apparent.  

 

4.3 Conclusion 

 

In this chapter, the traditional methodologies of MCGDM have been introduced. Also, the 

advantages, disadvantages, and the main research direction have been illustrated. Then, collecting 

consensus relies on the maximal eigenvalues, eigenvectors, and CI. The weighted preferences are 

gathered from the result of the AHP structure. The temporary consensus includes some extreme 

preferences, and this will be described in the next chapter. 
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Chapter 5 The Principle of Justifiable Granularity and 

Aggregation for Preferences 

 

This chapter describes the methodology for consensus establishment from the temporary 

consensus in the last chapter between a group of decision-makers whose decisions are presented 

as weighted preference. In order to build the consensus, the preference matrices, the weighted 

preferences, and the weight of experts are developed by the AHP structure. The principle of 

justifiable granularity establishes and elevates the majority of consensus; meanwhile, extreme 

preferences are excluded.  

 

5.1 The Information Granule for the Principle of Justifiable Granularity 

 



 

35 

The principle of justifiable granularity dwells upon the concept of granular computing, and 

information granules are used to establish blocks that represent problems, models, and decision-

making.[13] The granular computing concentrates on processing information granules and 

develops the discipline of the existing technologies and formalizes of sets, such as shadowed sets, 

fuzzy sets, and rough sets. In other words, granular computing can be realized as a system to 

express the integral concept or special semantics of an information granule, where this collection 

of partial data reflects the nature of the property of the experimental evidence. Then, the 

optimization problem is proposed to express the well-defined linguistic information collection, 

and the optimization results can be represented by interval or fuzzy sets. 

 

The construction of an information granule has to meet two compelling requirements. The numeric 

evidence accumulated in the space or range must be as high as possible. The expectation of the 

existence of an information granule can be proved and reflect the existing experimental data. For 

instance, if the collection of the information (set) is an interval as an information granule, the more 

data contained within the boundary makes the set becomes more reasonable. On the other hand, if 

the set is represented as a fuzzy set, the higher the sum of membership degrees of the data, the 

higher the justifiability of the fuzzy set. Besides, the information granule should be as linguistically 

specific as possible while at the same time keeping numeric evidence. The information granule 

keeps enough that is semantically meaningful while also keeping the information granule highly 

detailed. Then, the aggregation of the preference (temporary consensus) index for each decision 

alternatives i is determined by 𝐸𝐸𝑖𝑖 = [ 𝑒𝑒′1, 𝑒𝑒′2, … , 𝑒𝑒′𝑝𝑝 ], where 𝑒𝑒′𝑖𝑖  represents the normalized 

preference index determined by decision maker j and p stands for the number of decision makers. 

In the second step, the consistency of each reciprocal matrix j is calculated as 𝐶𝐶𝐼𝐼𝑖𝑖 in order to 

weight the preference indices determined by the decision maker j. Thus, the information granule 

including the aggregation of preference indices for decision alternative i is determined by 𝐸𝐸𝑖𝑖= 
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[(𝐶𝐶1, 𝑒𝑒1′), (𝐶𝐶2, 𝑒𝑒2′), … , �𝐶𝐶𝑝𝑝, 𝑒𝑒𝑝𝑝′ � ], where 𝐶𝐶𝐼𝐼𝑖𝑖  stands for the consistency of the reciprocal matrix 

developed by decision maker j.  

 

𝐶𝐶𝐶𝐶𝐶𝐶1 

𝐶𝐶𝐼𝐼𝑖𝑖 0.7310 0.7584 0.7147 0.6117 0.6599 0.5381 0.6216 0.5466 

𝑒𝑒′𝑖𝑖 0.1000 0.1396 0.2077 0.2447 0.3456 0.3524 0.3603 0.4382 

Table 5.1.1 The ranked partial information granule for 𝐶𝐶𝐶𝐶𝐶𝐶1 in terms of criterion time 

 

Table 5.1.1 merely illustrates the partial description of the information granule for alternative 

𝐶𝐶𝐶𝐶𝐶𝐶1 in terms of criterion time and full information. The ranking of data in the information 

granule depends on the weighted preferences. While applying for the principle of justifiable 

granularity, the CI is utilized as weights of experts to consensus selection and boundaries 

assessment. 

5.2 The Principle of Justifiable Granularity Determine the Interval Type-2 

Fuzzy Set for Consensus 

 

The information granule for such consensus is developed and aggregated in the last session. The 

elements are where the ranked combination of CI and weighted preferences, are represented as 

type-2 fuzzy sets, and where the preference matrix is represented as an interval rather than a crisp 

number. Type-1 fuzzy sets, defined over a discrete space of alternatives, return a crisp number for 

the preference index of each alternative, while interval-valued, or type-2, fuzzy sets return an 

interval for the preference index of each alternative. While using type-1 fuzzy sets only provides 

information about the preference index of the alternatives, using interval-valued fuzzy sets 

provides information about the preference indices of the alternatives and the level of agreement 

(or disagreement) between decision-makers. Thus, utilizing interval-valued fuzzy sets is preferable 

in this case since it provides more information than using the type-1 fuzzy sets. 
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No matter the interval, the type-2 fuzzy set is triangular or trapezoid, the interval [0.1, 1] is 

obtained from the weighted preferences in Table 4.2.2 for 𝐶𝐶𝐶𝐶𝐶𝐶1 in terms of criterion time. Then, 

the upper and lower boundaries for the principle of justifiable granularity depends on the clear 

semantic meaning with sufficient experimental evidence. The coverage and specificity are 

proposed to represent the experimental evidence and the semantic meaning, respectively[34]. The 

semantic meaning and the experimental evidence must be guaranteed at the same time, where for 

the above boundaries 𝑒𝑒− and 𝑒𝑒+ for consensus, selection depends on the calculation of the two 

main constraints. In this step, the principle of justifiable granularity is utilized to determine the 

interval-valued fuzzy sets representing the preference indices of alternatives, in which the 

preference index of each alternative is represented by an interval [𝑒𝑒−, 𝑒𝑒+].  

 

In order to determine the values of 𝑒𝑒− and 𝑒𝑒+ for each alternative, the weighted median of the 

preference indices of each alternative is determined using (20). 

 

𝑒𝑒𝑖𝑖∗ = 𝑚𝑚𝑟𝑟𝑔𝑔𝑚𝑚𝑒𝑒𝑛𝑛 ∑ 𝐶𝐶𝐼𝐼𝑖𝑖�𝑒𝑒𝑖𝑖,𝑖𝑖 − 𝑒𝑒𝑖𝑖∗�
𝑝𝑝
𝑖𝑖=1    (20) 

 

where 𝑒𝑒∗ stands for the weighted median of the preference indices of alternative i, 𝐶𝐶𝑖𝑖 stands for 

the consistency of the reciprocal matrix determined by decision maker j and 𝑒𝑒𝑖𝑖,𝑖𝑖 represents the 

value of the preference index determined for alternative i by decision maker j. Considering the 

lower and upper bounds 𝑒𝑒− and 𝑒𝑒+ of the interval-valued preference index of each alternative 

is determined by maximizing the coverage and the specificity of the interval simultaneously. Since 

there is a conflict between maximization of the coverage and maximization of the specificity, the 

composite index of the two measures—determined as the product of the two expressions—is 

maximized[35]. Thus, the lower 𝑒𝑒− and the upper 𝑒𝑒+ bounds of the interval-valued preference 

index of the alternative i are determined using (21) and (22), respectively. 
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𝑒𝑒𝑖𝑖− = 𝑚𝑚𝑟𝑟𝑔𝑔𝑚𝑚𝑚𝑚𝑥𝑥  𝐶𝐶𝑜𝑜𝐶𝐶(𝑒𝑒𝑖𝑖−) · 𝑆𝑆𝑝𝑝(𝑒𝑒𝑖𝑖−)  (21) 

𝑒𝑒𝑖𝑖+ = 𝑚𝑚𝑟𝑟𝑔𝑔𝑚𝑚𝑚𝑚𝑥𝑥  𝐶𝐶𝑜𝑜𝐶𝐶(𝑒𝑒𝑖𝑖+) · 𝑆𝑆𝑝𝑝(𝑒𝑒𝑖𝑖+)  (22) 

 

where 𝐶𝐶𝑜𝑜𝐶𝐶(𝑒𝑒𝑖𝑖−) stands for the coverage of the lower bound of the interval-valued preference 

index of alternative i and 𝑆𝑆𝑝𝑝(𝑒𝑒𝑖𝑖−) stands for the specificity of the lower bound of the interval-

valued preference index of alternative i. 𝐶𝐶𝑜𝑜𝐶𝐶(𝑒𝑒𝑖𝑖+) and 𝑆𝑆𝑝𝑝(𝑒𝑒𝑖𝑖+) can be similarly defined for the 

upper bound of the interval. The values of coverage and specificity for the lower and upper bounds 

of the interval-valued preference index of alternative i are calculated using (23) and (24), 

respectively [35], [36], [37]. 

 

 

𝐶𝐶𝑜𝑜𝐶𝐶(𝑒𝑒𝑖𝑖−) = ∑ 𝐶𝐶𝐼𝐼𝑖𝑖          𝑒𝑒ℎ𝑒𝑒𝑛𝑛  𝑒𝑒− < 𝑒𝑒𝑝𝑝 < 𝑒𝑒∗𝑝𝑝
𝑖𝑖=1   (23) 

𝐶𝐶𝑜𝑜𝐶𝐶(𝑒𝑒𝑖𝑖+) = ∑ 𝐶𝐶𝐼𝐼𝑖𝑖          𝑒𝑒ℎ𝑒𝑒𝑛𝑛  𝑒𝑒∗ < 𝑒𝑒𝑝𝑝 < 𝑒𝑒+𝑝𝑝
𝑖𝑖=1   (24) 

 

The specificity of the lower and upper bounds of the interval-valued preference index of alternative 

i are calculated in the following form [35], [36], [37]. 

 

𝑆𝑆𝑝𝑝(𝑒𝑒𝑖𝑖−) = 1 −  |𝑒𝑒−−𝑒𝑒∗|
|𝑒𝑒𝑚𝑚𝑗𝑗𝑚𝑚−𝑒𝑒∗|   (25) 

𝑆𝑆𝑝𝑝(𝑒𝑒𝑖𝑖+) = 1 −  �𝑒𝑒+−𝑒𝑒∗�
|𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚−𝑒𝑒∗|   (26) 

 

For each alternative in terms of CWPs, the principle of justifiable granularity elevates and selects 

the consensus of the MCGDM problem for the Wind Farm Project. Any biases from the 

preferences of experts and extreme preferences are excluded from the consensus, and the majority 
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of experts constructs and support the consensus, in the event the principle of justifiable granularity 

meets the requirement of consensus decision-making.  

 

𝐶𝐶𝐶𝐶𝐶𝐶1 ~ 𝐶𝐶𝐶𝐶𝐶𝐶11 

𝑒𝑒𝑖𝑖− 0.3456 0.3460 0.5614 0.4848 0.5176 0.3727 0.2774 0.3508 0.6326 0.1993 0.2910 

𝑒𝑒𝑖𝑖∗ 0.4382 0.4442 0.6541 0.5687 0.5449 0.4760 0.4457 0.3990 0.6872 0.2574 0.3700 

𝑒𝑒𝑖𝑖+ 0.4880 0.4659 0.6541 0.6802 0.7393 0.4759 0.4967 0.5112 0.6873 0.2574 0.5201 

Table 5.2.1 The lower bound 𝑒𝑒𝑖𝑖−, weighted median 𝑒𝑒𝑖𝑖∗, and upper bound 𝑒𝑒𝑖𝑖+for information granule for 

multiple CWPs in terms of criterion time 

 

For each CWP, the type-2 fuzzy set represents an interval [𝑒𝑒𝑖𝑖−, 𝑒𝑒𝑖𝑖∗, 𝑒𝑒𝑖𝑖+], for example, the 𝐶𝐶𝐶𝐶𝐶𝐶1 

has its interval as [0.3456, 0.4382, 0.4880]. On the other hand, the interval for multiple alternatives 

in terms of the other criteria of cost, quality, and safety are also constrained by the principle of 

justifiable granularity.  

 

𝐶𝐶𝐶𝐶𝐶𝐶1 ~ 𝐶𝐶𝐶𝐶𝐶𝐶11 

𝑒𝑒𝑖𝑖− 0.2528 0.1716 0.7854 0.7626 0.4389 0.4322 0.1652 0.2468 0.5027 0.2362 0.4430 

𝑒𝑒𝑖𝑖∗ 0.3003 0.2505 0.8970 0.7626 0.5597 0.6521 0.2227 0.3481 0.6797 0.2617 0.5737 

𝑒𝑒𝑖𝑖+ 0.4410 0.5187 0.8970 0.8394 0.6976 0.7771 0.3192 0.4078 0.6821 0.4516 0.6634 

Table 5.2.2 The lower bound 𝑒𝑒𝑖𝑖−, weighted median 𝑒𝑒𝑖𝑖∗, and upper bound 𝑒𝑒𝑖𝑖+for information granule for 

multiple CWPs in terms of criterion cost 

 

𝐶𝐶𝐶𝐶𝐶𝐶1 ~ 𝐶𝐶𝐶𝐶𝐶𝐶11 

𝑒𝑒𝑖𝑖− 0.1239 0.2281 0.5803 0.4429 0.4367 0.3727 0.3337 0.3510 0.6041 0.1993 0.3699 

𝑒𝑒𝑖𝑖∗ 0.1464 0.3888 0.9178 0.5467 0.5177 0.4039 0.4488 0.3718 0.8613 0.3899 0.4899 

𝑒𝑒𝑖𝑖+ 0.2393 0.4443 0.9187 0.6333 0.6257 0.5755 0.6380 0.5075 0.9053 0.4122 0.5861 
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Table 5.2.3 The lower bound 𝑒𝑒𝑖𝑖−, weighted median 𝑒𝑒𝑖𝑖∗, and upper bound 𝑒𝑒𝑖𝑖+for information granule for 

multiple CWPs in terms of criterion safety 

 

𝐶𝐶𝐶𝐶𝐶𝐶1 ~ 𝐶𝐶𝐶𝐶𝐶𝐶11 

𝑒𝑒𝑖𝑖− 0.1395 0.2279 0.9999 0.4050 0.4059 0.3727 0.2220 0.2170 0.3925 0.1749 0.2910 

𝑒𝑒𝑖𝑖∗ 0.1477 0.2672 0.9999 0.5899 0.4367 0.3855 0.2775 0.2748 0.5609 0.2189 0.4148 

𝑒𝑒𝑖𝑖+ 0.5017 0.4536 0.9999 0.7959 0.4864 0.5289 0.3209 0.4430 0.6910 0.2189 0.4197 

Table 5.2.4 The lower bound 𝑒𝑒𝑖𝑖−, weighted median 𝑒𝑒𝑖𝑖∗, and upper bound 𝑒𝑒𝑖𝑖+for information granule for 

multiple CWPs in terms of criterion quality 

 

The consensus for multiple criteria and alternatives in group decision-making is elevated and 

selected by the principle of justifiable granularity. The IT2FS provides the membership degree for 

the preferences of experts belonging to this. The percentage of the data utilization of the 

preferences of experts illustrates the majority support of the consensus. 

 

𝐶𝐶𝐶𝐶𝐶𝐶1 

𝐶𝐶𝐼𝐼𝑖𝑖 𝑒𝑒′𝑖𝑖 𝐶𝐶𝐼𝐼𝑖𝑖 𝑒𝑒′𝑖𝑖 

0.7310 0.1000 0.7389 0.4385 

0.7584 0.1396 0.5942 0.4846 

0.7147 0.2077 0.6109 0.4880 

0.6117 0.2447 0.7235 0.7467 

0.6599 0.3456 0.4959 1.0000 

0.5381 0.3524 0.6998 1.0000 

0.6216 0.3603 0.6998 1.0000 

0.5466 0.4382   

Table 5.2.5 The ranked information granule for criterion time 
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In chapter 5.1, the 𝐶𝐶𝐶𝐶𝐶𝐶1  is represented by the information granule [( 𝐶𝐶𝐼𝐼1 , 𝑒𝑒′1 ), 

(𝐶𝐶𝐼𝐼2,𝑒𝑒′2),…(𝐶𝐶𝐼𝐼𝑝𝑝,𝑒𝑒′𝑝𝑝)], the IT2FS offers the interval [𝑒𝑒1−, 𝑒𝑒1∗, 𝑒𝑒1+] as [0.3456, 0.4382, 0.4880], and 

the preference of experts within the interval constructs the consensus which supported the majority 

of experts. Because 46.66% of the preference of experts is selected as the consensus, that means 

the other preferences are much further apart, whether much lower or higher. The discrete 

preferences cannot be combined and supported as the consensus; however, the excluded 

preferences also have an impact on the measurement of lower and upper bounds of IT2FS. 

 

5.3 The Aggregation and Ranking for Consensus 

 

Traditionally, experts are also required to evaluate and rank the criteria to aggregate the final 

interval for each alternative, and the final weights and sequence of alternatives could be obtained 

for the final decision-making problem. For example, the Wind Farm Project demands a ranking 

strategy for CWPs, where the CWPs contain a variety of strategies for infrastructure establishment. 

The combination of the IT2FS could solve the MCGDM problem as a decision-making action. 

 

However, the experts refuse to share the preference for criteria, and the weights for criteria are 

treated weighted equally. The aggregation depends on the fuzzy set operation introduced in chapter 

2.5. Furthermore, after aggregation for each criterion and alternative, the methodology named GM 

is proposed to tackle the ranking of the triangular fuzzy set. Based on the concept of IT2FS[13], 

the IT2FS is represented as the index of alternatives on the x-axis and the interval on the y-axis on 

the rectangular coordinate system. On the other hand, the third dimension of the IT2FS is treated 

as the fuzzy set, the membership on the second dimension (y-axis) is less than the lower bound or 

higher than the lower bound is 0 membership degree in the third dimension. Usually, the highest 

membership degree is defined as 1 when meeting the weighted median. In this paper, the fuzzy set 



 

42 

in the third dimension can be treated as the triangular fuzzy set in Figureure 5.3.1, where M 

represents the weighted median. 

 

Figure 5.3.1 The IT2FS on a three-dimensional coordinate system 

CWP 

Interval-Valued Preference Index 

Rank Lower 

Limit 

Upper 

Limit 
GM 

Turbine foundation 0.732 0.867 0.800 1 

Meteorological tower 0.533 0.741 0.637 2 

Turbine assembly 0.524 0.737 0.631 3 

Electrical collector lines 0.450 0.637 0.544 4 

Electrical distribution substation 0.388 0.589 0.488 5 

O & M building 0.349 0.547 0.448 6 

Stormwater management system 0.291 0.467 0.379 7 

Surveying works 0.243 0.471 0.357 8 

Access roads 0.250 0.444 0.347 9 

Pre-construction activities 0.215 0.418 0.316 10 

Dewatering 0.202 0.335 0.269 11 
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Table 5.3.1 Ranking of CWPs of Wind Farm Project based on their contribution to project risks or 

uncertainties 

 

The results of the analysis show that the top three CWP contributors to project risk or uncertainty 

are the turbine foundation, the meteorological tower, and the turbine assembly. The turbine 

foundation has the highest aggregated preference index, the highest preference index in terms of 

the cost and quality criteria, and the second-highest preference index for the safety criterion. The 

high preference index of this CWP (i.e., turbine foundation) stems from the uncertainty involved 

in its associated activities such as excavation, which is extremely dependent on unseen 

underground conditions. The CWP for the meteorological tower has the second-highest aggregated 

preference index and the highest preference index in two individual criteria: time and safety. The 

high preference index of this CWP in the safety criterion stems from the involvement of heavy 

construction equipment, such as cranes, in the execution of activities such as anchor installation, 

assemblies, and raising the meteorological tower. The use of heavy construction equipment also 

elevates the preference index of this CWP for the time and cost criteria. Finally, the CWP for 

turbine assembly has the third-highest aggregated preference index and the second-highest 

preference index for the cost criterion. 

 

5.4 Conclusion 

 

The results of the analysis presented in Table 5.3.1. reveals the problem of data loss since the data 

from multiple individual experts are excluded from the final IT2FS in each case. The reality is that 

the public infrastructure risks assessment data is rare and insufficient, which makes the loss 

unaffordable. As an example, according to Table 5.3.1, the remarkable data loss for CWP1 is 

53.3%, indicating that more than half of the expert knowledge is not considered for determining 
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the risks associated with this CWP. Moreover, as for all criteria, cost, time, safety, and quality, 

61.4% of the expert data is excluded from the IT2FS.  

 

Thus, the optimization mechanism for reducing data loss needs to be developed, in which the 

original IT2FS ought to be extended wider to include more of the preferences of experts when the 

preference is changing. Then, the achievement of the optimization mechanism is that of moving 

expert data to eventually add more expert knowledge in each IT2FS. On the other hand, the 

feedback from the company is good enough for decision-making for the construction of the 

infrastructure in the Wind Farm Project. 

 

 

 

 

Chapter 6 Exploration and Elevation of Consensus by Particle 

Swarm Optimization 

 

In order to reduce data loss, provide ever-fluctuating advice for experts to modify the extreme 

preference, and elevate the consensus, this chapter initially describes exploration for optimization 

of consensus because the existence of optimized or elevated consensus must be proved. 

Furthermore, the robustness of the model should testify for various data: for example, a different 

dimension of the reciprocal pairwise comparison matrix and the different scale of preferences of 

the experts to obtain the information granule for consensus—finally, the elevated consensus and 

the advice for excluded for each alternative and criterion.  
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6.1 Constraints for the Exploration of Optimized Consensus through Particle 

Swarm Optimization 

 

Before applying for the exploration of consensus elevation and reducing the data loss, there are 

some measurements that constraints. Initially, the granularity of the information granule must be 

proposed to keep the specific semantic meaning with enough experimental evidence.[38] In other 

words, widening the IT2FS to include more preferences from experts in regards to specificity, and 

maintaining the weights of experts as coverage to keep enough experimental evidence, must be 

done simultaneously. According to the analysis of data loss, aiming at exploring optimal 

professionals' data captures the principle of justifiable granularity differently. The previous 

conference paper offers the essential constraints of granularity, which is coverage and specificity 

for the elevation of MCGDM.  

 

For simplification, analyzing mathematics and modifying elements in pairwise comparison 

matrices from experts` preferences triggers the modification of coverage and specificity for the 

information granule. However, it is risky to revise the preferences of experts. Editing only slightly 

from the first preference keeps the accuracy and authenticity of data. When modifying the elements 

in the reciprocal pairwise comparison matrix, the corresponding CI also will be transformed. Thus, 

the editing for elements also impacts the consideration of coverage and the specificity in IT2FS. 

 

The CI and non-extreme preferences from experts are precise factors when optimizing the expert 

data, and inappropriate modification triggers improper coverage and specificity. For instance, 

including too many preferences of experts will lose too much specificity in IT2FS when modifying 

the elements to cover the extreme points.  
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So as to capture appropriate IT2FS to minimize the modifications to the original reciprocal 

matrices developed by the experts, the concept of Hamming Distance (HD) is proposed to measure 

and minimize the difference between original and revised matrices. 

 

While revising the elements in the reciprocal pairwise comparison matrices, we must ensure that 

the granularity is maximized while the HD between the original and modified data is minimized. 

Thus, depending on the previous result and concept for Granularity (Gr), the mechanism is quoted 

below: 

 

𝐺𝐺𝑟𝑟 =
∑ ∑ 𝐶𝐶𝑜𝑜𝐶𝐶(𝑒𝑒𝑖𝑖)

𝑝𝑝
𝑖𝑖=1

𝑝𝑝
𝑖𝑖=1

∑ ∑ (𝑒𝑒𝑖𝑖+ − 𝑒𝑒𝑖𝑖−)𝑝𝑝
𝑖𝑖=1

𝑝𝑝
𝑖𝑖=1

     𝑒𝑒ℎ𝑒𝑒𝑛𝑛 𝑒𝑒− < 𝑒𝑒𝑖𝑖 < 𝑒𝑒+                    (27) 

 

Where for every CWP, i illustrates the index of experts of CI in the information granule that 𝑒𝑒𝑖𝑖 in 

[𝑒𝑒−, 𝑒𝑒+] and the length of the specificity are parameters to measure the granularity. 

 

As for the HD for original and revised reciprocal pairwise comparison matrices, the measurement 

of each alternative i is the distance between original and revised eigenvectors, rather than the 

massive calculation of the distance between reciprocal pairwise comparison matrices. 

 

𝐻𝐻𝐻𝐻 = ∑ ∑ ||𝑒𝑒𝑖𝑖 − 𝑒𝑒𝑖𝑖′||
𝑝𝑝
𝑖𝑖=1

𝑝𝑝
𝑖𝑖=1                     (28) 

 

Where 𝑒𝑒𝑖𝑖′ stands for the revised normalized value of the preference index for each CWP, and i 

illustrates the index of experts. 𝑒𝑒𝑖𝑖 stands for the original value of the preference index and 𝑒𝑒𝑚𝑚𝑖𝑖𝑛𝑛 

and 𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚 represent the minimum and maximum preference index, respectively.  

 



 

47 

Fortunately, the opinion of experts is described by the reciprocal pairwise comparison matrix, 

where 𝐴𝐴 = �𝑟𝑟𝑖𝑖𝑖𝑖�, 𝑟𝑟𝑖𝑖𝑖𝑖 = 1
𝑟𝑟𝑗𝑗𝑗𝑗

, 𝑒𝑒, 𝑗𝑗 = 1, 2, … ,𝑛𝑛 , and 𝑟𝑟𝑖𝑖𝑖𝑖  represents the result of the pairwise 

comparison between the alternatives 𝑒𝑒 and 𝑗𝑗. Less than half of the elements of the matrix need to 

be amended in the pairwise comparison matrix from every expert. For instance, there is an example 

of the four dimensions pairwise comparison matrix: 

 

Figure 6.1.1 Modification for a four-dimensional reciprocal pairwise comparison matrix 

 

The amending variables are above the diagonal and are all compared by themselves and equal to 

1. Figure 6.1.1 displays the random number Ɛ is increased to be added up to the original variable, 

and the revised variable is adjusted to an integer. Finally, the reciprocal element modification is 

the last step. To obtain the number randomly and keep the fair occurrence probability, the UD is 

raised to meet this requirement. In this paper, the UD of the randomization mechanism provides 

equal probabilities of each random component.  

 



 

48 

 

Figure 6.1.2 The UD for randomization 

 

The scale of the UD for the PSO model is [-9, 9], which fits the original size of the reciprocal 

pairwise comparison matrices. The mechanism revises half of the elements and rounds them to 

total integer in the whole matrix with its corresponding diagonal element. 

 

Then, the decision space is in the interval (0,9], while the original elements add a negative random 

number from UD up to negative or zero, the modified elements are rounded to an integer 1. 

Because according to the concept of reciprocal pairwise comparison matrix, two CWPs can be 

treated as the same through comparison. Thus, depending on linear transformation and previous 

research, the revised eigenvectors are compared with the original in the Objective Function (Obj) 

for measurements through HD. 

 

On the other hand, the essential parameters in PSO generation, such as velocity = 0.5, iterations = 

1000, the number of variables (nvars) is 825, two boundaries are the UD boundaries [-9,9], and 

part of those parameters are settled to default in the program. 

 

6.2 Exploration for Flexibility and Optimized Consensus  
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The varieties of dimensions of the pairwise comparison matrix are tried as from 3 dimensional to 

11 dimensional. As the three dimensional is concerned, utilizing the scale as 1 to 9 on a 3-

dimensional reciprocal pairwise comparison matrix is meaningless. Traditionally, the appropriate 

scale must be utilized on the appropriate number of alternatives, and the number of alternatives 

and criteria are always different. Usually, the experts express their preferences for alternatives and 

criteria at the same time, and the adaptive scale is also needed for the different number of criteria 

and alternative; for example, as for the Wind Farm Project in this paper, the experts can also 

provide their preferences to rank the four criteria in terms of cost, time, safety, and quality. Then 

the final combination weights for multiple criteria can be obtained depending on the above 

methodologies for MCGDM and IT2FS. 

 

The primary exploration depends on the maximum granularity because collecting the maximal 

coverage and specificity proves the flexible interval to explore the appropriate granularity. On the 

other hand, the flexibility of the IT2FS model could be proven to adapt to random preference. The 

different revising scales for random numbers from UD in Figureure 6.1.1 are to be increased to 

keep the equal probability of occurrence. The integer changing scale is increased from 1 to 13 as 

Ɛ. Then, the PSO iterates 1000 times for each Ɛ, and the summation of the granularity and HD for 

each alternative are collected for analysis. 
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Figure 6.2.1 The summation of HD for different Ɛ for 1000 iteration of criterion time 

 

Figure 6.2.2 The summation of specificity multiply coverage for different Ɛ for 1000 iteration of criterion time 

 

In Figure 6.2.2, the objective function is following the coverage as the included experts` 

preferences multiplies the specificity as 𝑒𝑒𝑖𝑖+ − 𝑒𝑒𝑖𝑖−, then divide by the HD distance in the formula 
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(28). The requirement for the PSO objective function is to keep the HD the lowest because the 

revised reciprocal pairwise comparison matrix must be kept closet to the original preferences of 

the experts. And constraints in (21) and (22) should also be applied in (29) to maintain the principle 

of justifiable granularity for each iteration. 

 

𝑂𝑂𝑏𝑏𝑗𝑗 = 𝑀𝑀𝑚𝑚𝑥𝑥 
∑ ∑ 𝐶𝐶𝐶𝐶𝐶𝐶(𝑒𝑒𝑗𝑗)(𝑒𝑒𝑗𝑗

+−𝑒𝑒𝑗𝑗
−)𝑝𝑝

𝑗𝑗=1
𝑝𝑝
𝑗𝑗=1

∑ ∑ ||𝑒𝑒𝑗𝑗−𝑒𝑒𝑗𝑗
′||𝑝𝑝

𝑗𝑗=1
𝑝𝑝
𝑗𝑗=1

    𝑒𝑒ℎ𝑒𝑒𝑛𝑛 𝑒𝑒− < 𝑒𝑒𝑖𝑖 < 𝑒𝑒+    (29) 

 

Where the j represents the number of the alternative to calculate its corresponding summation, the 

main data distribution of the HD is illustrated in Figure 6.2.1. The data distribution of HD can be 

described as a curve that witnesses a fluctuation when the lowest distances are Ɛ=6. For 1000 

times iteration, the data distribution is showing like when Ɛ is equal to 6, which means the interval 

is [-6,6]. The distances are getting the lowest around about ten, which means eigenvectors are 

closest to the original eigenvectors when the Ɛ is equal to 6. The distance is getting closer to about 

15 when the number is more significant than 6. In Figure 6.2.1, by trying for 1000 times for each 

Ɛ, we can see the best value should be 1 and 2, because 15 matrices made from random consistency 

values are the best. The probability of getting a consistency value is greater than the others. 

 

The Figure 6.2.1 and 6.2.2 also offer information for the model, that no matter how the random 

number is picked for UD, the model will always respond with a different information granule, 

which means there is always consensus for even different random preferences of experts. In other 

words, not limited to the Wind Farm Project, the model possesses enough flexibility for different 

dimensions and preferences for any decision-making project. It only requires that preferences are 

provided by experts. 

 

6.3 Elevation of Consensus for MCGDM Problem 
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The essential methodology for the elevation of consensus is keeping appropriate semantic meaning, 

where the specific must be specific enough to be smaller than the whole interval from the 

temporary information granule, including the whole set of preferences from experts. On the other 

hand, experimental evidence (coverage) is required to include more preferences from experts in 

the consensus. Once those essential factors are ensured, the summation of the HD should be as 

close as possible to the original preference. The needs of suitable granularity and the smallest HD 

between the original and modified data transform the problem into a multi-objective optimization 

problem. Because of the appropriate modification of pairwise comparison, matrices increase 

coverage results without losing too much specificity. PSO reduces difficulties and complexity 

when generating constraints and random mechanisms. The PSO objective function (𝑂𝑂𝑏𝑏𝑗𝑗′) for PSO 

optimization is presented below: 

 

𝑂𝑂𝑏𝑏𝑗𝑗′ = 𝑀𝑀𝑚𝑚𝑥𝑥 
𝐺𝐺𝑟𝑟
𝐻𝐻𝐻𝐻

= 𝑀𝑀𝑚𝑚𝑥𝑥 
∑ ∑ 𝐶𝐶𝑜𝑜𝐶𝐶(𝑒𝑒𝑖𝑖)

𝑝𝑝
𝑖𝑖=1

𝑝𝑝
𝑖𝑖=1

∑ ∑ (𝑒𝑒𝑖𝑖+ − 𝑒𝑒𝑖𝑖−)𝑝𝑝
𝑖𝑖=1 ||𝑒𝑒𝑖𝑖 − 𝑒𝑒𝑖𝑖′||

𝑝𝑝
𝑖𝑖=1

       𝑒𝑒ℎ𝑒𝑒𝑛𝑛  𝑒𝑒− < 𝑒𝑒𝑖𝑖 < 𝑒𝑒+        (30) 

 

Based on the formula (20), (21), and (22), the summation of the granularity is terms of multiple 

CWPs and in terms of single criterion time obtained, where j is the index of CWPs. Thus, the 𝐺𝐺𝑟𝑟 

is the coverage whose corresponding preference is in specificity, the length of specificity (𝑒𝑒𝑖𝑖+ −

𝑒𝑒𝑖𝑖−). The HD between preferences construct the above objective function (30), where each CWP 

owns its HD, followed by a summation of all CWPs. Furthermore, i is the index of decision-makers. 

Logically, the PSO generates the optimized result for all CWPs in terms of single criterion time. 

This generation costs some time to compile and succeed in obtaining the effective optimal result, 

and the GM aggregation for all criteria can also be displayed and calculated through spending lots 

of time. 

After PSO generation and the comparison of Table 5.2.1 and Table 6.3.1, the granularity for just a 

few of the Coverage of CWPs is wider without losing as much specificity as we expected. 
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According to Figure 6.3.1, the Coverage of the CW1 in terms of criterion time is elevated to be 

higher, which means the CI, the weights of experts, increases alone with iterations. Moreover, 

Figure 6.3.2 illustrates the changing trend with iterations in terms of HD, where the difference 

between the experts' preferences is kept similar to the original. Finally, Figure 6.3.3 explains a 

slight and ambiguous decrease in specificity. However, analyzing the result of the comparison of 

Table 5.2.1 and Table 6.3.1, there is a decrease in specificity that excludes more experts` 

preferences.  

 

𝐶𝐶𝐶𝐶𝐶𝐶1 ~ 𝐶𝐶𝐶𝐶𝐶𝐶11 for criterion time 

𝑒𝑒− 0.9430 0.6607 0.6308 0.5495 0.4262 0.3458 0.4135 0.3025 0.2339 0.1743 0.2214 

𝑒𝑒+ 1.0000 0.6609 0.6516 0.7395 0.4436 0.3756 0.4382 0.3419 0.3348 0.1843 0.2673 

Table 6.3.1 The PSO generation for elements in reciprocal pairwise comparison matrix 1000 iterations for 

criterion time 

 

Figure 6.3.1 Coverage changing trend for criterion time for iteration in PSO 
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Figure 6.3.2 HD changing trend for criterion time for iteration in PSO 

 

Figure 6.3.3 Specificity changing trend for criterion time for iteration in PSO 

 

Then, the coverage for each alternative should be elevated while also at the same time the 

appropriate specificity to include more preferences should be kept and enlarged. The changing 
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trend above illustrated the constraints for the specificity is necessary to be as described. Adding 

the power of the length of specificity in the objective function based on (29) displays below.    

 

𝑂𝑂𝑏𝑏𝑗𝑗′′ = 𝑀𝑀𝑚𝑚𝑥𝑥 
𝐺𝐺𝑟𝑟
𝐻𝐻𝐻𝐻

= 𝑀𝑀𝑚𝑚𝑥𝑥 
∑ ∑ 𝐶𝐶𝑜𝑜𝐶𝐶(𝑒𝑒𝑖𝑖)

𝑝𝑝
𝑖𝑖=1

𝑝𝑝
𝑖𝑖=1

∑ ∑ (𝑒𝑒𝑖𝑖+ − 𝑒𝑒𝑖𝑖−)ɤ𝑝𝑝
𝑖𝑖=1 ||𝑒𝑒𝑖𝑖 − 𝑒𝑒𝑖𝑖′||

𝑝𝑝
𝑖𝑖=1

   𝑒𝑒ℎ𝑒𝑒𝑛𝑛  𝑒𝑒− < 𝑒𝑒𝑖𝑖 < 𝑒𝑒+        (30)    

 

Where the parameter ɤ for the power of the specificity into the objective function in PSO, then 

there are varieties of ɤ to be trained to explore the appropriate specificity. On the other hand, the 

other parameters are the same as the equation (29). Then, depending on the PSO algorithm, we 

also need to keep the trend of the objective function to be convergence. So the plot for the value 

of the objective function is illustrated below. 

 

Figure 6.3.4 The convergence of the objective function when ɤ = 0.1 for criterion time in terms of CWPs 

 

Figure 6.3.4 displays the value of the objective function is resulting in convergence after 150 

iterations. When the trend of the objective function keeps steady, the iteration of the PSO will stop, 

and the generation of the variables for the pairwise comparison matrix is finally successful. There 
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are 825 variables generated finally for original multiple matrices from decision-makers, and the 

final pairwise comparison matrices are gained from adding variables to the original matrices. As 

far as each criterion is concerned, a different value of ɤ must be trained for time, cost, safety, and 

quality for the Wind Farm Project. 

 

Figure 6.3.5 The summation of the total specificity in terms of different ɤ in PSO 

 

Figure 6.3.6 The summation of the total coverage in terms of different ɤ in PSO 
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Figure 6.3.7 The summation of the total HD in terms of different ɤ in PSO 

 

ɤ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 2 3 4 5 6 

Table 6.3.2 The scale of the parameter ɤ for objective function in PSO 

The power variable ɤ is trained as diverse as the following scale in Table 6.3.2. The above 

Figureures, 6.3.5, 6.3.6, and 6.3.7, explain the trend of specificity, coverage, and HD through 

different ɤ. It is evident that the coverage and specificity witnessed severe decline while the 

parameter ɤ > 1; meanwhile, the HD increases pretty much. The appropriate parameter ɤ should 

be less than 1. The remarkable ɤ = 0.2 is the best variable, while the coverage and specificity are 

the maximum, and the corresponding HD is appropriately close to the original preference of 

experts. 

 

𝐶𝐶𝐶𝐶𝐶𝐶1 ~ 𝐶𝐶𝐶𝐶𝐶𝐶11 for criterion time 

𝑒𝑒− 0.6415 0.5065 0.5174 0.3748 0.3456 0.3568 0.2370 0.2188 0.2169 0.1970 0.1298 

𝑒𝑒+ 0.7390 0.8202 0.7693 0.7614 0.6873 0.4782 0.3704 0.4215 0.5501 0.2772 0.2825 

Table 6.3.3 The IT2FS from PSO generation when ɤ = 0.2 for criterion time 
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By calculating the optimal result of the individual criterion time, due to the highest specificity and 

coverage and the least distance, we can ensure the best parameter ɤ = 0.2 is temporarily the best 

for the PSO temporary. Then, as for the more accurate parameter of ɤ, the more decimal places 

should also be explored, for example, the interval [0.1,0.3] with the step size 0.02. 

 

The three following Figure 6.3.8 to 6.3.10 explain the trend of the different parameter ɤ, and the 

primary coverage experienced an oscillation, when ɤ = 0.2 , the coverage gets the second 

maximum. On the other hand, the specificity obtains the maximum simultaneously with the 

appropriate HD. In conclusion, the best parameter is still 0.2, with the normal step size = 0.1. The 

curve changing trend is also similar to Figure 6.3.5 to 6.3.7. The appropriate decimal point should 

be 1, and the value of the parameter ɤ should be less than 1. The approximation of the global best 

for the PSO algorithm in terms of each iteration triggers that there is some difference, even using 

the same value of the parameter ɤ = 0.2 or 0.3. 

 
Figure 6.3.8 The summation of the total coverage in terms of different ɤ from 0.1 to 0.3 in PSO 
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Figure 6.3.9 The summation of the total specificity in terms of different ɤ from 0.1 to 0.3 in PSO 

 

 

Figure 6.3.10 The summation of the total HD in terms of different ɤ from 0.1 to 0.3 in PSO 
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After ensuring the appropriate parameter ɤ for individual criterion time of the PSO, the data loss 

from the included number of experts should be checked to see if it is worth it. Meanwhile, the best 

parameter ɤ  for all criteria in terms of time, cost, quality, and safety became the essential 

experiment to elevate the consensus for the whole data set. 

 

Figure 6.3.11 The summation of HD for four criteria with different ɤ 

 
Figure 6.3.12 The summation of specificity for four criteria with different 



 

61 

 

Figure 6.3.13 The summation of coverage for four criteria with different ɤ 

 

Analyzing Figureures 6.3.10. to 6.3.13, the appropriate parameter ɤ for each criterion is ɤ =

 0.2, 0.2, 0.1, 0.1 for time, cost, quality, and safety, respectively. With this parameter, all those 

consensuses for Wind Farm Project are optimized and elevated to higher enough coverage and 

specificity with keeping close to the original preference of preference. Then, the number of experts 

that are included in the consensus can be calculated through the optimized IT2FS, and Table 6.3.2 

illustrates the result. 

 

Time Cost Quality Safety Parameter ɤ. 

0.678788 0.690909 0.690909 0.727273 0.1 

0.757576 0.678788 0.6 0.624242 0.2 

0.6 0.563636 0.557576 0.515152 0.3 

0.436364 0.472727 0.563636 0.460606 0.4 
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0.315152 0.551515 0.436364 0.442424 0.5 

0.369697 0.430303 0.509091 0.393939 0.6 

0.424242 0.424242 0.424242 0.345455 0.7 

0.266667 0.369697 0.393939 0.393939 0.8 

0.387879 0.339394 0.345455 0.375758 0.9 

0.454545 0.593939 0.509091 0.575758 1 

Table 6.3.4 The percentage of the preferences of experts for all criteria with different parameter ɤ 

 

In Table 6.3.4, the maximum percentage of included experts in consensus for each criterion also 

evidenced the appropriate parameter ɤ for each criterion, which is ɤ =  0.2, 0.2, 0.1, 0.1 for time, 

cost, quality, and safety, respectively. In terms of the criterion cost, the reason parameter is 0.2 is 

dropping 2% (1 or 2 preferences) data in exchange for higher specificity. The parameters that give 

the percentage higher than 50% are all could be explained as the majority supported consensus in 

MCGDM. Comparing with the original percentage of 61.4% of data utilization, the PSO with four 

parameters ɤ =  0.2, 0.2, 0.1, 0.1 give us 71.36% of data utilization, which is much higher than 

the expected 50% for every single criterion. Finally, the combination of all consensus of criteria 

provides the final IT2FS for multiple alternatives. The final ranking by applying GM for optimized 

IT2FS for each criterion is displayed in the tables below.  

 

Time  Cost 

Original PSO  Original PSO 

Lower Upper Lower Upper  Lower Upper Lower Upper 

0.345555 0.488043 0.641508 0.738979  0.252792 0.441036 0.535132 0.892752 

0.345984 0.46595 0.506549 0.820231  0.171638 0.518736 0.455684 0.480183 

0.561419 0.654086 0.517418 0.769292  0.785392 0.896956 0.863346 0.90469 

0.484845 0.680206 0.374794 0.761361  0.762554 0.839403 0.490167 0.658013 
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Table 6.3.5 The IT2F of the preferences of experts for criterion time and cost with different parameter ɤ = 0.2 

Table 6.3.6 The IT2F of the preferences of experts for criterion quality and safety with different parameter ɤ = 
0.1 

Analyzing tables 6.3.5 and 6.3.6, when compared with the original IT2FS, the specificity results 

from PSO are much broader and offer higher coverage. The final consensus is much broader and 

better than the original. On the other hand, comparing Table 6.3.7 with Table 5.3.1, the final 

0.517613 0.739292 0.345643 0.687349  0.438885 0.697609 0.471243 0.668063 

0.372729 0.475899 0.356763 0.478242  0.432187 0.777097 0.379373 0.639714 

0.277446 0.496681 0.23696 0.370356  0.165232 0.319249 0.231312 0.35774 

0.350834 0.511207 0.218753 0.421502  0.246768 0.407848 0.231376 0.356518 

0.632566 0.687291 0.216898 0.550077  0.502719 0.682072 0.181252 0.428106 

0.19933 0.257363 0.196989 0.277216  0.236242 0.451607 0.178854 0.301426 

0.290999 0.520086 0.129756 0.282517  0.442976 0.663391 0.18158 0.237823 

Quality  Safety 

Original PSO  Original PSO 

Lower Upper Lower Upper  Lower Upper Lower Upper 

0.139526 0.501737 0.391719 0.822199  0.123867 0.239344 0.484582 0.633946 

0.227936 0.45358 0.363302 0.603787  0.228093 0.444256 0.426736 0.653323 

0.999929 0.999929 0.740793 0.895235  0.580289 0.918715 0.549088 0.908854 

0.40499 0.795916 0.336225 0.703561  0.442872 0.633324 0.451577 0.63372 

0.405899 0.486405 0.367657 0.570709  0.436667 0.625715 0.356316 0.625145 

0.372728 0.528862 0.215269 0.525874  0.372706 0.575538 0.300036 0.526452 

0.222014 0.320897 0.218594 0.332029  0.33373 0.638032 0.203488 0.605518 

0.216992 0.442983 0.192671 0.231639  0.350969 0.507466 0.24622 0.330783 

0.392535 0.690985 0.170526 0.397035  0.604117 0.905314 0.226378 0.39312 

0.174857 0.218872 0.111703 0.261651  0.19933 0.412165 0.186387 0.38227 
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ranking result is completely different from the original, in that for the second alternative in terms 

of criterion time, the weighted median, and ranking are totally different. The final interval is wider 

than the original and the higher percentage of data utilization illustrates more preferences of 

experts are included in the IT2FS. 

 

CWP 
Interval-Valued Preference Index 

Rank 
Lower Limit Upper Limit GM 

Turbine foundation 0.6677 0.8695 0.7686 1 

Pre-construction activities 0.5132 0.7720 0.6426 2 

Turbine Assembly 0.4132 0.6892 0.5512 3 

Surveying works 0.4381 0.6394 0.5387 4 

Electrical collector lines  0.3852 0.6378 0.5115 5 

Electrical distribution substation  0.3129 0.5426 0.4277 6 

Meteorological tower 0.1988 0.4421 0.3204 7 

Storm water management system 0.2226 0.4164 0.3195 8 

Meteorological tower 0.2223 0.3351 0.2787 9 

Dewatering  0.1685 0.3056 0.2371 10 

O & M Building 0.1562 0.2884 0.2223 11 

Table 6.3.7 The PSO generated the final ranking of CWPs with appropriate parameter ɤ 

 

6.4 Conclusion 

 

The flexibility of the model is proven to adapt to a variety of preferences for different MCGDM 

problems only if enough preferences from experts have been gathered. Then, the consensus is 

elevated by adding the extra parameter for Obj in PSO, the IT2FS for all alternatives are enlarged 

to include more preferences. Although some of the preferences of experts are revised, the 
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requirement of the higher consensus of MCGDM is achieved. On the other hand, the revised 

reciprocal pairwise comparison matrix is kept closest to the original. The model can offer a better 

consensus than the consensus in chapter 5.  
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Chapter 7 Summary and Further Study 

 

7.1 Summary 

 

In this study, the infrastructure risk for the Wind Farm Project must initially be classified into 

similar groups. After that, the experts express their preferences for alternatives through 

questionnaires. The uncertainty of the preferences of experts and the conflicts between multiple 

criteria and alternatives are captured through establishing the AHP structure, and the weighted 

preferences and the weight of experts are represented by the normalized eigenvectors and the CI, 

respectively. Then, the temporary consensus collection is allocated to the methodologies of 

MCGDM; however, the consensus must be supported by the majority of the consensus. Increasing 

the majority of the consensus is the principal research target. The principle of justifiable granularity 

is proposed to select and elevate the consensus of the MCGDM problem. The principle of 

justifiable granularity depends on the mathematical process and always provides the majority of 

the consensus. The extreme preferences are excluded but also have an impact on the IT2FS for 

consensus. The result is a necessary one for the real company in Ottawa, and the response is 

positive for the construction of the infrastructure for the Wind Farm Project. 

 

Depending on the concept of group decision-making, the consensus should include more 

preferences from experts. The PSO is proposed to elevate the consensus and revise the extreme 

preferences from experts; the elements in the reciprocal pairwise comparison matrix present the 

main modification problem in PSO. The parameter constraints are also applied to the objective 

function, including granularity, the hamming distance for proximity to the original matrices, and 

the parameter for specificity. Finally, the result of the constrained PSO offers the optimized result, 

including the higher percentage of preferences needed to reduce the original data loss. 
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7.2 Further Studies 

 

Further studies concentrate on adding more constraints in PSO to enlarge the granularity based on 

the original IT2FS results in order to obtain even less data loss and the same ranking as the initial 

IT2FS results. When comparing the original IT2FS with the revised IT2FS by PSO, the ranking 

result of the alternatives and the result through GM is absolutely different. Exploring additional 

parameters for keeping the same ranking is necessary for this Wind Farm Project. Comparing 

Table 5.2.1 with Table 6.3.1, the original ranking and IT2FS is different from the PSO generated, 

and further studies should be based on the original IT2FS, rankings, and weighted median for 

wider IT2FS. The preferences of experts support the majority of the consensus that should not be 

modified; however, the excluded preferences should be modified to be close to the original IT2FS 

or included in the consensus without revising the original weighted median and rankings. 

 

On the other hand, the better aggregation methodology for four criteria should be developed rather 

than using the simple aggregation weight = 0.25, for example, the aggregation methodology for 

IT2FS or fuzzy sets operations. Finally, the better ranking methodology rather than GM should be 

developed because the geometric median and mean of the final intervals for CWPs are extremely 

close to each other.    
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Appendix 

Questionnaire 

 

Using the analytic hierarchy process (AHP) technique, this study aims to rank the construction 

work packages (CWPs) of the construction phase of wind farm projects based on their impact on 

project objectives. The contribution of each CWP to the overall risk or uncertainty involved in 

achieving project objectives is therefore assessed using pairwise comparisons. The work 

breakdown structure (WBS) for the construction of wind farm projects has been developed through 

a literature review and is presented in Figure 1, which shows the eleven CWPs highlighted in blue 

at the third level of the WBS. The scale used for the pairwise comparisons is illustrated in Table 1 

with an example, which is used to compare the contribution of two work packages (i.e., 

preconstruction activities and surveying works) to the overall risk or uncertainty involved in 

achieving project objectives. Please complete Tables 2 to 5 to compare each pair of CWPs in terms 

of their contribution to the overall risk or uncertainty involved in achieving the project objectives, 

which are cost, time, quality, and safety. 

 

Table 1: Scale used for pairwise comparisons: example of comparing preconstruction activities to surveying 

works 

Scale Value Meaning 
-9 extremely higher contribution of preconstruction activities as compared to surveying 

works. 
-7 much higher contribution of preconstruction activities as compared to surveying 

works. 
-5 higher contribution of preconstruction activities as compared to surveying works. 
-3 slightly higher contribution of preconstruction activities as compared to surveying 

works. 
0 equal contribution of preconstruction activities as compared to surveying works. 

+3 slightly lower contribution of preconstruction activities as compared to surveying 
works. 
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+5 lower contribution of preconstruction activities as compared to surveying works. 
+7 much lower contribution of preconstruction activities as compared to surveying 

works. 
+9 extremely lower contribution of preconstruction activities as compared to  surveying 

works. 

 

 

Figure 14. Work breakdown structure of the wind-farm project 

 

Table 2. Pairwise comparison of CWPs of wind farm projects based on contribution to overall risk or 

uncertainty involved in achieving project cost objective 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project cost objective, compare the “pre-construction 

activities” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

                  Surveying works 
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Pre-construction 

activities 

                  Turbine foundation 

         Turbine Assembly 

                  Electrical collector lines  

                  Electrical distribution substation  

                  Access roads 

                  Storm water management system 

                  Meteorological tower 

         Dewatering  

         O & M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project cost objective, compare the “surveying works” 

CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Surveying works 

                  Turbine foundation 

                  Turbine Assembly 

                  Electrical collector lines  

                  Electrical distribution substation  

                  Access roads 

                  Storm water management system 

         Meteorological tower 

         Dewatering  

         O & M Building 

 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project cost objective, compare the “turbine 

foundation” CWP to each of the CWPs listed on the right, using the scale below. 
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 -9 -7 -5 -3 0 +3 +5 +7 +9  

Turbine foundation 

                  Turbine Assembly 

                  Electrical collector lines  

                  Electrical distribution substation  

                  Access roads 

                  Storm water management system 

         Meteorological tower 

         Dewatering  

         O & M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project cost objective, compare the “turbine assembly” 

CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Turbine assembly 

         Electrical collector lines  

                  Electrical distribution substation  

                  Access roads 

                  Storm water management system 

         Meteorological tower 

         Dewatering 

         O&M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project cost objective, compare the “electrical collector 

lines” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Electrical collector 

lines  

                  Electrical distribution substation  

                  Access roads 
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                  Storm water management system 

         Meteorological tower 

         Dewatering 

         O&M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project cost objective, compare the “electrical 

distribution substation” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Electrical 

distribution 

substation  

                  Access roads 

                  Storm water management system 

         Meteorological tower 

         Dewatering 

         O&M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project cost objective, compare the “access roads” CWP 

to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Access roads  

                  Storm water management system 

         Meteorological tower 

         Dewatering 

         O&M Building 
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Table 3. Pairwise comparison of CWPs of wind farm projects based on contribution to overall risk or 

uncertainty involved in achieving project time objective 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project time objective, compare the “pre-construction 

activities” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Pre-construction 

activities 

                  Surveying works 

                  Turbine foundation 

         Turbine Assembly 

                  Electrical collector lines  

                  Electrical distribution substation  

                  Access roads 

                  Storm water management system 

                  Meteorological tower 

         Dewatering  

         O & M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project time objective, compare the “surveying works” 

CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Surveying works 

                  Turbine foundation 

                  Turbine Assembly 

                  Electrical collector lines  

                  Electrical distribution substation  

                  Access roads 

                  Storm water management system 
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         Meteorological tower 

         Dewatering  

         O & M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project time objective, compare the “turbine 

foundation” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Turbine foundation 

                  Turbine Assembly 

                  Electrical collector lines  

                  Electrical distribution substation  

                  Access roads 

                  Storm water management system 

         Meteorological tower 

         Dewatering  

         O & M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project time objective, compare the “turbine assembly” 

CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Turbine assembly 

         Electrical collector lines  

                  Electrical distribution substation  

                  Access roads 

                  Storm water management system 

         Meteorological tower 

         Dewatering 

         O&M Building 
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In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project time objective, compare the “electrical collector 

lines” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Electrical collector 

lines  

                  Electrical distribution substation  

                  Access roads 

                  Storm water management system 

         Meteorological tower 

         Dewatering 

         O&M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project time objective, compare the “electrical 

distribution substation” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Electrical 

distribution 

substation  

                  Access roads 

                  Storm water management system 

         Meteorological tower 

         Dewatering 

         O&M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project time objective, compare the “access roads” 

CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Access roads  

                  Storm water management system 

         Meteorological tower 

         Dewatering 
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         O&M Building 

 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project time objective, compare the “storm water 

management system” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Storm water 

management system 

                  Meteorological tower 

         Dewatering 

         O&M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project time objective, compare the “meteorological 

tower” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Meteorological 

tower 

                  Dewatering 

         O&M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project time objective, compare the “dewatering” CWP 

to the CWP listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Dewatering          O&M Building 

 

Table 4. Pairwise comparison of CWPs of wind farm projects based on contribution to overall 

risk or uncertainty involved in achieving project quality objective 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project quality objective, compare the “pre-

construction activities” CWP to each of the CWPs listed on the right, using the scale below. 
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 -9 -7 -5 -3 0 +3 +5 +7 +9  

Pre-construction 

activities 

                  Surveying works 

                  Turbine foundation 

         Turbine Assembly 

                  Electrical collector lines  

                  Electrical distribution substation  

                  Access roads 

                  Storm water management system 

                  Meteorological tower 

         Dewatering  

         O & M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project quality objective, compare the “surveying 

works” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Surveying works 

                  Turbine foundation 

                  Turbine Assembly 

                  Electrical collector lines  

                  Electrical distribution substation  

                  Access roads 

                  Storm water management system 

         Meteorological tower 

         Dewatering  

         O & M Building 
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In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project quality objective, compare the “turbine 

foundation” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Turbine foundation 

                  Turbine Assembly 

                  Electrical collector lines  

                  Electrical distribution substation  

                  Access roads 

                  Storm water management system 

         Meteorological tower 

         Dewatering  

         O & M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project quality objective, compare the “turbine 

assembly” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Turbine assembly 

         Electrical collector lines  

                  Electrical distribution substation  

                  Access roads 

                  Storm water management system 

         Meteorological tower 

         Dewatering 

         O&M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project quality objective, compare the “electrical 

collector lines” CWP to each of the CWPs listed on the right, using the scale below. 
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 -9 -7 -5 -3 0 +3 +5 +7 +9  

Electrical collector 

lines  

                  Electrical distribution substation  

                  Access roads 

                  Storm water management system 

         Meteorological tower 

         Dewatering 

         O&M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project quality objective, compare the “electrical 

distribution substation” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Electrical 

distribution 

substation  

                  Access roads 

                  Storm water management system 

         Meteorological tower 

         Dewatering 

         O&M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project quality objective, compare the “access roads” 

CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Access roads  

                  Storm water management system 

         Meteorological tower 

         Dewatering 

         O&M Building 
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In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project quality objective, compare the “storm water 

management system” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Storm water 

management system 

                  Meteorological tower 

         Dewatering 

         O&M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project quality objective, compare the “meteorological 

tower” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Meteorological 

tower 

                  Dewatering 

         O&M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project quality objective, compare the “dewatering” 

CWP to the CWP listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Dewatering          O&M Building 

 

Table 5. Pairwise comparison of CWPs of wind farm projects based on contribution to overall 

risk or uncertainty involved in achieving project safety objective 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project safety objective, compare the “pre-construction 

activities” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

                  Surveying works 
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Pre-construction 

activities 

                  Turbine foundation 

         Turbine Assembly 

                  Electrical collector lines  

                  Electrical distribution substation  

                  Access roads 

                  Storm water management system 

                  Meteorological tower 

         Dewatering  

         O & M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project safety objective, compare the “surveying 

works” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Surveying works 

                  Turbine foundation 

                  Turbine Assembly 

                  Electrical collector lines  

                  Electrical distribution substation  

                  Access roads 

                  Storm water management system 

         Meteorological tower 

         Dewatering  

         O & M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project safety objective, compare the “turbine 

foundation” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  
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Turbine foundation 

                  Turbine Assembly 

                  Electrical collector lines  

                  Electrical distribution substation  

                  Access roads 

                  Storm water management system 

         Meteorological tower 

         Dewatering  

         O & M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project safety objective, compare the “turbine 

assembly” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Turbine assembly 

         Electrical collector lines  

                  Electrical distribution substation  

                  Access roads 

                  Storm water management system 

         Meteorological tower 

         Dewatering 

         O&M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project safety objective, compare the “electrical 

collector lines” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Electrical collector 

lines  

                  Electrical distribution substation  

                  Access roads 

                  Storm water management system 
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         Meteorological tower 

         Dewatering 

         O&M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project safety objective, compare the “electrical 

distribution substation” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Electrical 

distribution 

substation  

                  Access roads 

                  Storm water management system 

         Meteorological tower 

         Dewatering 

         O&M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project safety objective, compare the “access roads” 

CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Access roads  

                  Storm water management system 

         Meteorological tower 

         Dewatering 

         O&M Building 

 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project safety objective, compare the “storm water 

management system” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

                  Meteorological tower 
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Storm water 

management system 

         Dewatering 

         O&M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project safety objective, compare the “meteorological 

tower” CWP to each of the CWPs listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Meteorological 

tower 

                  Dewatering 

         O&M Building 

In order to rank the CWPs presented in Figure 1 in terms of their contribution to the overall risk 

or uncertainty involved in achieving the project safety objective, compare the “dewatering” 

CWP to the CWP listed on the right, using the scale below. 

 -9 -7 -5 -3 0 +3 +5 +7 +9  

Dewatering          O&M Building 

 

 

 

 

 

 

 

 

 

 

 

 


	Chapter 1 Introduction
	Chapter 2 Background
	2.1 The Wind Farm Project
	2.2 The Analytic Hierarchy Process
	2.3 The Multiple Criteria Group Decision-Making
	2.4 The Principle of Justifiable Granularity
	2.5 The Fuzzy Logic and Type-2 Fuzzy Set
	2.6 The Particle Swarm Optimization
	2.7 Conclusion

	Chapter 3 The Uncertainty Captured by AHP
	3.1 The Structure of AHP
	3.2 The Uncertainty of the Linguistic Variables Captured by AHP
	3.3 The Establishment of the Reciprocal Pairwise Comparison Matrix
	3.4 Conclusion

	Chapter 4 The Consensus Building for MCGDM Problem
	4.1 The Traditional Methodologies in MCGDM Problem
	4.2 Consensus Collection for MCGDM problem
	4.3 Conclusion

	Chapter 5 The Principle of Justifiable Granularity and Aggregation for Preferences
	5.1 The Information Granule for the Principle of Justifiable Granularity
	5.2 The Principle of Justifiable Granularity Determine the Interval Type-2 Fuzzy Set for Consensus
	5.3 The Aggregation and Ranking for Consensus
	5.4 Conclusion

	Chapter 6 Exploration and Elevation of Consensus by Particle Swarm Optimization
	6.1 Constraints for the Exploration of Optimized Consensus through Particle Swarm Optimization
	6.2 Exploration for Flexibility and Optimized Consensus
	6.3 Elevation of Consensus for MCGDM Problem
	6.4 Conclusion

	Chapter 7 Summary and Further Study
	7.1 Summary
	7.2 Further Studies

	Bibliography
	Appendix

