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Abstract 

We examine the transmission of internal gravity waves through non-uniformly 

stratified fluid using piecewise-linear theory and fully nonlinear numerical sim­

ulations. Transmission coefficients are measured using the ratio of the flux of 

transmitted to incident pseudoenergy, T. An analytic prediction of T is found 

for waves tunnelling through a piecewise-linear shear flow in which the fluid is 

unstratified over the depth of the shear and uniformly stratified elsewere. In 

weak shear, transmission across critical layers, where the phase speed of waves 

matches the flow speed, is possible if the background density profile is contin­

uous. For a discontinuous background density profile no transmission occurs 

through critical layers, however, transmission values increase at other phase 

speeds. Numerical simulations of wavepackets show little dependence of trans­

mission values on wavepacket extent and a significant increase in transmission 

values for larger initial wave amplitudes. 
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Chapter 1 

Introduction 

Internal gravity waves play an important role in redistributing energy and 

momentum throughout Earth's oceans and atmosphere. Driven by buoy­

ancy forces, internal gravity waves propagate both vertically and horizontally 

through stratified fluids transporting energy and momentum away from the 

original source. Stratified fluids are fluids in which the background density, 

p(z), varies with height. In stably stratified fluids the background density 

decreases monotonically with height so that dense fluid lies below less dense 

fluid. As waves propagate they eventually may become unstable, so that heavy 

fluid is lifted above lighter fluid, and break, depositing energy and momentum 

to the background flow leading to increased drag and mixing. There are many 

examples of this process occurring in nature. Polzin et al. (1997) and Led-

well et al. (2000) have shown the structure and intensity of the abyssal ocean 

circulation is, in part, controlled by internal waves generated over oceanic 

ridges. As waves propagate upward into the ocean they break and provide a 

significant source of the energy required for ocean mixing, which consequently 

redistributes heat and modulates Earth's climate. In another ocean study, 

Skyllingstad and Denbo (1994) examined the growth of internal gravity waves 

due to surface wind stress in the equatorial ocean and concluded these waves 

have a large effect on the equatorial undercurrent. Internal waves play an 
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important role in the atmosphere as well. McFarlane (1987) and McLandress 

(1998) have shown that breaking internal waves in the atmosphere are an 

important factor in determining the structure of the mean winds and thus 

atmospheric circulation patterns. They conclude effective parameterizations 

of gravity wave drag are necessary for accurate numerical weather predictions 

and global climate models. 

In this work the propagation of internal waves over small scales is studied. 

The internal waves studied here are restricted to a Boussinesq fluid in two 

dimensions. The Boussinesq approximation is applicable to internal waves 

which propagate over distances in which the background density changes by 

only a small fraction of itself. This is a good approximation for the ocean 

in which the density changes by less than 10% between the ocean floor and 

surface. In the atmosphere the approximation is applicable for waves traversing 

distances much less than the density scale height, defined as Hp = — p/gf • 

Typically, Hp ~ 8 km in the atmosphere. 

Internal waves propagate with a frequency no larger than the buoyancy 

frequency, N, which under the Boussinesq approximation is defined as 

iv2(z) = _ A ^ . (i.i) 

p0dz 

Here g is the gravitational acceleration and po is a characteristic density of 

the background. The buoyancy frequency, sometimes called the Brunt-Vaisala 

frequency, is the natural frequency of vertical oscillations in a stratified fluid. 

Provided the stratification and background horizontal flow, U, are steady and 

independent of re, the absolute wave frequency, UJ, and horizontal wavenumber, 

k, of internal waves remain constant as waves propagate. However, the relative 

(or 'Doppler-shifted') frequency, 

Cl(z)=uj-kU(z), (1.2) 

is a function of the background properties and can vary with height. In order 
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for waves to propagate through a stratified fluid the relative frequency must 

remain less than the buoyancy frequency (i.e. fl < N) at all heights. If Q > N 

waves are said to be 'evanescent disturbances' that decay exponentially away 

from such heights. Trajectories of internal wave propagation and calculations 

of energy and momentum transport are typically performed using 'ray tracing' 

techniques (Lighthill, 1978; Broutman et al., 2004). These techniques apply 

the WKB approximation which requires a scale separation that assumes the 

vertical scale of variations of the background fields, U (z) and N (z), are large 

compared to the vertical wavelength of waves. Applying simple heuristics 

based on ray theory, small-amplitude waves axe predicted to reflect from a 

height zr (a reflection level) where 0 = N and asymptotically approach a 

height zc (a critical level) where Q = 0 (Bretherton, 1966). This research 

shows that when the scale separation is reversed so that the vertical wavelength 

of waves is on the order of, or larger than, the vertical scale of variations 

of the background, waves can indeed penetrate across reflection and critical 

levels. The circumstance, being analogous to electron tunnelling in quantum 

mechanics, is referred to here as 'internal wave tunnelling'. 

Internal wave tunnelling between two ducts in the ocean has previously 

been described theoretically by Eckart (1961), who considered resonant en­

ergy transfer between different vertical modes of the main and seasonal ther-

mocline in the ocean. The atmospheric counterpart to Eckart resonance was 

described by Fritts and Yuan (1989) who additionally considered the effects 

of Doppler-shifting winds. This work usefully describes the two-way periodic 

energy transfer between ducts by low-order modes; however, it cannot describe 

one-way tunnelling of small vertical-scale internal waves from one highly strat­

ified region to another. 

Unidirectional tunnelling was examined by Lindzen and Tung (1976), who 

studied the reflection and over-reflection of atmospheric internal gravity waves. 
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Figure 1.1: Background density (left) and squared buoyancy frequency (right) 
denned for a) an 'iV2-barrier' and b) a 'mixed-iV2' profile. 

Their study was restricted to low-order mesoscale modes and so filtered non-

hydrostatic waves with frequencies close to the buoyancy frequency. This 

work was continued by Wang and Lin (1999) who examined more general 

background velocity and density profiles. 

An analytic theory for non-hydrostatic internal wave tunnelling through a 

weakly stratified fluid layer was derived by Sutherland and Yewchuk (2004). In 

particular they examined internal wave tunnelling through what they termed 

an W2-barrier', which consisted of a continuously varying background density 

profile in three distinct layers. The outer two layers were uniformly stratified 

with buoyancy frequency N$ while the inner layer had uniform density and 

thus a buoyancy frequency of zero, seen in Fig. 1.1a. Tunnelling through a 

iV2-barrier can be viewed as an idealization of several large-scale geophysical 
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flows. In the atmosphere it is representative of waves tunnelling from the 

stratosphere, through an evanescent region in the mesosphere. to the iono­

sphere. In the ocean it is representative of waves tunnelling from the seasonal 

to the main thermocline. Defining the transmission coefficient as the ratio 

of transmitted to incident energy they found, in particular, that the max­

imum transmission across an JV2-barrier occurs for waves having frequency 

ui = NQ/^/2. They also studied tunnelling through a 'mixed-Ar2' profile in 

which stratification was the same as in the iV2-barrier case except that it ex­

hibited discontinuous density jumps on either flank of the unstratified region, 

seen in Fig. 1.1b. This circumstance was representative of a mixed layer caused 

by local mixing within an initially uniformly stratified fluid. They found that 

waves could transmit more effectively than through an iV2-barrier and that a 

transmission spike occurred when the vertically propagating waves interacted 

resonantly with interfacial waves on either flank of the shear layer. 

1.1 Thesis Overview 

In this thesis, the work of Sutherland and Yewchuk (2004) is extended to 

explore the additional effects upon tunnelling of background shear, compact 

wavepackets, and finite wave amplitudes. 

In Chapter 2 the effect of a shear layer coinciding with an unstratified 

region is examined. Linear theory is used to develop the tools needed to predict 

analytically and to quantify internal wave transmission through shear layers.1 

The stability of a particular parallel shear flow is discussed in Section 2.4. The 

addition of shear makes the mixed-iV2 case of Section 2.5.2 in particular, more 

closely resemble a mixed layer in the ocean. The presence of shear may act as 

a source of local mixing that results in a uniform density region. 

Chapter 3 uses numerical simulations to determine the effect amplitude has 

1This work has been published by Brown and Sutherland (2007) 
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on transmission. Simulation stability criteria and time dependent transmission 

quantification methods are developed. The effect of compact wavepackets is 

also explored. 

Chapter 4 provides a summary of significant findings and discusses how 

they may be applied in atmospheric and oceanic situations. In Appendix A 

the theory of internal gravity waves is developed. Beginning from the basic 

equations governing fluid motion, the fundamental equations and properties 

of internal waves under the assumptions relevant to this study are provided. 

It may be helpful for readers unfamiliar with internal gravity waves to begin 

with this material. 
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Chapter 2 

Linear Tunnelling 

2.1 Introduction 

In this chapter the theoretical tools necessary to model and analyze the prop­

agation of linear internal gravity waves in a Boussinesq fluid are developed. 

These tools are then used to predict analytically the transmission of inter­

nal waves through non-uniformly stratified fluid with vertically varying back­

ground shear. 

In Section 2.2 the techniques used to solve the Taylor-Goldstein equation, 

which describes the motion of Boussinesq fluid in a non-uniform background, 

for piecewise linear profiles are presented. A method for quantifying the rela­

tive transmission of internal waves through specific background profiles using 

pseudoenergy is described in Section 2.3. The stability of a specific parallel 

shear flow is then examined in Section 2.4 and the transmission of internal 

waves through this flow is described in Section 2.5. 

2.2 Governing Equation 

In order to come up with an analytic prediction for internal wave transmis­

sion this portion of the study is restricted to small-amplitude disturbances in 

a Boussinesq fluid. The perturbation streamfunction associated with distur-
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bances having horizontal wavenumber, k, and (absolute) frequency, to, is 

ip(x, z, t) = <f>(z)ei{kx-ut) + c.c, (2.1) 

where the streamfunction amplitude, </>, satisfies the Taylor-Goldstein equation 

<l>" + m2(z)<f> = 0 (2.2) 

where 

In this formula Q, is the relative frequency of waves given by (1.2). For a 

complete derivation of this equation see Sections A.l and A.2. If m2 is constant 

for all z in the domain, solutions are either exponential or sinusoidal functions 

(i.e. 4> — Aelmz is a solution if m2 is positive). This occurs if A2 is piecewise-

constant and U is piecewise-linear such that A2 is zero where U is variable. 

A complete solution for <f> is found by matching the functions determined 

over each piecewise-linear segment using conditions that require the vertical 

displacement and pressure to be continuous. This is done by requiring 

A 

and 

= 0 (2.4a) 

A p ( Q<f>' + W'<l> 
gk2<p 

= 0 (2.4b) 

(Drazin and Reid, 1981) where the A operator is defined by 

A [/(*)]= l i m / ( z ) - lim_/(^) 
Z—*Z* Z—*Zjf 

and is applied at every z* where the function f(z) is discontinuous. In this 

case discontinuities can arise in any of p, U, or U'. Strictly speaking, these 

limits should not be applied at constant elevations, z*, but rather at interfaces 

around discontinuities in the background profiles that will be deformed by 

the presence of internal gravity waves; however since the wave amplitudes 



are small (|AA;2/u;| <C l) , these matching conditions are in fact applied at 

constant elevations. For a fluid with continuous background horizontal flow, 

U, the matching condition (2.4a) reduces to 

A [<p] = 0 (2.5) 

and under the Boussinesq approximation the matching condition (2.4b) re­

duces to 

A p0 (Q>' + kU'<f>) - pi-&) = 0. (2.6) 

where />o is a characteristic density. If additionally the background density 

profile, p, is continuous, (2.6) together with (2.5) further reduces to 

A [m' + kU'(f] = 0. (2.7) 

Additional boundary conditions suitable for a vertically unbounded domain 

are also required. When examining the stability of a background shear flow 

this amounts to requiring bounded solutions such that internal waves, if they 

occur in the far field, propagate outward from the unstable region. The re­

sulting equations form an eigenvalue problem in which the eigenvalue speci­

fies the frequency and possibly the growth rate as a function of the horizon­

tal wavenumber. The eigenfunction specifies the structure of the disturbance 

whose amplitude is arbitrary, though small. 

When quantifying transmission in the tunnelling problem, the amplitude, 

frequency, and horizontal wavelength of an incident wave that propagates in­

ward from the far field are specified and the boundary conditions require that, 

if waves transmit into the far field on the opposite side of the domain, then 

they must propagate outward. This is not an eigenvalue problem: both to and 

k are independently specified. The resulting equations allow us to determine 

how the amplitude of the transmitted waves depends upon the amplitude of 

the incident waves. 
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2.3 Transmission Quantification 

In the tunnelling problem the amplitude of a transmitted wave can be found 

in terms of an incident wave amplitude, frequency, and wavelength as well as 

any parameters associated with the problem, such as Richardson number. 

When no shear is present and N is the same for transmitted waves as for 

incident waves we define a transmission coefficient, 

T = 
AT\2 

(2.8) 
Ai 

as the square magnitude of the ratio of transmitted to incident wave amplitude. 

This may be interpreted as the ratio of outgoing to incoming wave energy, 

{E), defined in the classical sense of the sum of the mean kinetic and available 

potential energy associated with the fluid parcels over one wavelength. 

This was done by Sutherland and Yewchuk (2004), who in part studied 

the partial transmission and reflection of waves across a piecewise-constant 

Ar2-barrier of depth L prescribed by 

which corresponds to a continuous background density profile of 

( l - f ( * - f ) *>\ 
p(z) = pol 1 N < f (2.10) 

l l - f (z + f) z<-\ 
as seen in Figure 1.1a. Defining O = cos-1(u;/iVo) as the angle from the vertical 

at which wave propagate, they found the transmission coefficient to be 

T = 
/sinh(fcL)Y 

- i 

(2.11) 1 + i, s in20 ) 

They also studied the partial transmission and reflection of waves across 

a piecewise-constant mixed-iV2 profile where the background density is pre­

scribed as 

^ l \Z\ i= 2 
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Here the buoyancy frequency is the same as (2.9) except that N2 —v oo at 

z = ±L/2, seen in Figure 1.1b. The corresponding transmission coefficient 

was determined to be 

T = ^=^)V^-^otH; 
(2.13) 

When shear is present in the background flow the transmission coefficient 

for the tunnelling problem cannot be defined as a ratio of wave energies. In 

shear flow, wave energy is not a conserved quantity but can be created or de­

stroyed through interaction of the Reynolds stress with the background shear 

(see Section A.5). What is conserved for small-amplitude waves is the wave ac­

tion, A = yf, defined by the ratio of the wave energy to the relative frequency 

(Eliassen and Palm, 1961; Andrews and Mclntyre, 1976). More generally, the 

pseudoenergy is conserved which, in the small-amplitude limit, is the wave en­

ergy times the ratio of the absolute and relative frequencies, ~ (Andrews and 

Mclntyre, 1978; Scinocca and Shepherd, 1992). Pseudoenergy is proportional 

to the wave action, but has the same units as energy. Since pseudoenergy is a 

conserved quantity, to classify the transmission of waves across a non-uniformly 

stratified shear flow, an appropriate definition of the transmission coefficient 

is the ratio of the transmitted to incident vertical flux of pseudoenergy. In 

the small-amplitude limit, the vertical flux of pseudoenergy is cgz (E) ~, the 

vertical group velocity times the pseudoenergy. After cancellation, using the 

relations found in Sections A.4 and A.5, the transmission coefficient is there­

fore defined as the ratio of transmitted to incident squared wave amplitude 

multiplied by the ratio of transmitted to incident vertical wavenumber, 

T = 
2 

—£. 2.14 

If there is no background shear and the buoyancy frequency is the same in both 

the incident and transmission regions, the vertical wavenumbers of transmitted 
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and incident waves are identical and thus this definition of the transmission 

coefficient is equivalent to the ratio of transmitted to incident wave energy. 

2.4 Stability of Background Profiles 

Before performing the tunnelling calculation we first consider the stability of 

the prescribed background stratification and shear layer, with respect to a bulk 

Richardson number, defined as 

Here N0, U0, and L are the characteristic buoyancy frequency, flow speed, 

and length scale, respectively, associated with the problem. A necessary 

(but not sufficient) condition for instability is that Ris < \ (see for example, 

Drazin and Reid, 1981) in which the gradient Richardson number is defined as 

Ri9 = N2{z)/ \U'{z)\ . The profiles considered here have Ris = 0 in the shear 

region meaning that instability is possible. The purpose of this section is to 

determine how the stability of our prescribed stratification and background 

flow depend on the bulk Richardson number, Ri. 

We consider a non-uniformly stratified shear layer of depth L in which iV2 

is prescribed by (2.9) and the background flow by 

( \Uo ~ > i 
U(z) = I fz \z\ < \ , (2.16) 

These profiles are illustrated in Figure 2.1a. 

The solutions to the governing equation (2.2) for these profiles take the 

form 

4{z) = { 

in which 

A2e im-z ->• •> h. 

Bxe
kz + B2e.-kz \z\ < \ 
Aieim+z Z < - \ , 

= ±k 
1/2 

(2.17) 

(2.18) 
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Figure 2.1: Background density (left), squared buoyancy frequency (middle), 
and velocity (right) profiles defined for the a) stability calculation and b) 
tunnelling calculation. In a) At, and A2 are the amplitudes of the emitted 
disturbances. In b) Ai, AR, AX are the amplitudes of the incident, reflected, 
and transmitted waves respectively. 
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and 

Q± = u ± kUQ/2. (2.19) 

If |f2±| < No, the vertical wave number, m± is defined so that waves propagate 

away from the shear layer. For complex m±, branch cuts are taken so that 

disturbances decay exponentially away from the shear layer. Applying match­

ing conditions (2.5) and (2.7) at z = ±L/2, gives an eigenvalue problem that 

predicts frequency as a function of wavenumber, k, through a cubic polynomial 

in u2: 

to6 + C4Co4 + C2CJ2 + Co = 0. (2.20) 

Here the formula is given in non-dimensional form with CJ — OJL/UQ. The coef­

ficients Ci(k; Ri) for i — 0,2,4 are functions of the non-dimensional horizontal 

wavenumber k = kL and the bulk Richardson number, Ri. These coefficients 

are 

C, = sinh\kL) - [Ri + 2 ( f )2] - [ ^ f f e y ] 2 , 

^ = ( f ) ^ R i ( f ) ^ i R i 2 r 2 + ( f ) 2 - ^ 

and 

C0 = ( f ) 4 -Ri( f ) - im 2 r 

+ 

i u ; 2 r 2 

(kL) 

2 Ri + 2 ( f ) Rir 
2 sinh(fei) 

mr 
2sinh(fet) 

in which 

r = sinh(kL) + ± [sinh(fcL) - fcLcosh(fcL)]. 

Of the three roots of (2.20) (in u>2), only one is physical and the others are 

spurious. The appropriate root is determined by taking the limit as N0 —> 0 

and selecting that which corresponds to the classic result for unstratified shear 

flow (Drazin and Reid, 1981): 

- I ) 2 - e-'2'k}/4. 
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Growth Rate (oxxL/UJ 

,A 0.15 

0.05 

Frequency (co xL/U ) 

Figure 2.2: The non-dimensional growth rate (u)j = u^L/[/0) and frequency 
(u)r = urL/Uo) defined by the physical root of (2.20). 

The physical root, decomposed into its real and imaginary parts, is plotted 

in Figure 2.2. The left plot shows that the system is unstable for every value 

of Ri. However, the instability occurs over a decreasing range of kL about 

Ri = kL — 1 as Ri increases. The marginal stability curves are given by 

|2 
Ri = (fc/2)2 - (fc/2) coth(fc/2) - 1 (2.22) 

and 

Ri = (fc/2)2- (fc/2)tanh(fc/2) - 1 (2.23) 

when Ri > 1. 

From the right-hand plot we notice that when a wave is unstable the fre­

quency of the wave, and thus the wave speed, is exactly zero; the speed matches 

the background flow speed at the midpoint of the shear. We also notice that 

the growth rate, a;,:, of the instability decreases as Ri increases. So, although 

the gradient Richardson number, Rifl, is zero in the shear region, instability is 

weak if the bulk Richardson number, Ri, is large enough. 

We have not explicitly performed the stability calculation for the mixed-

JV2 profile in which p is given by (2.12) rather than (2.10). The matching 
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conditions make finding an analytic solution significantly more complex in 

this circumstance. However, we expect that the density jumps at z = ±L/2 

will serve further to stabilize the flow. 

2.5 Transmission Predictions 

In §2.4 we found that for large enough Ri, the instability growth rate of a 

piecewise-linear shear layer is smaller than the time for wave propagation 

across a coinciding uniform density region. We now consider internal wave 

tunnelling across a piecewise-linear shear layer in this large Ri limit. To this 

end we assume the prescribed background flow and density profiles are steady 

and study the circumstance of an internal gravity wave impinging from below 

upon an unstratified layer. 

For conceptual convenience, we now shift to a frame of reference moving 

with the speed of the flow below z — —L/2. The shear flow profile is given by 

U(z) = { 
UQ Z>\ 

f(z + f) \z\<\ . (2.24) 
0 z<-\ 

For this choice of velocity profile the relative frequency of an internal wave 

below z = —L/2 is the same as its absolute frequency, u>. Above z = +L/2 

the relative frequency is given by 

tt = UJ - kU0. (2.25) 

2.5.1 Transmission across an iV2-barrier 

We begin by examining internal wave tunnelling across an iV2-barrier with N2 

given by (2.9) and shear flow given by (2.24) as plotted in Figure 2.1b. We 

suppose that a wave with given k, u, and streamfunction amplitude, Ai, is 

incident upon the shear region from below. The phase speed of this wave is 

c = uj/k. Without loss of generality, we only allow positive values for ui so 
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that the horizontal direction of wave propagation is entirely determined by the 

sign of k. 

Similar to (2.17), solutions to the Taylor-Goldstein equation (2.2) in each 

piecewise-linear region take the form 

<K~) = { 
ATerimTZ 

Bxe
kz + B2erkz 

Aie-~
im'z + AReim" 

\z\<\ 
i <^ —h. 

in which 

rrij — IfctanGI and % = |fetan$| 

(2.26) 

(2.27) 

are vertical wavenumbers for the incident and transmitted waves, respectively. 

We have defined 

6 = cos 1 and $ = cos l 

iVo 
(2.28) 

These represent the angle between lines of constant phase and the vertical for 

incident and transmitted waves respectively. Notice that <j> in (2.26) includes 

solutions for both incident and reflected waves below z = —L/2. Applying 

the matching conditions (2.5) and (2.7) at z = ±L/2 gives a system of four 

equations and five unknowns. 

Solving these for the transmitted amplitude, AT, in terms of the incident 

amplitude, Aj, gives a transmission coefficient, T, defined as the ratio of trans­

mitted to incident pseudoenergy flux given by 

T = 
AT 

2 tan$ 
tan 6 

(2.29) 

in which we have used (2.14) with the relationship between vertical wavenum-

ber and propagation angle, (2.27). Likewise we may define the reflection co­

efficient, R, to be the magnitude of the reflected to incident pseudoenergy 

flux. In this case the ratio of vertical wavenumbers cancels and we find 

R— \AR\2/\AJ\2. Tests show that the relationship T + R = 1 holds, as ex­

pected. 
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After extensive algebraic manipulation the transmission coefficient is found 

to be 

- hd2 
1 {sinh(fcL) + j|r [sinh(fcL) - fcLcosh(fcL)]} + a2 — ^/3 

+ I s in20sin2$| (2.30) 

in which 

and 

a = sin(6 =F $) (2.31) 

j3 = (cos O + cos $) sinh(fcl). (2.32) 

The angles in (2.31) are subtracted if tan 0 and tan $ are of the same sign and 

they are summed otherwise. Together with (2.25) and (2.28), (2.30) reduces to 

(2.11) in the limit as Ri —> oo (corresponding to U0 —* 0 and <3> —• 0 at fixed 

L) and so these results are consistent with those of Sutherland and Yewchuk 

(2004). For any finite Ri (in which UQ/L is fixed) we find T —• 1 for fixed k 

as L —> 0. In this instance the background is reduced to constant N2 with 

vanishingly small shear. Note that for finite Ri the numerator can be negative, 

corresponding to T > 1. This corresponds to waves acting in near resonance 

with unstable modes so that transmitted waves can draw energy from both 

the incident waves and the mean flow. This occurs only for Ri <C 1 in which 

case the mean flow is strongly unstable. 

Contour plots of T as a function of kL and ui/No in four cases, each with 

different values of Ri, are given in Figure 2.3a. In the upper-left plot Ri = 106 is 

chosen to be so large that the shear flow is effectively non-existent: UQ ~ 0. As 

expected in this limit, T approaches that found for a A^2-barrier by Sutherland 

and Yewchuk (2004). 

For smaller Ri, Doppler-sfiifting by the shear flow plays an increasingly 

significant role. As required by (2.26), there is no transmission of waves if 

the magnitude of the relative frequency of waves above z — +L/2 exceeds NQ. 

For non-trivial solutions, this forces the absolute frequency and wavelength of 
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Figure 2.3: a) Contour plots of the transmission coefficient, T, for inter­
nal gravity waves traversing an iV2-barrier as a function of frequency and 
wavenumber for several values of the bulk Richardson number, Ri, as indi­
cated, b) Schematic formulae defining the bounding lines in the contour plots. 
Wave transmission is bounded between the solid and dash-dotted lines where 
the relative frequency of incident and transmitted waves respectively equal 
the buoyancy frequency. The dashed line separates waves that encounter a 
critical level and those that do not. c) Values of the transmission coefficient 
as a function of wavenumber and phase speed for Ri = 1. 
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the incident waves to lie within a parameter regime shown schematically in 

Figure 2.3b. The allowable frequencies and wavelengths are bounded by the 

solid lines u = 0, u> — No and the dash-dotted lines Q = ±N(,. This bounded 

region can be further separated into two sub-regimes separated by a dashed 

line which denotes waves whose relative frequency is O = 0. Below this line 

incident waves propagate faster than UQ or in the opposite direction from the 

flow above z = +L/2 (i.e. c < 0) and therefore they do not encounter a 

critical level. For parameters above the dashed line, waves propagate with 

phase speed 0 < c < UQ and thus encounter a critical level within the shear 

layer. 

From Figure 2.3a we find that, for all Ri, near perfect transmission occurs 

for waves with \kL\ <C 1. For the smaller values of Ri, the transmission coef­

ficient is exactly zero along the dashed line where the horizontal phase speed 

of the incident waves matches the flow speed above the shear layer, UQ. Such 

behaviour may be anticipated from the heuristic prediction that waves cannot 

penetrate above a critical level. Surprisingly, however, for Ri = 1 and 3 we 

see transmission for internal waves which encounter a critical level within the 

shear layer. Incident waves are able to cross the critical level because iV2 = 0 in 

the shear region, and so all disturbances are evanescent, not wave-like there. 

We find nearly perfect transmission for waves with kL < 2 and u> < No if 

Ri = 1. To examine the transmission spike, we plot the transmission contours 

for Ri = 1 as a function of the incident phase speed and wavenumber in Fig­

ure 2.3c. We find the transmission spike occurs for waves with phase speed 

equal to the midpoint of the shear (c = f/o/2). Waves within the transmission 

spike have wavenumbers and frequencies that are nearly resonant with those 

of unstable modes. Indeed, Figure 2.2 shows that unstable modes occur when 

kL ~ 2.08 when Ri = 1. The full range of unstable modes is indicated in 

Figure 2.3c by the error-bar and lies outside, but close to, the allowable pa-
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rameter range for internal waves. Although we see a large transmission spike 

for propagating internal waves, disturbances which lie in the range of unstable 

modes are evanescent at all levels in the flow for Ri = 1. 

For still smaller Ri, the parameter range for unstable modes increases to 

lie within the allowable range for propagating internal waves. In this case, 

we expect to see transmission coefficients exceeding unity, meaning that the 

incident waves draw energy from the mean flow and so transmit across the 

shear at larger amplitude. In the absence of incident waves, this is the process 

of over-reflection {i.e. Lindzen and Tung, 1976). We have not examined this 

circumstance in detail because the time-scale for instability compared with the 

time for waves to cross the shear layer is so small that it is hard to imagine 

a realistic circumstance in which incident waves might encounter the unstable 

shear layer before it develops nonlinearly. 

2.5.2 Transmission across a locally mixed region 

In the circumstance considered above, p varies continuously, even though its 

slope is discontinuous at z — ±L/2. More realistically, localized mixed regions 

within a stratified fluid are better represented by the discontinuous density 

profile given by (2.12), seen in Figure 1.1b. Thus we now examine internal 

wave tunnelling across such a mixed-N2 profile. 

We proceed exactly as in the preceding section to find solutions to (2.2) 

given by (2.26). The difference is that we now must apply the matching condi­

tions (2.5) and (2.6) for discontinuous density profiles to determine the trans­

mitted amplitude in terms of the incident wave amplitude. The transmission 

coefficient is defined as in (2.29) and is determined to be 

I 2 

_! \[ab — cos 0 cos $] sinh (kL) — [a cos 0 — 6 cos <&] cosh (kL) | 
~~ lain 20 sin 2$I ' ^ ' ' 
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Figure 2.4: As in 2.3a, but for internal gravity waves traversing a mixed-JV2 

profile. 

in which 

arid 

1 k L * • • 1^.1 a = —f= sec $ + % s i n ? 
v ^ 2 

b = - 7 = sec 0 — i sin|0| 

(2.34) 

(2.35) 

We do not explicitly manipulate this equation to be of the same form as 

(2.30) because of its complexity, but we do plot contours of the transmission 

coefficient in Figure 2.4. 

In these plots the lines that create a bounding box and the dashed lines 

are defined exactly as in the previous section. In the case of negligibly small 

shear (Ri = 106) transmission is the same as that found for a locally mixed 

region by Sutherland and Yewchuk (2004). One obvious difference between the 

iV2-barrier and mixed-JV2 case is the appearance of a transmission spike for 

waves with ui < JV0 and kL ~ 2.4. This occurs due to resonant coupling of the 

22 



propagating internal gravity waves and interfacial waves which are situated at 

the density jumps above and below the shear layer. 

For smaller Ri, this transmission spike remains as the dominant feature 

causing transmission to be much greater than in the Ar2-barrier case. In fact, 

transmission is nearly perfect for almost half the allowable range of frequency 

and wavenumber. 

For small Ri, the most notable difference between transmission in the N2-

barrier and mixed-iV2 case is the lack of transmission above the dashed line 

where incident waves encounter a critical level. The presence of density jumps 

bounding a shear layer apparently inhibits transmission across critical levels 

in uniform-density fluid. 
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Chapter 3 

Large Amplitude Tunnelling 

3.1 Introduction 

In the previous chapter only internal waves with vanishingly small amplitude 

were considered. This was necessary so that linear theory could be applied. In 

this chapter the effect that finite amplitude has on the transmission of internal 

waves across an iV2-barrier is explored. The propagation and transmission 

of internal waves is examined using a fully nonlinear numerical model that 

simulates the two dimensional Boussinesq equations of motion. 

In Section 3.2 the numerical method is described. Two techniques for 

quantifying the time dependent transmission of internal waves are developed in 

Section 3.3. The stability requirements for simulations of an initially compact 

internal wavepacket are explained in Section 3.4. Finally, in Section 3.5 the 

effect of amplitude on internal wave tunnelling is described. 

3.2 Numerical Method 

The numerical method used solves the discretized form of the following cou­

pled, fully nonlinear equations of the total vorticity, CT, and perturbation 
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density, p, fields 

^ : = i2£ + „v>< (s.ia) 

^ = _ ^ + K V V (3.1b) 

Here, 1/ is the kinematic viscosity and K is a molecular diffusivity. These 

equations of motion are the same as the governing equations for internal waves 

(A.13) developed in Section A.l except that they contain diffusion terms which 

are required for numerical stability. Numerical simulations step in time using a 

second-order leapfrog method with an Euler backstep taken at regular intervals 

to avoid a computational mode. Spatial derivatives are computed using a 

centred finite differencing technique. More details of the method can be found 

in Sutherland and Peltier (1994). 

Simulations are initialized with no background horizontal mean flow (i.e. 

U(z) = 0) and a JV2-barrier background buoyancy profile given by (2.9). A 

horizontally and vertically compact wavepacket centred a distance of |^o| below 

the middle of the tunnelling region is superimposed on the background fields. 

The horizontal and vertical wavenumbers, k and m, of waves within the packet 

are set so that the wavepacket moves to the right and upward toward the 

tunnelling region in time. Gaussian wavepackets with horizontal and vertical 

standard deviations of ax and az respectively are considered in this study. 

The perturbation density, p, and vorticity, £, fields of the wavepacket are 

prescribed initially using the linear polarization relations found in table A.l 

for a streamfunction given by 

_l\(JL)2
+(z=J!l)2} 

i> (x, z, 0) = A^e 2 !>*; v °* J i cos (kx + rnz). (3.2) 

Although this initialization is not an exact solution to the inviscid form of 

(3.1), if \axk\ » 1 and \ozm\ 3> 1 the envelope of the wavepacket is suffi­

ciently large that theory can be applied as if waves were monochromatic. In 
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addition to the wavepacket, a horizontal flow associated with waves must also 

be prescribed (Sutherland, 2001). For horizontally periodic waves this would 

be the wave-induced mean-flow, M = — (£C) (see A.45). The horizontally 

compact wavepackets studied here, however, do not induce a mean flow over 

the entire extent of the domain although a localized horizontal flow over the 

extent of a wavepacket is induced. This localized flow is prescribed by comput­

ing the correlated field — ££ everywhere in the domain and superimposing it 

on the horizontal velocity field. Control simulations confirm the use of this ini­

tialization: as waves propagate, the horizontally averaged flow moves upward 

with the waves leaving behind no residual stationary mean flow. 

In practice, the length and time scales of simulations are set so that k = 1.0 

and N0 — 1.0, however, results are presented in terms of units of inverse hori­

zontal wavenumber, fc_1, and inverse buoyancy frequency, NQ1, or horizontal 

wavelength, Â  = 2ir/k, and buoyancy period, Tg = 2TT/NQ, where convenient. 

The diffusion parameters of (3.1) are chosen so the effect of diffusion on the 

dynamics is negligible but the code remains numerically stable. These terms 

are necessary to eliminate the growth of small scale numerical noise. In these 

simulations, a Reynolds number of 10000 and a Prandl number of 1.0 are used 

(i.e. v = K = 10~~4 Nok~2). These numbers are not representative of realistic 

kinematic viscosities and molecular diffusivities for geophysical flows. How­

ever, the process of diffusion is irrelevant to the dynamics being studied. The 

values chosen are sufficient to allow the initial wavepacket to essentially evolve 

as if it were in an inviscid fluid whereas realistic values would require finer 

grid resolutions, and thus longer running times, without providing additional 

insight. 

In nearly all simulations the wavepacket is initially centred at ZQ — — 3az 

where the vertical extent of the wavepacket is set with a standard deviation 

of az — 10fc_1. The domain is a horizontally periodic channel with free-slip 
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conditions on the upper and lower boundaries. The extent of the domain is 

set to be much larger than the extent of the wavepacket itself so that inter­

actions with the boundaries are negligible. A domain height of 204.8 k"1 is 

used so that the amplitude of waves at both boundaries remains small over 

the entire duration of simulations. Unless otherwise specified, the horizontal 

extent of the domain is typically 16 Â  (or ~ 100.5 AT1) for wavepackets initial­

ized with ax = 10 AT1. The basic state fields are represented at evenly spaced 

vertical levels of 0.05 k"1 by spectral coefficients of the horizontal structure. 

This vertical resolution can accurately represent vertical wavenumbers of up 

to approximately 15.5 k. The horizontal resolution is set to resolve waves with 

horizontal wavenumber up to 8 k. Simulations proceed by advancing 0.01 NQ1 

in time with an Euler backstep taken at regular intervals of 0.2 NQ1. Simula­

tions with increased resolutions and domain sizes were run and show little to 

no change in the resulting transmission coefficients. 

3.3 Transmission Quantification 

Because simulations that advance in time are required to study the effect 

of amplitude on transmission, the magnitude of the transmission coefficient 

cannot be measured as it was in Chapter 2 where quantities, such as energy, 

could be determined that were independent of time. In this portion of the 

study two different measures of transmission were used. The first method is 

the simplest conceptually as it is a ratio of spatially integrated pseudoenergies, 

or, equivalently, energies in cases with no mean background flow. Under this 

method transmission is defined as 

Ts{t) = ^ (3.3) 
t-Total 

where 
POO / 'OC 

divans (*) = / / £(x,z,t) dxdz (3.4a) 
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and 

/

OO roo 

/ E(x,z,t)dxdz (3.4b) 
•oo J—oo 

are the spatially integrated pseudoenergy field in the transmission region (ev­

erywhere above the tunnelling region) and the total domain respectively. 

The second method used to quantify transmission is similar to (2.14) of 

the previous chapter as it is a ratio of time integrated pseudoenergy fluxes. 

Under this method transmission is defined as 

Tr (t) = ^ (3.5) 
J~ Total 

where 
/•t l-OO 

F(t)= FZ{X,%,T) d r d r (3.6) 

is the time integrated vertical flux of pseudoenergy through the vertical level 

z = L/2. The difficulty with this method is determining ^rotai because the 

entire wavepacket does not pass through a single vertical level before the lead­

ing edge has begun to reflect off the iV2-barrier and propagate in the opposite 

direction. To find this quantity a second control simulation is run with iden­

tical parameters to the first except that the background buoyancy frequency 

is constant (N(z) = iV0). Using either method the transmission is initially 

variable as the wavepacket interacts with the tunnelling region but eventually 

reaches a constant value once the bulk of the wavepacket has either reflected 

or transmitted. In all cases both methods give consistent results, to within 

1% of each other. 

3.4 Stability Criteria 

In order to quantify accurately the transmission of internal waves, wavepackets 

must remain stable. This means internal waves cannot overturn and break 

and an initially compact wavepacket must remain coherent throughout the 

duration of a numerical simulation. 
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Internal waves are statically unstable if 

— \p(z) + p(x,z,t)}>0. (3.7) 

That is, the sum of the vertical gradient of the background density and per­

turbation density fields is positive. When this occurs, heavy fluid lies on top 

of lighter fluid allowing waves to overturn and break. Defining a perturbation 

change in buoyancy frequency as 

AN2(x,z,t) = - ^ (3.8) 
pa oz 

a wavepacket is said to have broken the overturning condition if 

A / v 2 ( x , 2 , t ) < - J V 2 (3.9) 

at any point in the domain. 

Sutherland (2001) showed that an initially compact wavepacket can sub­

divide into multiple diverging wavepackets if another condition, known as the 

self-acceleration condition, is broken. This second condition, which is the first 

to be broken for non-hydrostatic waves, requires that the magnitude of the 

horizontally averaged localized wave-induced mean-flow, which for horizon­

tally compact waves is defined as 

M„ (z, t) = - {K)ax = ^ / ° ° (-CO dar, (3.10) 

remain less than the horizontal group velocity of the wavepacket over the 

duration of the simulation. Explicitly, the self-acceleration condition is said to 

be broken if 

M* > cgx (3.11) 

at any height in the domain where c3x is the horizontal group velocity. In order 

to measure transmission accurately, only numerical simulations where neither 

condition (3.9) nor (3.11) is broken can be used to study the effect of amplitude 
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on internal wave transmission. These conditions apply to propagating waves 

and can only be applied outside of the tunnelling region where N2 = 0 and 

waves are evanescent. The use of these stability conditions effectively creates 

an upper limit on the amplitude range that can be studied. 

Applying the definition for the wave-induced mean-flow in (3.10) to an 

initial Gaussian wavepacket prescribed by (3.2) and using the properties of 

internal waves found in Table A.l, the initial wave-induced mean-flow of the 

simulations is 

Ma(z)^U0e'(^f) with U0 = ̂ ^-(A^k)2sece. (3.12) 

Normalizing with the horizontal group velocity from (A.32a) the maximum 

initial wave-induced mean-flow is 

Uo_^l(AA2
 (313) 

^ - s i n 2 2 e U J ' ( } 

Substituting (3.13) into (3.11), the initial wavepacket amplitude must satisfy 

- ^ <0.12|sin29| (3.14) 

to meet the self-acceleration condition. Unfortunately, this restriction on the 

initial wave amplitude is not sufficient to guarantee the sell-acceleration con­

dition will not be broken over the duration of a numerical simulation. 

Figure 3.1 shows the time evolution of the normalized wave-induced mean-

flow, A4„/UQ, for several simulations of compact wavepackets in uniform back­

ground stratification. In each case, the results are translated into a frame 

of reference moving with the vertical group velocity, cVz. These horizontally 

compact simulations are similar to the horizontally periodic simulations (i.e. 

axk —• oo) studied by Sutherland (2006). Figure 3.1a shows the results of three 

simulations with vertical wavenumbers of m = —0.4, —0.7, and —1.4 A; and an 

initial amplitude of A% = 0.01 \x. In all three simulations the wave-induced 
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Figure 3.1: The time evolution of the wave-induced mean-flow, M.a/U0 given 
by (3.10), for fully nonlinear numerical simulations of a horizontally compact 
wavepacket in uniform background stratification. The vertical coordinate is 
shifted to move with cVz. Wavepackets used in a) are initialized with A$ — 
0.01 Xx, ax = az = 10 fc_1, and m = —0.4, —0.7, and — 1.4 k in the left, centre, 
and right panels respectively. The wavepackets used in b) are the same as in 
a) except that A( = 0.10 A .̂ 
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mean-flow is peaked along the level z = cgzt, confirming that small amplitude 

wavepackets propagate vertically at the vertical group velocity. The vertical 

structure of the wave-induced mean-flow in these simulations broadens and 

decreases in peak amplitude due to linear dispersion with the left panel, where 

\<jzm\ = 4 is the smallest, exhibiting the most dispersion. Larger amplitude 

simulations with A^ = 0.08 Xx in Figure 3.1b show qualitatively different be­

haviour. In the left panel where m = —0.4fc the wavepacket decelerates and 

narrows beginning at t « 100 N^1 so that the maximum value of M.„ nearly 

triples the initial value (~ 2.95 U0 = 2.78 c9x) and breaks the self-acceleration 

condition. In the right panel where m = —1.4 fc the wavepacket continues to 

propagate at the vertical group speed although the wave-induced mean-flow 

broadens more quickly and the maximum value drops by more than half due 

to nonlinear dispersive effects. The centre panel shows aspects of both be­

haviours at the critical value of ra = — 0.7 fc (i.e. 9 = 35°) where the vertical 

group velocity is largest. These results are consistent with those of Sutherland 

(2006) except that they observed the change in wavepacket behaviour at large 

amplitudes beginning earlier at t ss 50 iV "̂1. It seems that restricting the hor­

izontal extent of wavepackets reduces the effect of self-acceleration caused by 

interactions between waves and the wave-induced mean-flow. 

Since the maximum value of M.a increases during the evolution of some 

wavepackets, (3.14) is not sufficient to insure that the self-acceleration condi­

tion is not broken during the course of a simulation. Additionally, in cases 

with a JV2-barrier stratification the maximum amplitude of the wave-induced 

mean-flow can increase even further. As waves reflect off the barrier, the super­

position of the incident and reflected wavepackets causes the maximum wave 

amplitude to increase. Linear theory predicts the maximum value of Ma will 

increase by a factor of (1 + \/R) (i.e. for a perfectly reflected wavepacket, 

the wave amplitude doubles and so the amplitude of the wave-induced mean-
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flow quadruples). In practice, simulations where the self-acceleration condition 

is broken and waves do not overturn have lower transmission values than sim­

ulations with slightly smaller amplitude wavepackets that remain stable. This 

is due to a significant portion of the initial wavepacket changing speed and 

direction early on and thus not reaching the JV2-barrier during a simulation. 

3.5 Numerical simulation results 

To examine the effect of amplitude on the transmission of internal waves 

through an iV2-barrier, multiple simulations with initial wave amplitude rang­

ing between A$ = 10~4AX and A^ = 0.1 Xx were run. For the majority of 

simulations a barrier width of L = 1.0 &T1 was used. 

Figure 3.2 shows the evolution of both small and finite amplitude hori­

zontally compact wavepackets interacting with a iV2-barrier centred around 

z = Ok"1 depicted by the gray line. Snapshots of the vertical displacement 

field taken from simulations at time t = 0,85, and 170 A^ 1 (or t « 0,13.5, 

and 27 TB) for wavepackets initialized with A^ = 0.01 Xx (small-amplitude) 

and A^ — 0.08 Â  (finite-amplitude) are shown in Figure 3.2a and Figure 3.2b 

respectively. Both wavepackets are also initialized with a vertical wavenumber 

of m = —1.0 fc or equivalently a propagation angle of 0 = —45°. Snapshots 

of wavepackets at other vertical wavenumbers can be found in Appendix B. 

The two leftmost panels show the initial normalized vertical displacement field 

for both simulations. These appear identical because the contour levels in the 

large-amplitude case are 8 times larger. For ease of visualization, the snapshots 

are taken in a frame of reference moving with the linearly predicted horizontal 

group velocity so that wavepackets are centred in each panel. In both sim­

ulations the initial wavepacket splits into two parts; an upward propagating 

transmitted portion and a downward propagating reflected portion. 

Focusing on the small-amplitude simulation, the centre panel shows the 
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Figure 3.2: Results of fully nonlinear numerical simulations of a wavepacket 
given initially by (3.2) impinging on a 7V2-barrier of width L == 1.0 A;"1 depicted 
by the gray centre line. Wavepackets are initialized with rn = —1.0 fc, crx — 
az = 10 Ar1, and A% = 0.01 Â  in a), and A% = 0.08 Xx in b). Contours are of 
the normalized vertical displacement field, £/\x, at t — 0,85, and 170 N^1 in 
the left, centre, and right panels respectively. The domain is shifted by the 
horizontal group velocity, c9x, so that wavepackets remain centred. 
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wavepacket midway through reflecting off and tunnelling through the iV2-

barrier. The superposition of the incident and reflected wavepackets results in 

a Crosshatch pattern with the maximum amplitude of vertical displacements 

nearly doubled. The superposition is such that heights with no vertical dis­

placement occur at intervals of |A~ and columns with no vertical displacement 

are separated by ^\x. The right panel shows the wavepacket after separat­

ing into the two portions. Both portions have propagated vertically at a speed 

nearly equal to the vertical group speed which in this case is \cgz | « 0.35 Nok"1 

so that the transmitted portion is centred at z « 30 fe"1 and the reflected por­

tion returns to the initial height after t = 170 NQ1. The most obvious change 

from the initial state is the increased horizontal spread of the wavepackets. 

This increase is caused by the linear dispersion of the internal waves as they 

propagate. Unlike the horizontal extent, the vertical extent of the wavepacket 

has increased very little, meaning that linear dispersion has a greater effect in 

the horizontal direction than in the vertical direction for waves with | 8 | = 45°. 

This effect is opposite for wavepackets with propagation angles smaller than 

| 0 | = 35° which have the highest vertical group speed (see Figure B.l). 

Using (3.5) to calculate the fraction of the energy transmitted through the 

iV2-barrier, the transmission coefficient in the small-amplitude case is found to 

be T = 42.3%, which is approximately 0.7% greater than the linearly predicted 

value for horizontal plane waves (2.11). This result is somewhat surprising 

given that the linear plane wave prediction is applicable to wavepackets where 

the envelope extent is much greater than the wavelength and yet in this case 

only about 6 wavelengths can be counted across the wavepacket. 

The finite-amplitude simulation in Figure 3.2b shows several differences 

from the small-amplitude simulations. The partially reflected wavepacket 

in the centre panel has a slightly different structure. The pattern remains 

crosshatch-like, although the shapes that make up the pattern are now trian-
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gular rather than square. There are still heights with no vertical displacement 

at intervals of |A2, however, there are no longer horizontal columns with no 

vertical displacement. This is likely caused by horizontal phase shifting of 

the incident and reflected wavepackets clue to the presence of a larger wave-

induced mean-flow. The right panel shows a significant change in the late-time 

wavepacket envelopes after interacting with the Af2-barrier. The transmitted 

wavepacket has an increased vertical spread in the trailing half while the re­

flected portion shows signs of separating into several distinct wavepackets. The 

finite-amplitude wavepacket has undergone significant vertical and horizontal 

dispersion due to nonlinear effects. 

The transmission coefficient found in the finite-amplitude simulation is 

T = 51.6% which is 22% larger than the small-amplitude simulation and 23% 

larger than the linear plane wave prediction. This increase in transmission 

is quite remarkable since these waves have a propagation angle of 0 = —45° 

which already has the highest predicted transmission rate. 

The differences in wavepacket structure at large amplitudes axe partially 

explained by examining profiles of the wave-induced mean-flow given by (3.10) 

at various times. Figures 3.3a and 3.3b show the normalized wave-induced 

mean-flow for the small and finite amplitude simulations examined in Fig­

ure 3.2. The left panels are of the initial wave-induced mean-flow given ex­

plicitly by (3.12). The middle panels display the largest values of the wave-

induced mean-flow during the simulations. This occurs just as the centre of 

the initial wavepacket reaches the JV2-barrier so that the superposition of the 

incident and reflected wavepackets generates the largest wave amplitudes. In 

the small-amplitude case the maximum value is Ma — 0.02 c9x so the effect of 

self-acceleration is negligible. The maximum value of the finite-amplitude flow 

is M.a = 0.81 c9x which appears to be large enough that self-acceleration effects 

begin to cause the divergence of the reflected wavepacket seen at later times. 
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Figure 3.3: The wave-induced mean-flow given by (3.10) at various times for 
fully nonlinear numerical simulations. The small and large amplitude simula­
tions used in a) and b) respectively are the same as those used in Figure 3.2. 
The dashed lines in the right panels represent an idealized M.a if the trans­
mitted and reflected wavepackets retained Gaussian shapes. 
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One might expect the maximum amplitude of the wave-induced mean-flow in 

the finite-amplitude case to have increased by a factor equal to the square of 

the wavepacket amplitude increase, in this case a factor of 64. The maximum 

amplitude has increased by a smaller factor than this for two reasons. The first 

is that the transmission coefficient is higher and therefore the reflection coef­

ficient is smaller. The second is that the maximum amplitude of the incident 

wavepacket has already reduced due to dispersion by the time the wavepacket 

reaches the barrier. Another important feature of these profiles is the large 

shear due to the Crosshatch pattern of the superimposed wavepackets. This 

shear is even greater for waves with laxger propagation angles and therefore 

smaller vertical wavelengths. 

The right panels of the figure are of the wave-induced mean-flow after the 

wavepacket has interacted with the iV2-barrier. The dashed lines represent an 

idealized wave-induced mean-flow calculated as 

T-Ma(z- cgJ) + R-M<r(-z- cgzt) (3.15) 

where M.a (z) is given by (3.12). Comparing this idealized flow with the cal­

culated wave-induced mean-flow in the small amplitude case shows only a 

slight decrease in the maximum amplitude and a small increase in vertical ex­

tent confirming the lack of vertical spread due to linear dispersion. Nonlinear 

effects clearly enhance the dispersion as evidenced by the finite-amplitude sim­

ulation. The vertical extent of the wavepacket envelope has increased and no 

longer retains a Gaussian shape, although, the leading edges of both the trans­

mitted and reflected wavepackets do appear to have a Gaussian shape. This 

suggests the increased vertical dispersion due to large-amplitude effects occurs 

beginning at the centre of the wavepacket where the amplitude is largest. 

The late time normalized wave-induced mean-flow for several other vertical 

wavenumbers is shown in Figure 3.4. The profiles are taken at t = 190,155, 
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Figure 3.4: The wave-induced mean-flow given by (3.10) at late times for three 
simulations with varying vertical wavenumbers. Wavepackets are initialized 
with A^ = 0.045 Â  and m = —0.4 k in a), A% = 0.06 Xx and m = —0.7 k in b), 
and A% = 0.06 Â  and m = —1.4 fc in c). In all simulations ax = oz = 10fc_1 

and L = 1.0 AT1. Profiles are taken at t = 190,155, and 220JV0
_1 in a), b), 

and c) respectively. The dashed lines represent an idealized M.a were the 
transmitted and reflected wavepackets Gaussian. 

and 220 N^1 for wavepackets with m = —0.4,-0.7, and —1.4 A; in the left, 

centre, and right panels. The times are chosen so that c9zt ~ Qaz. Again, 

the dashed lines show an idealized wave-induced mean-flow given by (3.15). 

Simulations for wavepackets with m = —0.4 and —0.7fc have transmitted and 

reflected amplitude envelopes with nearly Gaussian shape centred at heights 

predicted by linear theory. The peaks of each envelope in these cases is slightly 

lower and slower moving than the idealized prediction. Each amplitude enve­

lope has broadened due to dispersion although the left panel shows the peak 
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of the reflected wavepacket envelope steepening even though the maximum 

remains less than that of the idealized flow. This is the same behaviour shown 

for wavepackets with m = —0.4 A" in a uniformly stratified background. The 

right panel, with m = —1.4 A; shows qualitatively different behaviour than the 

other two. The leading portions of the transmitted and reflected amplitude en­

velopes retain a Gaussian shape although they are faster moving than linearly 

predicted. The middle and trailing portions of both amplitude envelopes have 

broadened considerably from the Gaussian. The second peak of the trans­

mitted amplitude envelope directly below the JV2-barrier is likely caused by 

strong shear in the wave-induced mean-flow during the reflection process. Be­

cause the vertical wavelength of waves in this wavepacket is smaller than for 

waves with m = —1.0 fc the gradient of the flow is even steeper than seen in 

the centre panels of Figure 3.3 and therefore the shear is larger. The strong 

shear contributes to the breakup of the reflected wavepacket leaving slower 

moving portions near the reflection level leading to the second peak in the 

wave-induced mean-flow (see Figure B.3). 

The results of multiple simulations are summarized in Figure 3.5. The 

plot shows the calculated transmission coefficients normalized by the linearly 

predicted transmission values for horizontal plane waves plotted against the 

initial wave amplitude for wavepackets impinging on a iV2-barrier of width 

L = 1.0 fc-1. Each line on the plot represents a different vertical wavenum-

ber, for the solid line m = -0.4 fc (© = -22°), for the dotted line m = -0 .7 fc 

(G = -35°), for the dashed-dotted line m = -1 .0 fc (9 = -45°), and for the 

dashed line m = —1.4 fc (0 = —55°). These values were chosen because Suther­

land (2006) showed that for values on either side of the critical value 0 = ±35° 

large amplitude wavepackets evolve differently as they propagate. The en­

velope of wavepackets with 6 < |35°| narrows during propagation whereas 

wavepackets with 6 > |35°| broaden. Additionally, internal waves that have 
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Figure 3.5: Wavepacket transmission values plotted against initial amplitude 
for horizontally localized wavepackets prescribed initially by (3.2) impinging 
on a iV2-barrier of width L = 1.0 fc-1. The computed transmission values are 
normalized by the linearly predicted transmission values for horizontal plane 
waves, Tun, given by (2.11). Wavepackets are initialized with ax = az = 10 fc"1 

and m = —0.4fc (solid line), m = — 0.7 k (dotted line), m = — 1.0 k (dash-
dotted line), and m = —1.4 fc (dashed line). 
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G = ±45° are predicted to have the highest transmission rates so higher and 

lower values were also examined. From the plot we conclude that, regard­

less of wavenumber, transmission increases as the initial wave amplitude is in­

creased. The increase in transmission is initially quite small for small increases 

in wave amplitude but for A% > 0.04 Â  the increase is more pronounced. For 

small wave amplitudes (A% < 0.02 Xx) all of these curves are within 1.5% of 

T/Tun = 1- Wavepackets with m — — 0.4 fc, where the vertical wavelength is 

A* « 16 A;-1 and \azm\ = 40 is the smallest , have the largest deviation from 

the linear plane wave prediction at small amplitudes. This suggests that even 

though wavepackets are compact, plane wave solutions apply in linear cases. 

Each curve on the plot ends at a different maximum amplitude because beyond 

some maximum amplitude wavepackets are no longer stable. 

3.5.1 Wavepacket extent effects 

In addition to amplitude, other initialization parameters of (3.2) are varied 

to determine the impact on transmission. The effect of the extent of the 

wavepacket is used to determine how small a wavepacket envelope can be 

before results significantly deviate from the linear prediction for plane waves. 

Larger wavepackets require larger domains and therefore longer running times 

making small wavepackets ideal for this study. Small vertical extents are 

even more important than small horizontal extents because vertically large 

wavepackets not only require larger domains but also longer simulations. This 

is because wavepackets are initially centred 3az below the iV2-barrier and must 

run until at least t = 6az/c9z so that the transmitted and reflected portions 

of the wavepacket clear the barrier. Longer simulation times lead to higher 

errors from numerical noise as well as having longer running times. 

Figure 3.6 shows normalized transmission values calculated using (3.3) plot­

ted against various wavepacket extents for several vertical wavenumbers and 
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an amplitude of Ay = 0.02 N0k~2 (or A^ « 5xlO_3As). In Figure 3.6a the 

horizontal extent is varied so that ax = 5,10,20, and 40 fc"1 while az — 10 A;-1 

is kept constant. In Figure 3.6b the vertical extent is varied so that az = 5,10, 

and 15 k"1 while ax = 10 kr1 is kept constant. 

The plots show that for wavepackets with ax and az > 10 kr1 the trans­

mission values are within 1% of the linearly predicted values for plane waves. 

The difference is much larger for ax or az = 5fc_1. This result justifies the 

use of ax = az — 10 k~l in other simulations because the results are consis­

tent with plane wave solutions at small amplitudes. The first plot also shows 

that for ax < 10 fc"1 the transmission values are greater than the plane wave 

predictions whereas for ax > 20 fc^1 transmission values are less than plane 

wave predictions. This is reversed in the second plot where az < 5 fc"1 leads 

to transmission values that are less than the plane wave predictions whereas 

for az > 10 fe"1 transmission values are greater than plane wave predictions. 

For small wavepacket extents, normalized transmission values are largest for 

small \axrn\ and smallest for small |crzr?i|. For all wavepacket sizes the smallest 

vertical wavenumber, and thus longest vertical wavelength, leads to the great­

est deviation in transmission. For example, the wavepacket with the longest 

vertical wavelength (m = — 0.7 fc, Xz « 1.4 Ax) has an increase of 2.9% in 

transmission with ax = hk~~l. Note that simulations for wavepackets with 

ax = 40 k~~l use an older routine based on energy rather than pseudoenergy 

to calculate transmission values. This may be the reason for the small in­

crease in the range of transmission values. Simulations with ax = 20 fc-1 and 

ax = 40 fc"1 are run with larger horizontal domains of 201 fc"1 and 402 fc"1 

respectively to ensure negligible effects due to the interaction between the 

leading and trailing edges of the wavepackets. 
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Figure 3.6: Wavepacket transmission values through a AT2-barrier of width 
L = l.Ofc-1 plotted against the horizontal extent of wavepackets in a) and 
the vertical extent of wavepackets in b) for several values of the vertical 
wavenumber, m. Computed transmission values are normalized by the lin­
early predicted transmission values for horizontal plane waves, T^m, given by 
(2.11). Wavepackets are initially prescribed by (3.2) with A^ — 0.02 N0k~2 

(or A$ « 5xlCT3 Xx) and in a) az — 10 k"1 while in b) ax = 10 k~l. 
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Figure 3.7: Localized wavepacket transmission values plotted against 
7V2-barrier depths for various initial amplitudes. Wavepackets are initially 
prescribed by (3.2) with ax = az = 10 Ar1 and m — —1.0 fc. The dashed 
line represents the linearly predicted transmission values for horizontal plane 
waves, Tun, given by (2.11). 

3.5.2 Variations in gap depth 

In Chapter 2 two variables, propagation angle, 0 , and gap depth, L, were 

examined to determine the transmission values. Only propagation angle has 

been varied in the results of this chapter shown so far while gap depth has been 

held to a constant L = 1.0/T"1. A number of simulations were run for other 

values of L that show consistent results with linear predictions. The values of 

L that were studied were limited by the vertical resolution. For the vertical 

resolution of 0.05 fe"1 the smallest gap examined was L — 0.5 k~l which only 

resolves 9 vertical levels within the gap. The transmission results for a vertical 

wavenumber of m = —1.0 AT1 and gap depths of L — 0.5,1.0, and 1.5 fc-1 

are shown in Figure 3.7. Several amplitudes are depicted and show only a 
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small divergence from the linear predictions. Simulations with an amplitude 

of A$ = 0.08 \ x show the largest increases of 5%, 23%, and 58% in transmission 

values for gap widths of 0.5, 1.0, and 1.5 AT1 respectively. The last value may 

be incorrect since the maximum wave-induced mean-flow for that simulation 

is M.a = 1.064 c3x which breaks the self-acceleration condition (3.11). None 

of the simulations for A^ = 0.07 Xx break the self-acceleration condition and 

have transmission increases of 4%, 16%, and 34% for gap depths of 0.5, 1.0, 

and 1.5 A:-1 respectively. These results are consistent with earlier results that 

show higher transmission values for larger amplitudes. Although these results 

show an increase in normalized transmission for smaller gap depths, the actual 

value of transmission still decreases as gap depths get larger regardless of the 

initial amplitude. The larger the initial amplitude of a wavepacket the slower 

the rate at which transmission decreases for larger gap depths. 

3.5.3 Horizontal cross-sections 

In addition to looking at transmission values for increased initial wavepacket 

amplitudes, the detailed structure of wavepackets is examined. Horizontal 

slices of the normalized vertical displacement field are shown in Figure 3.8. 

The horizontal cross-sections are taken from simulations after running for t = 

85 NQ1 (or t « 13.5 TB) when the centre of the initial wavepacket reaches the 

iV2-barrier. In Figure 3.8a the initial amplitude is A^ « 4.5xl0~4Ax whereas 

in Figures 3.8b and c the initial amplitude is A^ RS 0.081 Xx. The upper panel 

of each figure is a contour plot that denotes the height of the horizontal slice 

by a dashed line. 

The profiles in both a) and b) are for simulations with m — —1.0 A:-1 and 

are taken at a height of z — —\\z which is below the iV2-barrier in the reflec­

tion region. This value is chosen to lie between the heights with the maximum 

and minimum vertical displacement values. The small-amplitude profile shows 
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Figure 3.8: Horizontal slices of the normalized vertical displacement field, 
(,/Afr at t = 85 NQ1 for several simulations of a wavepacket impinging on a 
iV2-barrier of width L = 1.0 fc-1. Wavepackets are prescribed by (3.2) with 
ox = ax = 10 fc"1. 
Profile a) is taken at height z = — |AZ for a wavepacket initialized with 
Ag « 4.5xlO~4Ax, m = —1.0 fc, and £0 = — 3<JZ. 

Profile b) is the same as a) except A% « 0.081 \x. 
Profile c) is from a downward propagating wavepacket at height z = |A£ with 
A% « 0.081 Ax, TO = 1.0 fc, and ZQ = 3ov 
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a wavepacket envelope largely unchanged from an initial Gaussian envelope. 

The envelope remains symmetric and has a relative maximum vertical dis­

placement of f^max/A^ — 0.81 and relative minimum vertical displacement of 

U / ^ = -0.80. 

The large-amplitude profile in Figure 3.8b have a different wavepacket 

structure. The peaks of internal waves at this level have broadened and the 

troughs have steepened. The envelope is no longer symmetric although both 

the upper and lower halves retain a Gaussian shape. The maximum relative 

vertical displacement is £ m ax/^ — 0.51, only 63% of the maximum from the 

small-amplitude simulation whereas the minimum relative vertical displace­

ment is imin/A^ — —1.14 which is 43% lower than the minimum of the small-

amplitude simulation. Slices at different heights exhibit a different structure. 

For example, a slice through z = — |A2 would have steeper peaks and broader 

troughs. 

The behaviour of this large-amplitude internal wavepacket is similar to 

weakly-nonlinear deep water waves (often called Stokes-waves). The mecha­

nism causing this behaviour, however, is quite different. The steepening of 

crests and flattening of troughs in deep water waves requires the contribution 

of waves at larger horizontal wavenumbers (i.e. 2k, 3fc,...). Such waves are 

the result of higher order (in amplitude) corrections to a plane wave solution 

which does not solve the fully non-linear deep water equations that include 

wave-wave interaction terms. This is not the case for internal waves because 

plane waves are an exact solution to the fully nonlinear equations (A. 13) and 

so there is no higher order correction. Rather, the influence of nonlinear effects 

arises due to interactions between the waves and the wave-induced mean-flow. 

Additionally, simulations of internal wavepackets are Boussinesq (unlike deep 

water waves), so the only source of directionality that could lead to the non-

symmetry of the wavepacket is the initial direction of wavepacket propagation. 
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To confirm this, a simulation was run with the same large-amplitude initial­

ization as the previously described simulation except that the wavepacket was 

initially centred 3az above the iV2-barrier rather than below and a positive 

vertical wavenumber of m = 1.0 k was used so that the initial direction of 

propagation was downward. To examine a wavepacket in the reflection re­

gion as before, the horizontal slice in Figure 3.8c is taken at z — \\z. This 

wavepacket appears to be a reflection of the other large amplitude wavepacket 

about £ = 0 confirming the source of the directionality. The structure of in­

ternal waves for a downward propagating wavepacket is reversed; peaks are 

steepened and valleys are broadened. 

These changes in wavepacket structure are caused by the large amplitude 

of the wave-induced mean-flow that occurs between the heights of virtually 

no vertical displacement. The resulting variable flow Doppler shifts the waves 

within the incident and reflected wavepackets so that their superposition re­

sults in the heightened and reduced advancing and trailing crests. The changes 

in wavepacket structure at larger initial amplitudes may be a cause of the in­

creased transmission values. 
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Chapter 4 

Summary and Discussion 

Internal waves were shown to be able to tunnel through regions of constant 

density by Sutherland and Yewchuk (2004) who provided analytic predictions 

of transmission coefficients for various background stratifications. We have ex­

tended that work to examine the effect background shear and finite amplitude 

wavepackets have on transmission. 

Using pseudoenergy flux to quantify transmission coefficients, we have de­

rived an analytic prediction for linear internal wave tunnelling across a uni­

formly mixed shear layer surrounded by stratified fluid. For transmission to oc­

cur, the magnitude of the Doppler-shifted frequency of the transmitted waves 

must be less than the buoyancy frequency in the transmission region. Addi­

tionally, the phase speed of incident waves cannot match the flow speed beyond 

the shear region. For weak shear, maximum transmission occurs for waves with 

^ = No/V^ (equal horizontal and vertical wavenumbers). For stronger shear, 

waves can transmit across a critical level (where the wave speed matches the 

background flow speed) if the buoyancy frequency is zero at the critical level 

and therefore waves are evanescent. The presence of density jumps in the back­

ground profile serves to enhance transmission when no critical level is reached, 

but inhibits transmission across critical levels. 

To study the effect amplitude has on internal wave tunnelling numeri-
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cal simulations of compact wavepackets were run. Using both the spatially 

integrated pseudoenergy and the time integrated pseudoenergy flux to quan­

tify time dependent transmission coefficients, we have found the transmis­

sion values of internal wavepackets at late times for finite-amplitude inter­

nal wavepackets tunnelling across a constant density layer surrounded by 

stratified fluid. A theoretical maximum amplitude for Gaussian wavepack­

ets in which the maximum value of the wave-induced mean-flow within the 

wavepacket remains less than the horizontal group velocity was determined to 

be g < 0.12 |sin20|. For tunnelling wavepackets this maximum amplitude 

is reduced by as much as half due to the superposition of incident and re­

flected waves. Wavepackets with amplitudes exceeding this maximum value 

were found to break apart and diverge due to self-acceleration effects. Small-

amplitude wavepackets were found to have only minor changes in wavepacket 

extent during the course of tunnelling due to linear dispersion. The trans­

mission values were found to be within 1.5% of plane wave predictions for 

wavepackets with extents as small as ax = az > 10 fc_1 for all values of 

the vertical wavenumber. Finite-amplitude wavepackets with amplitudes ap­

proaching the theoretical maximum have significantly increased horizontal and 

vertical dispersion due to nonlinear effects. Transmission values increase sig­

nificantly for larger initial amplitude wavepackets at all vertical wavenumbers. 

The increase is as much as 25% for wavepackets tunnelling through a constant 

density layer of kL = mL — 1.0. We found the transmission coefficient for 

large-amplitude wavepackets decreases at a slower rate than for linear plane 

waves as the thickness of the constant density layer was increased. The reason 

for the increase in transmission values at large amplitudes remains unknown 

although the change in structure of reflecting wavepackets interacting with a 

highly sheared wave-induced mean-flow profile may provide some insight. 

The theories developed in this project can be applied to make a priori 
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estimates of internal wave transmission through unstratified layers where the 

vertical scale of variations in the background is smaller than or comparable to 

the vertical scale of internal waves. Consider an atmospheric example where 

wavepackets generated by a storm tunnel through an evanescent region in the 

mesosphere to reach the ionosphere. If we assume the Boussinesq approxima­

tion captures the leading-order dynamics of tunnelling waves then (2.30) can 

provide a crude estimate of the transmission values. In this example we char­

acterize the buoyancy frequency using the piecewise-linear profile (2.9) with 

No — 2.2 x 10~2 s™1 and the background shear assuming that the wind speed 

increases by UQ ~ 11m/s over the evanescent region of depth L = 5 km. For 

waves with horizontal wavelength \ x ~ lb km (k ~ 4.2 x 10 - 4 ra - 1 ) and a 

period of 390 s (w ~ 1.6 x 10 - 2 .s - 1) we find the following non-dimensional 

variables: Ri ~ 100, 6 ~ 43°, $ ~ 58.5°, and kL ~ 2.1. The resulting 

transmission coefficient is T ~ 0.05. Because the atmosphere is anelastic 

and not Boussinesq, the amplitude of waves will increase as they propagate 

upward. This means that a wave with A^ = 0.005 Xx will have an ampli­

tude of Ag = 0.1 As after propagating three density scale heights. It would 

be reasonable to assume that the estimate of T is low because we have seen 

that larger wave amplitudes lead to higher transmissions. Estimates using 

these theories are possibly better suited to the ocean where the Boussinesq 

approximation is valid. Consider a background profile in the ocean with 

the average buoyancy frequency in both the seasonal and permanent ther-

mocline of No ~ 5 x 1 0 - 3 s - 1 , a gap in between of L ~ 100 m where waves 

are evanescent over which the velocity of the background currents increase by 

[To ~ 0.1 m/s. We can estimate the fraction of pseudoenergy transmitted by 

internal waves with frequency w ~ 4 x 10~3 s~x and horizontal wavelength 

Xx ~ 630 m (k ~ 0.01m.-1) from the seasonal to the permanent thermocline. 

Using these values we find the following non-dimensional variables: Ri ~ 25, 
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0 ~ 37°, $ ~ 53°, and kL ~ 1. The transmission coefficient is estimated 

to be T ~ 0.41. If instead L ĉ  300 m then Ri ~ 225 (for the same velocity 

increase, £/o) and the transmission value would be significantly decreased to 

T ~ 0.01. These estimates are highly idealized. A more accurate estimate 

would use measured profiles of the background buoyancy frequency and hori­

zontal velocity rather than an approximate piecewise-linear profile. Nault and 

Sutherland (2007) have recently developed a numerical method to accomplish 

this. The results of this thesis were critical in the development of their nu­

merics. The results provided a test case to ensure the numerical method was 

providing accurate predictions. 

In these examples energy is transported away from the original source at a 

different rate than would be predicted by a heuristic application of ray theory. 

A future avenue of this research could be to parameterize the effects of internal 

wave tunnelling to be included in numerical weather models so that energy 

transport is more accurately represented. 
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Appendix A 

Internal Gravity Wave Theory 

A . l Equations of Fluid Motion 

The governing equations of fluid motion used in most circumstances, including 

the motion of internal waves, are the Navier-Stokes equation 

representing the conservation of momentum, and the continuity equation 

^ + V - ( e « T ) = 0, (A.2) 

representing the conservation of mass. In these equations Q is the total density 

of the fluid, P is the total pressure, g = —gz is the acceleration due to gravity, 

\i is the molecular viscosity, and % = Ux + Vy + Wz is the velocity field. 

The material derivative, 
D d _. .. „. 
—- = — + uT • V, (A.3) 
Dt dt ' v ; 

is the total rate of change following a fluid element in which J| is the local rate 

of change of the fluid at a given point and the advective derivative, u-r • V, is 

the change as the result of the advection of a fluid element from one location 

to another. The advective terms of the material derivative are the source of 

nonlinearity in the equations of motion. 

To simplify these equations, several assumptions are made. If the fluid 

is incompressible then the total density cannot change following the motion, 
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which gives 

This assumption together with the continuity equation (A.2) gives the condi­

tion 

V • uT = 0. (A.5) 

This assumption is good for the ocean and is reasonable for the atmosphere if 

the vertical scales of motion are less than a density scale height, on the order 

of 10 km. If we further assume the fluid is inviscid, then we can set // = 0 

which reduces (A.l) to the Euler equation, 

Q^r = "vp+eg- (A-6) 
For large-scale flows in the atmosphere and ocean Reynolds numbers (the ratio 

of inertial forces to viscous forces) are large and this approximation is valid. 

To further simplify the governing equations, we decompose the pressure and 

density fields as 
P{x, t) = P(z) + p(x, t) 

(A.7) 
g(x,t) = p(z) + p(x,t), 

where P(z) and p(z) are background fields that vary only in the vertical and 

p(x, t) and p(x, t) are perturbation fields. The amplitude of variations of the 

perturbation fields are much less those of the background. We now assume 

that the background pressure and density are in hydrostatic balance, which is 

the statement that the pressure at any vertical level is due to the weight of 

the column of fluid above that level. It can be written as 

P{z) = P0-g f p(z)d~z (A.8a) 

where Po is a constant reference pressure at a reference height, ZQ. This balance 

is more commonly expressed in terms of derivatives as 
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Finally, we make the Boussinesq approximation which means that density-

variations are only relevant to the momentum equation (A.l) as they effect the 

buoyancy term, gg. To make this approximation we write p{z) — po [1 + sr(z)] 

where po is a characteristic density, r(z) is the non-dimensional background 

density of maximum order unity, e is the ratio of the change of density to 

the characteristic density, and we assume that £ < 1. The result of these 

approximations turns (A.4) and (A.6) into 

Po-fyj- = - Vp + pg (A.9a) 

B£ + « £ = o (A,b) 

which, together with (A.5), are called the Boussinesq equations. It is often 

convenient to rewrite the •£ term of equation (A. 9b) in terms of the buoyancy 

frequency. Explicitly, under the Boussinesq approximation, the buoyancy fre­

quency, iV, is defined as 

N'2{z) = _ i _ d P . ( A 1 0 ) 

p0dz 

In this study we are primarily interested in motions in the x — z plane and 

thus we set the velocity and all variations in the y direction to be zero, i.e. 

V = 0 and -jj- —• 0. Substituting uT = t)(z)x + u(x,t), where U(z) is the 

background horizontal flow, and u — ux + wz, the perturbation velocity, the 

momentum equations become 

'°(w + ̂ ') = - | £ (A.u») 

Dw dp / » - , , , N 
p»m=-¥z-9p- (A'llb) 

By restricting the flow to two-dimensions, condition (A.5) now implies that 

the two remaining components of u can be determined from a scalar func­

tion, -ip, known as the streamfunction. The streamfunction is defined so that 

u = V X (ipy), or explicitly 

d'4-' , dip .. ., _ 
u = —-7T- and w = -r—. (-A-.12) 

oz ox 
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Pressure can be eliminated can be from the governing equations by taking the 

curl of the momentum equations (A.11) and applying (A.5). This reduces the 

governing equations to the following set of coupled equations 

Dt p0 ox ox 

~~KT = N T " (A.13b) 
Po Dt era 

Which are written in terms of the unknown variables p, ip, and C,. The last of 

these is the vorticity, £, defined as the curl of velocity 

C = (V X u) • y = - V 2 ^ . (A.14) 

A. 2 Linearization 

If we make the final simplifying assumption that the amplitude of pertur­

bations are small, then the nonlinear terms in the governing equations may 

be neglected. In particular the material derivative becomes ^ —• Ĵ  + U-§^-

Applying the small amplitude assumption the coupled equations (A. 13a) and 

(A.13b) can be reduced to a single governing equation: 

Because all coefficients of (A.15) are independent of x and t and assuming the 

domain is horizontally unbounded, solutions are of the form 

il'(x, z, t) = </)(z)ei(fea;-UJt) + ex. (A. 16) 

where k is a horizontal wavenumber, u> is an (absolute) frequency, and 4>(z), 

is the streamfunction amplitude (possibly complex) which depends on height. 

This form of the solution reduces the partial differential equation (A. 15) to an 

ordinary differential equation 

™ + i'(£$ + H55H*w-0' (A'17) 
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known as the Taylor-Goldstein equation. In this formula Q, is the relative (or 

Doppler-shifted) frequency, given by 

n(z)=u-kU(z). (A.18) 

The Taylor-Goldstein equation can be used to study the stability of parallel 

shear flows and internal wave tunnelling. 

A.3 Dispersion Relation 

For a uniformly stratified fluid, N2 is constant. If additionally the background 

flow has no shear (i.e. U(z) — UQ) then U" = 0 and equation (A.15) reduces 

to 

Because of the simplifications the function b(x, t) can now be any field of the 

same order as the streamfunction (i.e. u,w, p,p...). Again if the domain is 

unbounded solutions are of the form 

b(x, z, t) = AbS
kx*n*-'l*) + c.c, (A.20) 

where k and u are defined as before and m is a vertical wave number. For non-

trivial solutions where Ab ̂  0 the dispersion relation for non-steady solutions 

found from (A. 19) is 
N2k2 

V2 = WT-2 (A-21) 
k2 + m2 

where the relative frequency, Q = u — kUo, is now constant. Taking the square 

root of both sides, the frequency is found explicitly to be 

il = ±N^- or u = k [Uo ± T^T ) (A.22) 
\k\ \ \k\J 

where k = (k,m) is the total wavenumber vector. It is conceptually conve­

nient to require that u is positive so that the direction of wave propagation 
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is determined by the wavenumber vector. In particular, the horizontal phase 

speed, c = ui/k is determined by the sign of the horizontal wavenumber. To 

ensure the frequency is positive, the plus/minus sign in (A.22) is positive if 

c > Uo and negative if c < UQ. An immediate consequence of the dispersion 

relation is that the frequency of propagating internal waves cannot exceed the 

buoyancy frequency. Disturbances with relative frequencies |£2| > N decay 

exponentially and are called evanescent waves. 

In the circumstance where Uo — 0, it is often more convenient to represent 

the dispersion relation in terms of the angle between k and k defined as 

9 = tan"1 ( ^ ) (A.23) 

in which case the dispersion relation (A.22) becomes 

u; = NcosG. (A.24) 

In real space G is the angle between lines of constant phase and the z-axis. 

To ensure u is positive we require that —90° < 6 < 90°. 

A.4 Properties of Linear Internal Waves 

A wave field that is particularly useful to describe physical properties is the 

vertical displacement, £, defined in terms of the perturbation and the back­

ground density as 

For small amplitude waves the vertical displacement can also be found implic­

itly through the relation 

^=w (A.26) 

which is the statement that the rate of change of vertical displacement with 

time is the vertical velocity. If £ and w are in the form of (A.20) then the 
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Table A.l: Relations between linear fields and the vertical displacement field. 

Field variable: b 

£ 
111 TO 

ox 

" dz 

Q = _V'2'0 

p = -afe 
«9p Dii 

Amplitude: T4(, 

A 
Au, 

Â . 

Au 

A 
*P 

Ap 

= -iQAj 

- ~¥ A S 
= « ^ 

= - ^ 2 n ^ 
= ^A r2A£ 

= ip0^2f^ 

Ah for U0 = 0 
A, 
A<„ = — iiV cos 0 / ^ 

Ai, = - f cos0A€ 

y4u = iJV sin QA^ 

Ac = -NksecQA^ 

Ap = f iV2A4 

Ap = ipo^Y cos 0 sin 0 ^ 

complex amplitude of vertical velocity in terms of the amplitude of vertical 

displacement is Aw = — i&A^. Other polarization relations of basic state fields 

can found in terms of A^ from the governing equations. These are summa­

rized in Table A.l. These relations can be written in several forms using the 

dispersion relation and can be determined if the basic field amplitude and two 

of to, k, m, or 0 are known. 

The velocities at which waves propagate can be determined if the frequency 

and wavenumber are specified. The phase velocity is the speed and direction 

at which lines of constant phase move. Under this definition the phase velocity 

is 

^sWife| = ^ T ^ ( f c ' m ) - (A'27) 

Moving in a frame of reference with the background (i.e. UQ = 0) the phase 

velocity of internal waves is 

Cp = ^ ( f c , m ) . (A.28) 

Written in terms of 0 , the horizontal component of the phase velocity is 

Cpx = —sign(fc) cos2 0 = — cos3 0 (A.29a) 
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and the vertical component is 

N „ . „ N 
c,p, = — cos 6 sin 0 = —- cos 6 sin 0 . (A.29b) 

The group velocity is the velocity of a wavepacket and the velocity of energy 

transport. It is defined as 

(duo dui\ 
c s = ( ^ n r J - (A.30) Ok' dm J 

Again, moving in a frame of reference with the background, the group velocity 

of internal waves is 

* = $l(*U). (A.31) 

Written in terms of 0 , the horizontal component of the group velocity is 

c9x — j77sign(fc) sin2 0 = — cos 0 sin2 0 (A.32a) 
AC K 

and the vertical component is 

Co- = ~ TTT cos 0 sin 0 = — 7-7 cos2 0 sin 0 . (A.32b) 
y" \k\ \k\ 

An interesting property of internal waves is that cg-cp = 0, meaning that the 

phase and group velocity are at right angles or, equivalently. that the group 

velocity is directed along lines of constant phase. In particular, waves with 

k > 0 and m < 0 have a phase velocity oriented downward and to the right 

and a group velocity upward and to the right. Another property is that the 

vertical group velocity is zero for 0 = 0° and 0 = ±90° and is maximized 

when A; is fixed for 0 = t an - 1 (±775) — ±35°, or equivalently m = ±-4>. We 

note that when UQ ^ 0 applying (A.30) to (A.22) gives a shifted horizontal 

group velocity of 

%, = - r ^ k - + UQ. (A.33) 
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A. 5 Pseudoenergy 

Wave energy, or the flux of wave energy, is a property of internal waves that is 

often used to characterize internal wave motions. For the tunnelling problem, 

the flux of wave energy is particularly useful to quantify the transmission of 

internal waves through a barrier. A relation between wave energy and the 

flux of wave energy defined in the classical sense can be derived directly from 

the fully nonlinear equations of motion. We begin by adding the product of 

the horizontal momentum equation (A. 11a) and the horizontal velocity of the 

disturbance, u, to the product of the vertical momentum equation (A.lib) and 

the vertical velocity of the disturbance, w, and applying (A.5) to find 

dt 

where 

+ V • [u (p + Ek) + xUEk] = -gpw - p0uwU' (A.34) 

Ek = \po {u2 + w2) (A.35) 

is the kinetic energy of the disturbance. Next, if the stratification is constant, 

equation (A.13b) is multiplied by gp and (A.5) is applied to find 

BE 
E + V • {uEp + xUEp) = gpw (A.36) dt 

where 

is the available potential energy of the disturbance. Adding (A.34) to (A.36) 

gives the energy equation 

^- + V • [u (p + E) + xUE] = -PQUWU' (A.38) 

where the wave energy, E is the sum of the kinetic and available potential 

wave energies. We see from (A.38) that energy changes in time not only due 

to the divergence of its flux but also due to a source term, —p0uwU', on the 
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right hand side. This source of wave energy arises due to the interaction of the 

vertical transport of horizontal momentum, p^uw (often called the Reynolds 

stress), and the background shear, U'. Because wave energy is not conserved 

in time it cannot be used to quantify internal wave transmission in cases with 

background shear. 

A quantity related to wave energy that is conserved is the pseudoenergy, 

£. Pseudoenergy is defined to be a conserved quantity that is quadratic in the 

disturbance fields in the small-amplitude limit. In constant stratification and 

shear the pseudoenergy is given by 

£ = \Pn {u2 + w2 + iV2C2 - 2C0 + a2U') (A.39) 

(Scinocca and Shepherd, 1992). We can show that £ is a conserved quantity 

if it satisfies a relation of the form 

8f 
— + V - F = 0, (A.40) 

where F is the flux of pseudoenergy. This is done by adding the product of 

the vorticity equation (A.13a) and po {\U'i — U) £ and the product of equa­

tion (A. 13b) and po {U% — U) £ to the energy equation (A.38). The resulting 

equation is 

dt dx dz 

where Fx is the horizontal flux of pseudoenergy given by 

Fx = u(p + E) + U (E - p0w
2 + £)- ^p0N

2U'e (A.42a) 

and Fz is the vertical flux of pseudoenergy given by 

Fz = w (p + poull + £) . (A.42b) 

Averaging over a period and keeping only the leading order components in the 
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small amplitude limit these properties simplify to 

(£) = \po ((u2) + (w2) + N2 <e2) - 2 (CO U) (A.43a) 

(Fx) = (up) + U ((E) - p0 (w
2) + (£)) (A.43b) 

(Fz) = (wp) + po (uw) U. (A.43c) 

Pseudoenergy in the small amplitude limit can also be found by calculating 

the difference between the energy of the total system and the energy of the 

background, ^poU2. The total energy is found by replacing the perturbation 

velocity, u, in the definition for E with the total horizontal velocity 

U = U + u + M + 0 (A3
u). (A.44) 

Here 

M == - (CO (A.45) 

is the second order contribution of internal waves to the total horizontal ve­

locity and is often referred to as the wave-induced mean-flow. It is analogous 

to the Stokes-drift in the case of surface waves. Keeping only the highest or­

der terms after making this substitution we recover (A.43a). The expressions 

for pseudoenergy and its flux can be further simplified for internal waves in a 

constant background flow. Applying the polarization relations we find that 

<£) = 2p0 iVV4 |2 (A.46a) 

(£} = (E) ^ (A.46b) 

(Fx) - cgx (S) (A.46c) 

(Fz)=c(Jz(£) (A.46d) 

as expected. Note that in this limit the pseudoenergy is simply the wave action 

A = Vj multiplied by the absolute frequency, to. 
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Appendix B 

Additional Results 

The figures presented here contrast the late time results of simulations for 

wavepackets with small and finite initial amplitudes. The plots are much the 

same as the rightmost panels of Figure 3.2 except these waves have vertical 

wavenumbers of m = —0.4, —0.7, and —1.4 fc. 
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a) 
-0.01 

£A* 
0 0.01 

b) 
-0.045 

CM* 
0 0.045 

z 0 

Figure B.l: The normalized vertical displacement field from two fully numer­
ical simulations of horizontally compact wavepackets prescribed initially by 
(3.2) impinging on a iV2-barrier of width L — \k~~l after t — 190 N^1. The 
barrier is depicted by the centre line and the horizontal domain is shifted by 
cgx so that wavepackets remain centred. The domain size is in units of A;-1. 
Simulations are initialized with ax = oz = 10fe-1, ZQ = 3az, m = — 0.4fc, and 
A$ = 0.01 Xx, in a), while A^ = 0.05 A.T. in b). 
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0.01 -0.06 0.06 

-30 

-60 

Figure B.2: The normalized vertical displacement field from two fully numer­
ical simulations of horizontally compact wavepackets prescribed initially by 
(3.2) impinging on a Ar2-barrier of width L = 1 A;-1 after t — 155 NQ1. The 
barrier is depicted by the centre line and the horizontal domain is shifted by 
cBx so that wavepackets remain centred. The domain size is in units of A;-1. 
Simulations are initialized with ax = az = 10 fc *, ZQ — 3az, m 
Ai= = 0.01 Xx, in a), while A€ = 0.06Xx, in b). 

-0.7 fc, and 
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b) 
0.01 -0.06 0.06 

Figure B.3: The normalized vertical displacement field from two fully numer­
ical simulations of horizontally compact wavepackets prescribed initially by 
(3.2) impinging on a Ar2-barrier of width L = 1 Ar1 after t = 220 NQ1. The 
barrier is depicted by the centre line and the horizontal domain is shifted by 
Cgx so that wavepackets remain centred. The domain size is in units of k~l. 
Simulations are initialized with ax — az = 10 k 
A^ = 0.01 Ax, in a), while At = 0.06 A ,̂ in b). 

z0 = 3a~, m = —1.4 fc, and 
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