!
%4
2
Jt

INFORMATION TO USERS

This manuscript has been reproduced from the microfilm master. UMI
films the text directly from the original or copy submitted. Thus, some
thesis and dissertation copies are in typewriter face, while others may be

from any type of computer printer.

The quality of this reproduction is dependent upon the quality of the
copy submitted. Broken or indistinct print, colored or poor quality
illustrations and photographs, print bleedthrough, substandard margins,
and imprcper alignment can adversely affect reproduction.

In the unlikely event that the author did not send UMI a complete
manuscript and there are missing pages, these will be noted. Also, if
unauthorized copyright material had to be removed, a note will indicate
the deletion.

Oversize materials (e.g., maps, drawings, charts) are reproduced by
sectioning the original, beginning at the upper left-hand comer and
continuing from left to right in equal sections with small overlaps. Each
original is also photographed in one exposure and is included in reduced
form at the back of the book.

Photographs included in the original manuscript have been reproduced
xerographically in this copy. Higher quality 6” x 9” black and white
photographic prints are available for any photographs or illustrations
appearing in this copy for an additional charge. Contact UMI directly to

order.

UMI

A Bell & Howell Information Company
300 North Zeeb Road, Ann Arbor MI 48106-1346 USA
313/761-4700  800/521-0600






UNIVERSITY OF ALBERTA

PERFORMANCE OF ADAPTIVE ANTENNA ARRAY
ALGORITHMS ON THE IS-95 REVERSE LINK

By

William King Kwong Kong @

A thesis submitted to the Faculty of Graduate Studies and Research in partial fulfillment of
the requirement for the degree of Master of Science.

DEPARTMENT OF ELECTRICAL ENGINEERING

Edmonton, Alberta

Fall 1997



[ Ld |

National Library

of Canada du Canada

Acquisitions and Acquisitions et

Bibliographic Services
395 Wellington Street

Ottawa ON K1A ON4

Canada Canada

The author has granted a non-
exclusive licence allowing the
National Library of Canada to
reproduce, loan, distribute or sell
copies of this thesis in microform,
paper or electronic formats.

The author retains ownership of the
copyright in this thesis. Neither the
thesis nor substantial extracts from it
may be printed or otherwise
reproduced without the author’s
permission.

Bibliothéque nationale

services bibliographiques

395, rue Wellington
Ottawa ON K1A ON4

Your flg Votre réfdrence

Qur fle Notre référence

L’auteur a accordé une licence non
exclusive permettant a la
Bibliothéque nationale du Canada de
reproduire, préter, distribuer ou
vendre des copies de cette thése sous
la forme de microfiche/film, de
reproduction sur papier ou sur format
électronique.

L’auteur conserve la propriété du
droit d’auteur qui protége cette these.
Ni la thése ni des extraits substantiels
de celle-ci ne doivent étre imprimés
ou autrement reproduits sans son
autorisation.

0-612-22617-4

el

Canada



UNIVERSITY OF ALBERTA

RELEASE FORM
NAME OF AUTHOR: William King Kwong Kong
TITLE OF THESIS: Performance of Adaptive Antenna Array

Algorithms on the IS-95 Reverse Link
DEGREE: Master of Science

YEAR THIS THESIS GRANTED: 1997

Permission is hereby granted to the University of Alberta Library to reproduce single
copies of this thesis and to lend or sell such copies for private, scholarly, or scientific
research purposes only.

The author reserves all other publication and other rights in association with the copyright
in the thesis, and except as hereinbefore provided, neither the thesis nor any substantial
portion thereof may be printed or otherwise reproduced in any material form whatever
without the author’s prior written permission.

#1 10{8515-11‘{&, %/

Newton Place,
Edmonton, A.B., Canada.
T6G 1K7

Date : 0"'[ 3¢?7



UNIVERSITY OF ALBERTA

FACULTY OF GRADUATE STUDIES AND RESEARCH

The undersigned certify that they have read, and recommend to the Faculty of Graduate
Studies and Research for acceptance, a thesis entited PERFORMANCE OF
ADAPTIVE ANTENNA ARRAY ALGORITHMS ON THE IS-95 REVERSE
LINK submitted by William King Kwong Kong in partial fulfillment of the
requirements for the degree of Master of Science.

N

[/ -

Dr. Witold A. Krz néez, Supervisor

fot o

—
Dr. Paul%d, Co-Supervisor

Dt oy

Dr. Igor-Filanovsky, Intex@éxaminer

A, Kolea

Dr. Zolg UKoles, External Examiner

Date: Q Oj . Q




DEDICATION

I dedicate this thesis to my parents, brother, sister, and friends,

for their love, support and encouragement.

In memory of my grandmother.



ABSTRACT

This thesis discusses the performance of a standard uplink IS-95 CDMA
transmission system employing adaptive antenna techniques for suppressing interference in
a single cell microcellular environment with 100% voice activity. Fading rates of 10Hz and
100Hz, the resolvable and the unresolvable multipath cases, as well as non-RAKE and
RAKE reception cases are investigated. Three types of algorithms are considered: recursive
least squares (RLS) and two modified forms of the recursive adaptive beamforming
(RAB). A single-antenna and a dual-antenna receiver are also considered for comparison
purposes. Simulation results show that a linear adaptive antenna array with eight array
elements achieves at least double the capacity gain of the current IS-95 dual-antenna RAKE
receiver with the use of feedback-previous-decision approach. The RLS algorithm
outperforms both RAB algorithms slightly, but the RLS algorithm is phase-dependent and
requires precise phase tracking. Both RAB algorithms converge faster than the RLS

algorithm.
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1. INTRODUCTION

1.1 Wireless Personal Communication

This century has seen the mature development of a public wireline network which
provides reliable and affordable communication of voice and low-rate data around the
world. The wireline services no longer satisfy all the needs of many subscribers because
of the limitation of a fixed wireline connection to the network. The goal of wireless
communication is to allow mobile subscribers access to the capabilities of the global
wireline telephone network wherever wireless communication coverage is provided. With
the development of the cellular concept in the 1960s and of the highly reliable, miniature,
solid-state radio frequency hardware in the late 1970s, the wireless communications era
was bom with the growth of wireless communications, it is expected that there will be an
equal number of wireless and conventional wireline customers throughout the world by
the first couple of decades of the 21st century [1]. However, the available radio frequency
spectrum is limited, and hence must be regulated by governments and international
agencies. In order to meet the increasing demand for mobile service, it becomes imperative
to restructure the wireless communication system to achieve high user capacity with
limited radio spectrum.

The cellular concept allows the reuse of the limited radio spectrum to achieve a
much higher subscriber density per MHz of spectrum. The whole service area is covered
by a large number of small area cells. The whole available frequency spectrum is divided

into multiple radio frequency (RF) channels. Each cell is allocated a subset of all available
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RF channels and the same set of channels is reused in every other cell cluster. The first-
generation cellular systems were introduced in 1980s in analog form. Various standard
systems were developed worldwide such as NTT (Nippon Telephone and Telegraph)
systems in Japan, TACS (Total Access Communications System) in United Kingdom,
and NMT (Nordic Mobile Telephones) in European countries. In North America,
research on cellular system was pioneered by Bell Laboratories during "70s, and the initial
implementation of the first-generation North-American analog cellular system is known as
Advanced Mobile Phone Service (AMPS). AMPS cellular service has been available to
public since 1983. All analog cellular systems use frequency modulation (FM) for speech
transmission, frequency shift keying (FSK) for signaling, and frequency division multiple
access (FDMA) to enable subscribers access to the network. In the AMPS standard, the
typical frequency reuse plan employs a 7-cell cluster with three sectors per cell and each
active user is assigned a 30-kHz channel. However, inadequate capacity and a failure to
support new services such as the transmission of data for fax, e-mail and files were the
major problems [2,3].

The development of low-rate digital speech coding techniques and continuous
advances in integrated circuit fabrication techniques (incl:reasing transistor count per unit
area) gave birth to second-generation digital cellular systems such as Global System for
Mobile communications (GSM) in Europe and Personal Digital Cellular (PDC) in Japan.
In late 1991, the first American digital system, the North American Interim Standard (IS-
54), was installed in major United State cities. These second-generation digital cellular

systems are based on digital modulation schemes for speech transmission and are a hybrid



of the time division multiple access and the frequency division multiple access achemes
(TDMA/FDMA). Each user is assigned a specific frequency/timeslot combination and
thus user capacity increases. For example, [S-54 retains the 30-kHz channel spacing of
AMPS and each frame in the 30-kHz channel is divided into six timeslots. Each full-rate
speech encoder uses two timeslots for transmission. Therefore, IS-54 provides
approximately triple the capacity of AMPS. If half-rate speech encoders are introduced,
each 30-kHz channel will be able to accommodate six user channels [1,2].

In recent years, another type of second-generation digital cellular system, using
direct-sequence code division multiple access (DS-CDMA), has received considerable
attention because of its potential for capacity increase. In North America, Interim
Standard-95 (IS-95) CDMA systems were introduced in 1993 [1]. In FDMA cellular
systems and in TDMA/FDMA systems, since the frequency is reused only outside of
the cell, the co-channel multiple access interference (MAI) only comes from other cells.
However, DS-CDMA systems apply a universal one-cell frequency reuse pattern. The
systems transmit all active user signals simultaneously in the same RF channel in all cells,
but each user uses his own pseudo-noise (PN) sequence to create a separate channel.
Therefore, approximately half of the MAI on a given frelquency band comes from outside
cells, but the other half comes from the user traffic within the same cell on the same
frequency band. The ratio of the out-of-cell and intra-cell interference depends on the
path loss law. Since all users are using the same frequency band, the trunking efficiency

improves significantly. However, MAI in CDMA systems is the most dominant factor



limiting traffic capacity, and hence mitigation of the MAI can result in significant capacity
gains [4].

The 1.23Mchips/sec IS-95 CDMA standard [5] in the reverse link may employ
both space diversity, with two spatially separated antennas and equal gain noncoherent
combining (using a dual-antenna receiver), and also time diversity techniques, with
multipath noncoherent combining (using a RAKE receiver). The current IS-95 systems
have already achieved approximately a double capacity gain by taking advantage of
intermittent voice activity [4], and a triple capacity gain through the use of a conventional
fixed three-sectored antenna at the cell site [6]. Recently, antenna array reception
techniques have been studied extensively to mitigate the multiple access interference and
thereby achieve further capacity gains. Antenna array reception techniques, an extension
of the conventional fixed three-sectored antenna reception technique, perform spatial
filtering to exploit the spatial distribution of mobile users. The antenna array receiver
maximizes the signal(s) from some direction(s) of arrival and minimize MAI from other
directions. It is shown that directional antennas at the base station can provide dramatic
performance improvement on the reverse link, as compared to an omnidirectional receiver
[6,7]. Thus, antenna array reception techniques are of linterest in this thesis. There are

different ways of achieving this improvement, from simple fixed multi-beam schemes to

complex steerable adaptive antenna array techniques [8,9].
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1.2 Project Motivation

In order to meet the increasing demands of wireless subscribers, the present [S-95
CDMA system must be modified to increase the traffic capacity and improve the quality
of service (QoS). Since any cellular radio system is interference limited rather than noise
limited, mitigating the MAI is the chief objective.

In this thesis, adaptive antenna array techniques are implemented in a base-station
receiver to reduce the MAI, and thus the performance gain of the adaptive antenna array
receiver is compared with the current [S-95 dual-antenna RAKE receiver. For additional
comparison purposes, several antenna configurations have been considered for the base-
station receiver, namely a single antenna, a dual-antenna, and a linear adaptive eight-
element antenna array. These different antenna options are applied in the reverse link of a
microcellular CDMA system using transmission techniques as specified by the [S-95
standard [5], and operating in the 1.9 GHz band. Performance comparison are carried out
for both the 1.25MHz and 2.5MHz system bandwidths. The former case produces an
unresolvable multipath scenario while the latter is a resolvable one. Both a non-RAKE
and a RAKE receiver using multipath non-coherent combining are analyzed. Fading rates
of 10Hz and 100Hz are investigated, which at the 1.9C:1Hz carrier frequency correspond
to the mobile velocities of approximately 6 km/hr and 60 km/hr respectively, typical for a
pedestrian and an urban vehicular user. For wireless telephony (speech communication), a
bit error rate (BER) of 0.1% is required to provide a good quality call, so this criterion is

used to determine the user capacity of the system.



The following section presents the [S-95 standard. Section 1.4 discusses the
impairments of a radio channel which cause performance degradation in wireless
communications and Section 1.5 introduces several techniques which can be used to
mitigate the channel impairments. An overview of this research project is presented in

Section 1.6.

1.3 The IS-95 Standard

In any digital two-way speech communication system, the speech is encoded by a
voice encoder (also called vocoder) before transmission. The purpose of speech encoding
is to reduce the number of bits required to represent speech. The encoded speech is
transmitted to the base station which is connected to the mobile telephone switching
office (MTSO) or to the public switched telephone network (PSTN). The link carrying
signals from the base-station to the mobile unit is called the downlink or the forward link;
the link from the mobile unit to the base-station is called the uplink or the reverse link.

At its full rate, the IS-95 CDMA vocoder generates data at 8.6 kbps. The data are
packetized into 20-ms blocks (called frames), and hence each frame has 172 bits. After
appending 12 parity bits by a block encoder for error del:tection, each frame has 184 bits.
Then, 8 zero bits are added to each frame (to facilitate convolutional decoding at the

receiver), which increases the bit rate to 9.6 kbps. That bit stream is then convolutionally

encoded and modulated by different schemes in forward and reverse links.



1.3.1 Forward link

On the forward link, the user basic bit stream (9.6 kbps) is encoded using a rate
1/2 convolutional code, yielding 19.2 kbps. Then, it is interleaved to uniformly disperse
the bit error bursts encountered during transmission, and XORed (i.e. added modulo two
by way of exclusive OR gates) with a long code serving as a privacy mask. The long code
is generated by a pseudorandom binary sequence (PRBS), or called PN code, of period
2%2_1 chips. Following the interleaver, the 19.2 kbps sequence is spread using 64-ary
Walsh symbols to achieve 1.2288Mchips/sec, which represents a spreading gain of 128
with respect to the original data rate. Each user is spread with a specific Walsh symbol.
Since the Walsh matrix has the property that every row is orthogonal to every other row,
perfect separation among the different synchronized users in a given cell is achieved, at
least for a single-path channel. Quadrature Phase Shift Keying (QPSK) modulation is then
used for radio transmission. The data is split into in-phase (I) and quadrature (Q)
channels and the data in each channel is XORed with a unique short (or pilot) PRBS of
period 2'° chips in order to reduce interference between mobiles that use the same Walsh
sequence in different cells and to provide the desired wideband spectral characteristic (not
all of the Walsh functions yield a wideband power spect'rum). Orthogonality among users
within a cell is achieved because their signals are spread synchronously. Nevertheless, the
orthogonalization is not preserved between different paths in a multipath propagation
channel, and among the forward links of different cells.

To provide coherent detection at the mobile station receiver, a pilot signal is

transmitted and used as a coherent phase reference in each cell. The pilot signal in each



cell is made up of the same short PRBS and is transmitted at higher power than the user

signal. Typically 20% of the total base station transmitted power is allocated to the pilot

signal. Each cell uses a different time offset on the short codes and thus IS-95 systems are

allowed to reuse all 64 Walsh codes in all other cells {2,10].

1.3.2 Reverse link
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Figure 1.1. IS-95 mobile transmitter block diagram.

On the reverse link, since the mobile station cannot afford the power of a pilot

signal, a different spreading strategy is used. The [S-95 mobile transmitter block diagram

is shown in Figure 1.1. The voice calls are assumed to, be transmitted at 9.6kbps. The

voice call of 9.6kbps is first packetized into 20ms frames. Each block is 1/3-

convolutionally encoded resulting 28.8kbps. After interleaving, each 6 encoded symbols

are mapped into corresponding 64-ary orthogonal Walsh symbols. The 1/3 coding and the

mapping onto Walsh symbols result in a greater tolerance to interference. After Walsh

symbol mapping, the data rate is 307.2kbps. The 64-ary modulation generates 96 Walsh
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symbols per 20ms frame and each Walsh symbol consists of 64 Walsh elements. The
resulting Walsh chip sequence is then spread by a user-specific long pseudo-noise (PN)
code of 1.2288Mchips/sec, which is unique for each mobile unit in the system (each
Walsh element is spread by a factor of four). As a result, the final chip rate is
1.2288Mchips/sec. Since the long codes are applied after the use of the 64-ary Walsh
modulation, the reverse link signals are not orthogonal. The spread data stream is then
split into in-phase(I) and quadrature(Q) channels and multiplied by two separate short
cell-specific PN codes which are same for all users in the same cell. The Q channel data
stream is delayed by half of a PN chip period to achieve Offset Quadrature Phase Shift
Keying (OQPSK) modulation for mitigating envelope transients inherent to Quadrature
Phase Shift Keying. After baseband filtering, the spread signals are power-controlled and
upconverted to radio frequency for transmission. A 1.25MHz frequency slot is allocated
for transmission. In the modified 2.5MHz system, eightfold instead of fourfold spreading
of Walsh elements is applied after the 64-ary modulation (i.e. each Walsh element is
spread by eight PN chips).

Because of the absence of the pilot signal, the [S-95 base-station employs non-
coherent receivers. Due to the non-orthogonality amor;g in-cell users and non-coherent
detection, the reverse link normally limits the system capacity, and hence its

improvement is desirable [2,10]. Thus, the implementation of the adaptive antenna array

in the reverse link is of interest.
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1.3.3 Power control

The MAI due to near/far problem is a major problem in CDMA systems. This
interference is due to the nonzero cross-correlation of the spreading sequences assigned to
individual users. A desired lower-power user may be overwhelmed by the very strong
undesired user’s signal, since users near the receiver are received at higher power than
those far away, and those farther away suffer a degradation in performance. Even if users
are at the same distance, there can be an effective near/far effect because some users may
be received during a deep fade. Therefore, tight power control of transmit power is very
important for DS-CDMA, which attempts to ensure that all signals from the mobiles
within a given cell arrive at the base station with approximately the same and adequate
power. The primary use of power control is to maximize the total user capacity; an
additional benefit is to minimize the power consumption of a portable unit. Both open-
loop and closed-loop power control schemes are used. Open-loop power control is based
on the similarity of loss in the forward and reverse paths and normally used in forward
link. The received power at the mobile station is used as a reference to adjust the
transmitted power to the mobiles that suffer from excessive intercell interference at the
cell boundary. Closed-loop power control is used to f'orce the power from the mobile
station to deviate from the open-loop setting and done by an active feedback system from
the base station to the mobile unit. Both open and closed-loop power control are used in
the reverse link, and it must be fast enough to compensate for small-scale fading of fast

moving vehicles, as well as changes in shadowing [2,4,10].



1.4 Radio Propagation Channel

When a mobile unit moves through a coverage area, each transmitted signal ray
may undergo reflection, diffraction, and scattering in the presence of buildings, mountains
and foliage, etc. Figure 1.2 shows the mechanism for multipath propagation in an urban
environment. Each replica of the original transmitted signal reaches the receiver with a
different propagation delay, attenuation, and angle of arrival. The radio multipath
propagation channel is complex and places fundamental limitations on the performance of
wireless communication systems. The strength of each wave decreases as the distance
between the transmitter and receiver increases. The instantaneous signal power varies due
to the motion of a mobile or of surrounding objects. The received signal may be distorted
due to the time dispersion and background noise. On the other hand, without multipath
propagation, the mobile wireless communication would be impossible because of the
absence of a line-of-sight path in a typical urban environment. In fact, the reflected,

diffracted and scattered signals maintains the continuity of a transmission link.
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Figure 1.2. Multipath propagation in urban areas.



1.4.1 Average path loss

Average path loss is generally the essential parameter in determining the amount
of received power that is expected at a particular distance or location from a transmitter,
and it determines fundamental parameters such as transmitter power requirements,
coverage area, and battery life. The average received signal power decreases with an
increase in the separation between the transmitter and receiver.
1.4.2 Large-scale fading

There are two types of fading in a mobile radio environment: large-scale fading and
small-scale fading. Large-scale fading is caused by shadowing effects of the surrounding
environmental clutter, such as large geographical or man-made obstacles, located between
the transmitting and receiving ends of communication link. The measured received signals
with the same separation between the transmitter and receiver is log-normally distributed.
1.4.3 Small-scale fading

Small-scale fading occurs because the received multipath signal is a superposition
of several replicas, which interfere either constructively or destructively. Due to the
motion of the mobile or of the surrounding objects, the relative phase of each component
of the multipath signal is changing continually and tf;us the instantaneously received
signal will fluctuate rapidly. When a dominant non-fading component caused by line-of-
sight propagation exists, small-scale fading can be modeled by a Rician distribution.
However, in a typical urban environment, a line-of-sight path seldom exists and signals
normally arrive at the receiver via indirect paths. When a direct path is absent, small-scale

fading is modeled by a Rayleigh distribution. The fading rate is directly related to the



Doppler shift caused by the motion of the mobile and of the surroundings. If the mobile
moves faster than the surrounding objects, only the speed of mobile need be considered.
Figure 1.3 illustrates the Rayleigh fading of a mobile radio channel at a walking speed of 6
km/hr and at a vehicular speed of 60 km/hr, at a carrier frequency of 1.9GHz. The fading
rate increases proportionally to the speed of the mobile and the received signal power

may vary by as much as 40 dB when the mobile moves by only a fraction of a wavelength

[11].

10 L T T - na

~10H I

|

N

Q
T

dB with respect 1o ms value

-30k . |
\ - - 6 km/hr
: —— 60 km/hr

(o} 50 100 150 200 250 300
time (in ms)

Figure 1.3. Typical variation of received signal strength in a fading channel.

In CDMA, the Rayleigh fading effect is less prqnounced because the chip rate is
so high that fewer multipath signals from one transmitted chip arrive during one chip
duration (resolution of different paths is better in a wideband system). The base station
receiver can detect the desired signal properly while rejecting its other multipath
components [2,4]. However, in a typical urban environment, due to the presence of

closely-spaced scatterers, the fading still occurs.



1.4.4 Delay spread

Time dispersion arises due to multipath propagation. A time delay associated
with each path is a function of the path length. When multipath delays approach or
exceed the symbol period, the spreading or smearing of signal will result. In digital
transmission, the received symbol is distorted by the overlapping of the delayed
multipath symbols, producing intersymbol interference (ISI) or also called self-multipath
interference. The root mean square (rms) delay spread of a channel is a measure of the
multipath spreading in different wireless environments. When the rms delay spread of a
channel is greater than about 10% of a chip period, the channel is called a time dispersive
channel or a frequency selective channel because different frequency components of the
signal experience uncorrelated attenuation [1,11]. The CDMA propagation channel is
frequency selective because of a shorter chip period. RAKE receivers can be used to
resolve and combine time dispersive multipath components in order to combat the small-
scale fading significantly.
1.4.5 Noise

In any wireless communication channel, noise is omni-present. External noise
includes galactic noise, automobile ignition noise and noi.se generated by lightning, electric
motors, etc. Internal noise is normally equivalent to thermal noise generated by all
electronic components in the receiver itself. The combination of the external noise and the
internal noise is generally modeled as additive white Gaussian noise (AWGN). However,
mobile multi-user radio systems tend to be multiple access interference limited rather than

noise limited because the noise effects are often insignificant compared to the signal levels



of co-channel users. The ratio of signal strength to the interference and the overall noise is

called the signal-to-interference-and-noise ratio (SINR). It is a basic measure of the signal

quality.

1.5 Countermeasures to Channel Distortion

Mobile communication systems require various signal processing techniques to
mitigate impairments in the hostile mobile radio environment. The techniques include
error control coding, multi-user detection, RAKE receiver, and diversity techniques.
1.5.1 Error control coding

Channel coding is used by the receiver to detect or correct some (or all) of the
errors introduced by the channel. The added parity bits reduce the information
transmission rate. Analog systems may require that the desired signal’s average power be
at least 18 dB above any noise and interference on the same channel to ensure acceptable
call quality. Due to powerful error control coding (both block and convolutional) used on
both links of the IS-95 system, normally about 5 dB of average SINR is required to ensure
comparable call quality [12].
1.5.2 Multi-user detection techniques

Multi-user detection techniques have been extensively researched recently to
mitigate the MAI. Multi-user detectors are not like the conventional matched filter
detectors which consider other user signals as noise or interference, but they consider

other signals as jointly detected user signals to better detect each individual user. Since the



base station must detect all mobile signals, the base station has knowledge of the chip
sequences and timing information of multiple users. The multi-user detector could be
implemented at the base station receiver to improve the performance of the reverse link
which limits the overall system capacity. However, the optimum multi-user sequence
detector is too complex to implement for practical CDMA systems. Many simpler
suboptimal multi-user detectors have been proposed in the last few years. Most of the
detectors fall into two categories: linear and subtractive interference cancellation. Linear
multi-user detectors, such as decorrelating, minimum mean-squared error (MMSE), and
polynomial expansion (PE) detectors, apply a linear transformation to the outputs of the
matched filter bank to reduce the MAI seen by each user. Subtractive interference
cancellation detectors which include the successive interference cancellation (SIC), parallel
interference cancellation (PIC), and zero-forcing decision-feedback (ZF-DF) detectors
attempt to estimate and subtract off the MAI. These suboptimal multi-user detectors are
well understood by now. The next stages of investigation, involving implementation and
robustness issues, will lead to determination of the practical and economic feasibility of
the multi-user detector [13,14].
1.5.3 RAKE receiver

The performance of a digital transmission system is often degraded by
intersymbol interference caused by time dispersive channels. In TDMA systems, the
intersymbol interference sets a limit on the transmission rate of the digital radio channel,
so a linear or a non-linear equalization may be used at the receiver to combat the

intersymbol interference. However, due to the very low correlation between successive



PN chips of CDMA systems, the multipath components delayed in time by more than a
chip duration appear like uncorrelated noise or MAI at a receiver, and equalization is not
required. On the other hand, since there is useful information in time dispersive multipath
components, RAKE receivers can be used to resolve and combine the multipath
components in order to reduce the fading amplitude, significantly improving the SINR at
the receiver [1,2]. The RAKE receiver is essentially a diversity receiver designed
specifically for CDMA systems, where diversity is provided by the fact that the
multipath components are practically uncorrelated from one another when their relative
propagation delays exceed a chip period.
1.5.4 Diversity techniques

Diversity is a powerful technique to provide wireless CDMA uplink
improvement at relatively low cost and to combat fading. The basic principle of diversity
techniques is to exploit the random nature of the radio propagation by finding
independent or at least weakly corrected signal paths for communications. If one radio
path undergoes a deep fade or a deep shadow, another independent path may have a
strong signal, so the communication link can be maintained at an acceptable quality. There
are two types of diversity: macroscopic and microscopi'c. Large-scale spatial diversity is
the former. It employs multiple receiving antennas located at different base-stations to
reduce large-scale fading. On the other hand, microscopic diversity, which requires two or

more antennas or frequencies at the same base-station, is used to counteract small-scale

fading.



There are six different types of microscopic diversity: space, frequency, time,
polarization, field component and angle diversity. Space diversity employs two or more
antennas which are separated from each other far enough to receive an independent fading
signal in each antenna or diversity branch. A dual-antenna receiver employs two antennas
in the base station. Frequency diversity uses two different frequency carriers to transmit
the same information with adequate frequency separation for providing independent
fading paths. Similarly, time diversity transmits identical messages at time spacings that
exceed the coherent time of the channel. Since the CDMA propagation channel is a
frequency selective channel in an outdoor urban environment, a RAKE receiver, a special
form of time diversity, can be used to exploit the time-delayed multipath signals.
Polarization diversity makes use of the two independent fading paths created by the two
orthogonally polarized electromagnetic wave components. In fading fields, the electric and
the magnetic fields fade independently, but the total electromagnetic energy density
remains constant. Field-component diversity employs an antenna system which is
capable of separating and combining the electric and the magnetic fields appropriately.
Unfortunately, such a system can be used only at low frequencies [15]. Angle diversity
(directional diversity), the last microscopic diversifzy scheme, not only provides
independent fading paths but also mitigates the MAI significantly. When a conventional

three-sector beam system is employed in the base station receiver, each beam covers a

120° sector. Each sector tracks the desired signal components with different angles of

arrival and thus the independent fading paths can be obtained. Unlike an omni-directional
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antenna which receives all the incoming signals from all directions with equal antenna gain,
the three-sector beam system mitigates the MAI approximately by a factor of three [6]. If
smart antennas are employed in the base station receiver, both the beam and the nulls of
the antenna array are steerable, and thus the MAI is significantly reduced and the user
capacity increases. The details will be explained in Section 3.3.

Signals from diversity branches may be processed using four different diversity
combining techniques: selection diversity, switched diversity, maximum ratio combining,
and equal-gain combining. In selection diversity, the received signal from each diversity
branch is continuously monitored by each receiver and the best signal among the diversity
branches is selected. This technique may require a receiver for each diversity branch.
However, only one receiver is required for switched diversity. When the current diversity
signal falls below a predetermined threshold, the receiver 1s switched to the next branch in
fixed sequence until it finds a signal above the threshold. In the two-branch system, the
switch will either stay in the new branch (switch and stay combining [16]) or revert back
to the original branch if the newly selected branch is below threshold. Since both selection
diversity and switched diversity utilize the signal from only one diversity branch at a
time, true combining techniques are better used for ‘ﬁ.lrther improvement. The best
coherent combining technique is the maximum ratio combining in which individual
diversity signals are co-phased and weighted in proportion to their SINRs to achieve a
maximum output SINR. However, in practice, it is difficult to achieve because of the
requirement of correct weighting factors. In equal gain combining, the implementation

complexity is drastically reduced because the weighting factor in all branches is the same.



All diversity signals are summed either coherently or non-coherently with equal gain [15].
In IS-95 uplink system, all diversity branches are non-coherently combined with equal
gain. The in-phase and quadrature outputs of each branch of the 64-ary correlators are
squared separately and then the squared outputs of all diversity branches are summed
with equal gain. This non-coherent equal gain combining method is known as the square
law combining.

The current IS-95 system has employed a dual-antenna RAKE receiver with non-
coherent square-law combining at the base station to enhance the user capacity. Recently,
smart antennas, capable of forming directional beam(s) toward the desired signal(s) and
placing nulls towards the interfering signals, have been the subject of a significant research

effort.

1.6 Thesis Overview

The objective of this research project is to investigate the performance of an
adaptive antenna array employed at the base station in the multipath fading outdoor
channel on the 1S-95 reverse link. Specifically, the RLS algorithm [17] and two modified
forms of recursive adaptive beamforming [18] are used' to govern the adaptation of the
spatial filter of the antenna array. These algorithms achieve an optimum spatial filter
solution which forms the main lobe towards the desired signal and places nulls towards

the interference. A single-antenna, a dual-antenna, and an adaptive antenna array receiver

are studied for comparison purposes, at fading rates of 10Hz and 100Hz. Both the non-



RAKE and the RAKE reception cases as well as the 1.25MHz and the 2.5MHz system
bandwidths are investigated. The performance of different receivers is evaluated through
extensive computer simulations. The study is presented in the following order.

e Chapter 2 details the channel, the mobile transmitter and the base-station receiver
models. A typical IS-95 power control algorithm is also presented.

e Chapter 3 explains the basic concept of the antenna array receiver, the array structure,
and the array geometry. Different techniques for determining the spatial filter solution
of the antenna array are also surveyed.

e Chapter 4 presents the derivation of the recursive least squares algorithm and the two
modified forms of recursive adaptive beamforming.

e Chapter 5 discusses details of the simulation and presents their results.

e Finally, Chapter 6 gives conclusions drawn from the results of the research and

discusses possible future work.
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2. CHANNEL AND SYSTEM MODEL

This chapter is concemed with the modeling of the channel, the mobile
transmitter, the base-station receiver, and the power control. The expression for modeling
the desired signal and interference in Walsh element forms used in the simulation is also
given.

2.1 Outdoor Radio Channel

Although the channel impulse response is random due to the three basic
propagation mechanisms (diffraction, reflection and scattering), the multipath channel
impulse response of each user can be written in the form of a tapped delay line model. In
this section, channel models for both an omni-directional antenna and a uniform antenna
array will be defined. Channel parameters such as the phase, the angle of arrival and the
amplitude of each path are chosen specifically for the outdoor, low antenna, urban high-
rise environment.

2.1.1 Channel model for omni-directional antenna
When the base-station employs a single antenna to receive the incoming signal, the

channel impulse response for the k-th user is :

L .
()= 0t (1) B(t=7,) e " (2.1)
=]

where ¢, () is the uniformly distributed over [0,2r] phase for the k-th user and the /-th

path, a,(?) is the instantaneous fading amplitude, L is the maximum number of paths in

the multipath, and 7, is the excess delay for the /-th path, assumed here to be



deterministically and equally spaced over the interval [0, 7,,]), where 7, is the

maximum excess delay.

The choice of the channel parameters, o, (2) and 7,, is made to reasonably reflect

microcellular propagation conditions (specifically for the outdoor, low antenna, urban
high-rise environment), as specified by the JTC RF channel characterization document

[19]. The normalized average power delay profile P(7,) of the channel impulse response

is assumed to be exponentially decaying:
P(t )=e Ve (2.2)
where 7, is the profile decay constant.

Due to the large amount of variability of delay spread within the chosen
environment, three types of channels specified for the chosen environment by [19}] are

normally considered:

Table 2.1. Decay constants for power delay profile.

Type of Channel Probability of Decay Constant 7, rms delay spread
Occurrence (%) (ns) (ns)
A 40% 140 100
B 55% 750 750
C 5% 2000 1800
Weighted average 100% 568.5 290

The decay constant is proportional to the delay spread of the channel profile.

Channel A is the small delay spread case that occurs frequently. Channel B is a medium




delay spread case which also occurs frequently. Channel C is the large delay spread case
that occurs only rarely. The chosen profile decay constant has been assumed to be equal

to the weighted average of the decay constants; hence, 7; = 568.5 ns. Four propagation

paths are assumed and the temporal separation between adjacent paths has been assumed
constant, equal to 407 ns. The first path in the profile is Ricean distributed (with the Rice
factor = 1), and the other three are Rayleigh. Thus, the normalized power distribution of
the four paths is 0 dB, -6.2 dB, -9.2 dB, and -12.3 dB and they are located at 0 ns, 407 ns,
814 ns, and 1221 ns respectively.

The assumed channel multipath delay profile reasonably reflects the average
situation for the considered environment, and at the same time introduces temporal
separation equal to only one half of the chip time in the 1.23Mchip/sec [S-95 system.
Hence, the results produced by the work give an indication of expected performance of a
relatively narrowband, 1.23Mchip/sec [S-95 system in a microcellular setting; with the
chip time of as much as 813 ns, the individual paths in the multipath profile are not fully
resolvable, which implies a performance loss in comparison with a larger bandwidth
system (for the assumed propagation environment, at least 2.5 MHz), which would be
able to resolve and combine all significant paths in the pr'oﬁle.

2.1.2 Channel model for linear antenna array
An antenna array contains several antennas spaced closely together. Signals

received by antenna array elements are correlated. When a uniform linear antenna array is

used in the base-station receiver, array elements are distributed linearly with the same



interelement spacing between adjacent array elements. The uniform linear antenna array

is shown in Figure 2.1.

wavefront\

Figure 2.1. Diagram of a uniform linear antenna array.

Suppose that a single incoming signal s(t) arrives at the array with azimuth arrival angle 6

measured counterclockwise from the array axis as shown in Figure 2.1. Let V be the
number of array elements, 4 denote the interelement distance and c¢ represent the velocity
of radio wave propagation (i.e. speed of light). The output x;(?) at the second array
element is delayed by the time required for the plane wave to propagate through the

distance length of d-cos6. This interelement delay I'is given by

dcosf
c

r= (2.3)

Therefore, the outputs x,(?) and x,(?) are related as follows:

x,()=x,0¢-T) (2.4)



Since the spread signal bandwidth of the 1S-95 CDMA system is very small compared to

the carrier frequency @, (i.e. it is narrowband signal), the narrowband assumption for

antenna array is valid. This enables modeling time delays due to propagation across the
. . _ Aw N
array as phase shifts. Since ¢ ="""9,_ , the equation (2.4) can be represented by a

complex notation.

~jo dcos@

X2 (6) = X, (t)exp( —Jj2mdcosd

)= X, (£)expC 1 ) (2.5)

where X5(2) and X,(1) represent the corresponding complex envelope signals associated
with x,(¢) and x,(t). A is carrier wavelength. If interelement spacing is A/2, the above

equation is reduced to:

X, (1) =X,(t)exp(—jmcosd) (2.6)

The signal output at any sensor element can be represented as a time-delayed or time-
advanced version of its complex envelope at a reference element X;(?), a time-delayed or
time-advanced version depending on the angle of arrival 8 [20].

The response vector of the cell site antenna array to the k-th user and /-th path
signal can be organized ina V x I vector form, called array response vector. The vector is
normalized to 1. The array response vector with unifprm half-wavelength interelement

separation is:

1
a(6,,) = N2 [1, exp(5imcosBy,), ..., exp(4i(V-1)mcos 0,,)] (2.7)



where 6,, is the azimuth angle of arrival uniformly distributed over [0, ©], T is the

transpose, and ¥ is the total number of array elements. The channel impulse response of

the antenna array can be represented by the following vector.

L .
R @)=Y o) 8t-1,) e ™ a(8,,) (2.8)

=1

2.2 Reverse Link Model

The models of both the mobile transmitter and two base-station receivers in the
reverse link are given. The base-station receivers are an omni-directional and an antenna
array receiver. The power control models of the desired signal user and of the interfering
user are also presented.

2.2.1 Transmitter model

The 1S-95 uplink transmitted signal has been described in Section 1.3.2. To
simplify the analysis, baseband filtering is not simulated as specified in the [S-95

standard. The RF transmitted signal for £-th user is:
sih () = p W[ (e, (Ha® Wros(w .y
WP (=T, )ey (t~T,)a® (t~T, Jsin(w,1)] (2.9)

where T, is half of a PN chip period, ci(?) is a user-specific long PN code, a™ (1) is the I-
channel base-specific short PN code, a? (1) is the Q-channel base-specific short PN code,

W (1) is the h-th orthogonal Walsh function (symbol) of the k-th user and contains 64



Walsh elements, 4 is the transmitted Walsh symbol value which is to be detected by the
receiver, @, is the carrier frequency, and pi(?) is the closed-loop power control parameter.
cu(t), a” (1), and a™@(t) are assumed to be independent and identically distributed (i.i.d.)
random variables taking values £1 with equal probability in the interval of [0,T.]; each
Walsh element in W,f") (t) can be +1 or -1 over [0,T,,]. In the 1.25MHz system, T,=4T,
while in the 2.5MHz system, T,,=87.

For simplicity, we denote the product of the user’s PN code and the [ or Q

channel PN-codes as
) =c,()a” (1) and 2 (t) = ¢, )a? (1) (2.10)

where cf(” (t) and C;‘Q) (1) are assumed to be independent and identically distributed (i.1.d.)
random variables taking values *1 with equal probability. Therefore, the simplified

transmitted signal represented in complex baseband notation for the k-th user is:
0 . Q
5e0 = p WP 0, O-WP -T, ) - T, )] (2.11)

2.2.2 Omni-directional antenna receiver model

Each user’s transmitted signal will undergo multipath propagation; therefore, after
down-converting from RF to baseband signal, the complex baseband received k-th user's
signal r, (¢) for a single omni-directional antenna is the convolution of the 4-th transmitted

signal and the k-th channel impulse response.
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L )
re@®=Y sp(t=7, ) me 4 (2.12)
=]

The total received complex baseband noisy signal r(2) at the base station is the summation

of each user’s complex baseband received signal and the channel noise n,(1):

K K L i
r)=Y r@+n, ()= Y s (t—1 )y me P +n, 1) (2.13)
k=1

k=1l=1
where K is the total number of users present in the cell.

In the IS-95 uplink system, the noncoherent OQPSK receiver, shown in Figure

2.2, is employed to extract the k-th user and /-th path signal from the incoming RF signal

r(t). The in-phase and quadrature PN-despread signals t{'j) (m) and x,’g)(m) are obtained

from the operations of the I-channel and the Q-channel branches respectively.

r(t) dw
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Delay T )
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Figure 2.2. Non-coherent OQPSK receiver.



The outputs of the low pass filter (LPF) are correlated (or PN-despread) with the

desired user’s synchronized PN code in the [-channel and Q-channel separately using the

correlation interval sampling of T,, which is 4 PN chips long for the 1.25MHz system and

8 PN chips long for the 2.5MHz system. After the normalization, the resuiting digital

PN-despread signal in complex baseband notation and in Walsh element form 1s:

] t,+mT,+T,

Xy(mT, )= ——

2 Tw T +(m-1)T, +T,

The [-channel PN-despread signal is:

x)(m) = Re{x,, (m)}

and the Q-channel PN-despread signal is:

xfgj (m)= Im{x,(J (m)}
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Figure 2.3. IS-95 square law combiner.
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Figure 2.3 shows the non-coherent square law combining applied after the [S-95

OQPSK demodulation. The PN-despread signals x)(m) and x{9(m) are fed into two

separate 64-ary Walsh sequence correlators and then square-law combined. The 64-ary
outputs of all diversity branches are added up non-coherently when a RAKE receiver, or

a dual-antenna receiver, or both are employed. z,, , is the f-th decision value at the output

of the IS-95 square-law combiner at the n-th Walsh symbol interval. The largest value of

z, s is selected in the decision detector in order to determine the transmitted Walsh

symbol value A. Finally, the sequence of estimated Walsh symbol values h is 64-ary
Walsh demodulated, de-interleaved and 1/3-convolutionally decoded. The symbols *

denote estimates.
2.2.3 Antenna array receiver model

This section defines the model of the linear antenna array with half-wavelength
interelement spacing. Similar to equation (2.13), the complex baseband received signal

vector r(t) is:

K L .
r)=Y3 s, (t—t o (e a8, )+ n, (1) (2.17)

k=1 1=l

where n,(1) is the channel noise vector with zero mean and covariance.
E{n,(t))n, (1)} = 0715, - t,) (2.18)

where [ is the identity matrix and 0';7 is the channel noise power. Equation (2.18) implies

that the noise is both temporally and spatially white. From equation (2.14), the received



PN-despread signal written in vector notation x(m) is called the pre-correlation signal
vector (i.e. the name denotes the signal vector before Walsh sequence correlation). The
pre-correlation signal vector for the desired tracked path (i.e. k-th user and /-th path) is:

_ I r+mT,+T, 1) . Q)
x(m) = i t'+(m_1)rw+n[r(t-To ) @-T, -1)+ jr)d2-T, -t )t (2.19)

To reduce or eliminate the need for time intensive simulations, the [S-95 reverse
link is simulated Walsh element by Walsh element. The following contains a detailed
mathematical analysis which provides expressions for determining the interference of each
path in Walsh element by Walsh element form. From equation (2.17), the received
complex basband signal of the 2.5MHz system, which is able to resolve all individual

paths, can be written as follows:

) L _
r)=s,(t~t))o, (0=t )e a8, )+ st =t )ay 01, )e " a(9,))

=2

K L
+3°N et =t )ou 0~ ) a0, )+ n, (1) (2.20)

k=21=l

The first term is the desired path signal vector, the second term is the interference due to
self-multipath, the third term is the interference due to other users and the fourth term is
the channel noise vector. Since the phase, the amplitude and the power control bit is
assumed to be constant over a Walsh symbol, the k-th user and /-th path signal

component of the pre-correlation signal vector x; (m) is:
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t+mT, +T,
J wPa—z,-T,)ct~7,-T, )" (t-T, -7, )dt

T +(m-1)T, +T,

I
X (m)= Ay (mja(6,,) T Ii

t+mT, +T,
- j WPt~ 2T, -1, )@ (= 2T, ~t, )" (t-T, -1, )dt

t+(m=1)T,,+T,

T +ml +T,
W - )R T, it

T+ (m=-1)T, +T,

T 4+mT,, +T,
+I WPa-T, -1, )c@-T, —1,)c2-T, -7, )dt | (2.21)

T Hm=1)T, +T,

Ay (m) = p,(mT, ), ,(mT,, )e™ /o "T) (2.22)

For the 2.5MHz system, 7,=87.=16T,. Since each PN chip is assumed to be a

rectangular pulse and constant over [0,7,]; therefore,

1
Xy (m)= A, (ma(8,, )E..

w

o +m-1)T, +(i+1)T_
th) (f 1,
J. wha-t,-T,) -1, -T,)c -7, -1, )dt

i=0 o Hm=1)T, +iT,

15 ar,+(m-D)T,+(i+D)T,
. % ]
~J J w-2T, -1, )& - 2T, —t,)c’ (t-T, -1, )dt

=0 T +(m=1)T,, +iT,

15wt +(m-D)T,+(i+1)T,
. (h i
+) j wla-1,)cl -1, )P -T, -1, )dt

=0 " +(m=1)T,, +iT,

o+ (m-D)T,, +(i+1)T,

+Z J. WP ~T, ~1,)cQ(~T, —1,)c@ @-T, -, )dt |(2.23)

i=0 T+ (m=1)T,, +iT



For the desired signal component (i.e. k =/ and /= I), most of the second term and the

third term cancel each other.

I
X (m)=A;,(m)a(8,, )E‘ '[Tle(h) (mT,)

T +(m-DT +T,
—jj W (2T, -7, )@~ 2T, ~t, )"t -T, -1, )dt
o, +(m-DT,

T, +(m-1)T +16T,
+j j wHe-t, )l -1, )2R0-T, -1, )dt+ T W™ (mT, ) | (2.24)
o +(m=1)T,, +15T,

The second and the third terms in the square bracket are very small compared with the
first and the fourth term values of T,; therefore, the desired signal component can be

approximated as follows:
x;,(m) = A, ()W (mT, )a(8,,)
= p,(mye;, (e ™ W™ (myace, ) (2.25)
Equation (2.25) shows the expression for the desired signal used in the simulation.
o, ,(m) is the fading amplitude updated at every Walsh symbol, ¢,,(m) is the phase
changing from one Walsh symbol to the next due to channel fading, 8,, is the angle of

arrival, and p,(m) is the power control parameter. The modeling of the power control

parameter of the desired user will be presented in Section 2.2.4.

For the undesired signal component (i.e. £ # / or /# /), because of independent,

identical and equiprobable distribution of PN chips among all user signals, we get:
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T,
I t—1,)8-T, -1, )dt = +T,
0

o7,
& —t,)(t-T, -1, )dt = £T,
70
oT,
D —,)Q-T, -1, )dt = %T,
J0
oT,
-1, )@ -T, -1, )dt = £T, (2.26)
v0

From equation (2.23), the undesired signal component can be expressed as follows:

Ji 7 ) 15 ‘ 15 7
i) = A (m)a(By) 5 [Zﬂc AT, + 2T, + AT,
0 i=0 =0

w | =0 i=

[~ JE JEREL
=A,,(m)a(0 +T + +T
k.l( ) ( k'l)-léTc ; c .1327;) &~ 0
K 1 15 L
=A, . (ma(d — Y ta, +j— ) *a; 2.27
k.l() ( k./)-16i=0 i .]32 o a; ( )

where a; is either 1 or -1 with equal probability. With the assumption of validity of
equation (2.26), equation (2.27) is the expression for modeling the interference of each
path. 4,,(m) consists of the phase, the power control parameter, and fading amplitude of
the interference for the k-th user and the /-th path. The method for modeling the power
control parameter of each interfering user will be discussed in Section 2.2.4. The square
bracket term is present in equation (2.27) because of non-zero correlation among users’
PN sequences in the interval of every Walsh element. The interference consists of two

binomial random variables in [-channel and Q-channel. In the simulation, instead of using
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the binomial random variables, the interference of each path is modeled as two zero-mean
Gaussian random variables in both in-phase and quadrature components separately. For
2.5MHz system, the variance of the in-phase interference for each path is 1/16; the
variance of the quadrature interference - 1/32.

Therefore, the interference of each path can be added up individually in Walsh
element by Walsh element form with its own phase, power control parameter, fading
amplitude and angle of arrival. The pre-correlation signal vector of the 2.5MHz system

for the first user and the first path is:

K L
xm)= 3. x, (m)= A, (m)W["” (m)a(8,, )+ i(m) + n(m) (2.28)

k=1 =1
where i(m) is the interference term containing the intersymbol and multiuser interference

components, and n(m) is due to the channel noise. It is noticed that only a single path

desired signal exists in the 2.5MHz system and the other signals are interference.

Similarly, the pre-correlation signal vector for the 1.25MHz system, when the

first user and the first path signal is perfectly tracked, is:
! )
x(m) = A, (m)W (ma(8,, )+ EA, LMW (m)a(6,,)+i(m)+n(m) (2.29)

It is noticed that a little piece of the desired second path signal is present in equation
(2.29) because of the unresolvable path case (the time delay between the first and the
second paths is one-half PN-chip period). Here, the variance of the in-phase interference

for each path is 1/8; the variance of the quadrature interference - 1/16.
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The pre-correlation signal vectors for the 1.25MHz and the 2.5MHz systems
have been given in equations (2.28) and (2.29). The post-correlation signal vector z(n) of
the 2.5MHz system will be derived in the following. The post-correlation signal vector is
the signal vector at the A -th output branch of the 64-ary Walsh sequence correlator.

64—1 .
2n)="Y x(nmW” (n,m) (2.30)
m=0
where W,(';) (n,m) is the h-th Walsh element sequence at the n-th Walsh symbol and the
m-th Walsh element. If the estimated Walsh symbol value is wrong (i.e. h#h ), the
desired signal components disappear in the post-correlation signal vector. Otherwise, the
interference component in the post-correlation signal vector for the 2.5MHz system in

baseband complex notation is:
z(n) = 644;,(n)a(6,, )+ i'(n)+ n'(n) (2.31)

where i'(n) is the interference term due to intersymbol and multiuser interference
components and n’ (n) is due to the channel noise after Walsh sequence correlation. The
interference is significantly reduced after the Walsh sequence correlation. This post-

correlation signal vector will be used for explanation in Section 3.3.

2.2.4 Power control model

The section presents the modeling of the power control parameters for the desired
user and each interfering user. We assume that the large-scale fading effects due to path
loss and shadowing have been eliminated through the combined actions of open-loop and

closed-loop power control. However, the IS-95 closed loop power control algorithm,
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shown in Figure 2.3 and equations (2.32) to (2.34), is implemented to mitigate small-scale
fading. A power control bit is transmitted by the base station to the mobile user every T,
ms requesting a fixed incremental change in the transmitted power. To generate the power
control command bit, the received signal power is estimated from the 64-ary outputs of
the IS-95 square-law combiner and compared with a threshold. This signal energy per

Walsh symbol E; is estimated by

I & n-
E = - 2.32
: npgz""’ 64 —1 (232)
z . =max {z,} (2.33)

W (2.34)

where # is the estimated Walsh symbol value after the decision detector corresponding to
the index of the largest decision value at the output of the IS-95 square-law combiner for
the given Walsh symbol interval, z,, is the f~th decision value at the output of the IS-95
square-law combiner at the n-th Walsh symbol interval. n, is the number of Walsh
symbols in the power control measurement interval of T, ms. The estimated signal energy
is then compared against a threshold and a power control bit is generated accordingly and
sent to the mobile unit on the forward link to change the transmitted signal power of the
mobile unit by a fixed increment. Here, the threshold is chosen so that the signal power
per antenna is normalized to 1 [21]. The power control will not provide substantial

reduction of required average SINR at a relatively high fading rate, while power control
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can track channel variation better [22]. Due to the calculation delay and the transmission
delay of a power control bit, the power control bit is activated in the mobile unit with a
delay of a couple of 7, ms. In addition, because the power control bit is sent unprotected
on the forward link, there is a probability of error in the received power control bit.

In this paper, the power control bit is updated at every sixth Walsh symbol with a
power control step size of 1.0 dB. Each power control feedback bit is delayed with 12

Walsh symbol periods and suffers a 10% error rate.

The power-controlled multipath signal of each interfering user is modeled based on
the statistical model of the power-controlled multipath signal of the desired user. After

many runs of simulation, the average power @ of the desired user and its standard

derivation o, are calculated for different types of receivers as follows:

L

o= 5[10 . Iog[z A} (n)]] (2.35)
=l

\H 10- Iog ZA,,(n)] J (2.36)

where E is the expected value of [ ]. The average power 'fi is the ensemble average of the

desired user’s power-controlled multipath delay profile at every n-th Walsh symbol
interval. The average power and its standard deviation are log-normal distributed and used
to model the power-controlled multipath signal of each interfering user, mimicking the

effect of the IS-95 power control algorithm on each interfering user.
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2.3 Summary

In this chapter, the channel model, an [S-95 transmitter model, a single antenna
receiver, an antenna array receiver and the closed-loop power control algorithm have been
given. The expression for modeling the desired signal and interference have been derived in
Walsh element forms. The interference of each path is modeled as Gaussian interference in
both the I-channel and Q-channel with its own phase, angle of arrival, fading amplitude,

and power control parameter.
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3. ADAPTIVE ANTENNA ARRAYS

This chapter will explain the basic idea of the antenna array receiver, briefly
discuss the array structure and the array geometry, and finally present different
techniques for determining the complex weights of the spatial filter solution of the
antenna array receiver.

3.1 Theory of a Uniform Linear Array

For clarity, to illustrate the basic idea of adaptive antenna array, we first consider
a simple beamforming for a single-path channel case. The chosen array is linear with
uniform half wavelength interelement separation. Figure 3.1 shows a simple beamformer

with a uniform linear array.

r .
N X0 “Fiter

x1(t) w

g
>

e

Figure 3.1. Diagram of a simple beamformer.
s(t) is a single narrowband signal received at the first array element with an azimuth angle
of 6. Similar to the derivation of equation (2.17), the received signal vector x(?) is:

x(t)=s(t)a(@)+n, () 3.1)



where s(z) is a single narrowband signal, n,(z) is the channel noise vector, a( @) is the

array response vector. For a simple beamforming technique (without nulling operation),
each array element output is co-phased by an appropriate phase shifter. A phase shift of

@, called electrical angle, is inserted in the second array element, a phase shift of 2¢ in
the third element, and a phase shift of (v-1) @ in the v-th element. The electrical angle @ is
related to the electrical time delay 7 as @ = w,T (time delay or time advance depends on

the angle of arrival), where @, is the radian carrier frequency. So, the complex weights of

the spatial filter solution w is simply a set of linear phase shifters to co-phase the array

element outputs.

L

Jv

[1, exp(—j®D).....exp(—j(V ~1)®)] (3.2)

w=

Then, all co-phased array element outputs are summed up to obtain the weighted array
output y(1).

y(t)=wx(1) (3.3)

where H is hermitian transpose. Because of the narrowband assumption, the complex

envelope of the output y(2) is:

V-1
Y(t)= S(t)%/—Zexp(—jv(n: cosf — D))+ N(t) (3.4)
v=0

where S() is the complex envelope of the incoming narrowband signal s(z), and N(¥) is the
complex envelope of the total noise. When we adjust @ to make it equal to mcos6, the

signals received by array element from the direction 6 are phase-synchronized and



coherently combined, but the noise is added incoherently. If the interfering signals are
present in the environment, the interference from other directions is added incoherently.
Hence,.this array can enhance the desired signal from a particular direction and suppress
the MAI from other directions in frequency reuse environment. Now, if we neglect the

noise terms and replace (@ - mcos@) with mcos8 (i.e. set the electrical angle @ equal to

zero), the equation (3.4) is reduced to:

V-1
Y(1) = S(t)-‘-I/-Zexp(-— jvcos) (3.5)

v=0

The directional pattern of the array may be found by considering only the summation
term in equation (3.5). It is called the array factor (that is, the relative sensitivity of array

response to signals for a specific frequency from various directions):

V-1
F(6) =é2exp(— Jjvrcos) (3.6)

v=0

and the normalized directional antenna gain pattern is defined by

G(6) =|F(8) (3.7)
v-1 v _
Due to Zx" = (; D , the normalized directional gain pattern is:
v=0 X =
2
[ VmcosO
1 V-1 2 St 2
G(6) = VZexp(— jvmcosd)| = ——= (3.8)
¥=0 Vsir{ 7tcc2)s )

[f we take the limit of the above expression, we get
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Figure 3.2. Normalized directional gain pattern for an eight-element uniform array.

G(6) is plotted in Figure 3.2 for an eight element array steered along 0. The solid line is
the mainlobe of the radiation pattern steered at 90° (i.e.®=0); the dotted line - at 100°.
When we set G(8) = 0 to find the number of null points' in the field of view, we discover
the existence of (V-1) null points. When the electrical angle @ is zero (i.e. the solid-line
pattern), the incoming signal arriving at 6 =907 is maximized because its wavefront is

parallel to the array. If we set the numerator equal to zero, we can find the null points of

the gain pattern.



sin(v—”czo—so)=o V22 (3.10)

ﬁrﬁ;’s—em‘ ie{4v/2}...=L L. v2]} 3.11)
= ad ii-) 3

0 = cos (V (3-12)

where L’CJ is the largest integer less than x for x>0 or the smallest integer larger than x for
x<0. The mainlobe width (beamwidth) is cos(-2/V) - cos'(2 / V) or 2(90° - cos™ (2/V)).
As V increases, the number of nulls increases. It is obvious that the beamwidth decreases

as the number of array elements ¥ increases [20].

For the adaptive antenna array, the weight factor T is not a simple constant delay.

Both the magnitude and the phase of the weights can be adapted independently to steer
the mainlobe towards the direction of the desired signal and to place the nulls in the

directions of the interfering signals.

3.2 Array Structure and Geometry

There are two kinds of adaptive antenna arrays: narrowband beamforming and
wideband beamforming. The narrowband beamformer is used for processing narrowband
signals, and it uses complex-valued weights in each branch of the combiner. In the
wideband beamformer, each complex adaptive weight is replaced with a tapped-delay line

(transversal filter) in order to process wideband signals. This replacement permits
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frequency dependent amplitude and phase adjustments to be made [23-24]. Since the [S-
95 system is a narrowband system, the narrowband beamforming is used in this thesis.
There are two types of array geometry: linear arrays and planar arrays. In a linear
array the array elements are located along a straight line, while in a planar arrays all the
array elements are located in one plane. The linear array can form a beam towards a

specific azimuth angle.

(o]

Gain {dB)

20 40 60 80 100 120 140 160 180
angle of arrival in degrees

-~100 i 1 —_
(o}

Figure 3.3. Radiation patterns formed by different values of interelement spacing.
Figure 3.3 shows the radiation patterns formed by a uniform linear array with different
values of interelement spacing. The solid line denotes the interelement spacing of half-
wavelength, the dash line - the spacing of quarter-wavelength, the dash-dotted line - the
spacing of a wavelength. One principal lobe (or main beam) of the radiation pattern is
produced when the array with half wavelength interelement separation is used. If the

interelement separation is less than half wavelength, fewer nulls are created; if the
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interelement separation is larger than half wavelength, the grating lobes which have an
equal gain to the main lobe appear, because some array element signals are aligned exactly
and add coherently at some specific directions. A planar array can form a conical beam
pointing at some azimuth-elevation in space. A circular array, a type of planar array, is
useful when angular symmetry is desired in a two-dimensional operation [24]. [25] shows
that system capacity is highly dependent on the array geometry and orientation due to
the highly non-uniform spatial distribution of users. In this thesis, a uniform linear array

with half wavelength interelement spacing is chosen for further work.

3.3 Adaptive Antenna Array Techniques

There are different techniques to determine the complex weights of the spatial
filter, from selecting the highest signal power of a fixed multiple beam network, through
steering the mainlobe towards the desired signal, to both steering the mainlobe towards
the desired signal and placing the nulls towards the interference. [8-9] show that the
optimum combining techniques outperform the switched beam systems, simple
beamformer, subspace-based techniques and the eigenfilter techniques.
3.3.1 Switched beam system |

The switched beam system uses an antenna array in the base station to form
multiple orthogonal fixed narrow beams covering the service area. The number of fixed

beams is equal to the number of array elements. The array elements are connected

together via a beamforming network (BFN). Each output of BFN corresponds to the
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beam covering a given area and may receive desired signal components. The highest power
output of the BFN is selected to pick out the desired signal. In the microcellular
environment, the angular spread of the signal from a single user is very wide due to the
low base station antenna and the close proximity of the scattering objects, so a few beam
outputs which receive the desired multipath signal components arriving both within the
same PN chip and at different PN chips can be combined non-coherently for further
improvement.

The switched beam system might be considered as an extension of a conventional
3-sector cell sectorization to a narrow sector configuration. In the simple 3-sector cell
sectorization, frequency assignment and hand-off are performed in the same manner as
different cells when a mobile station moves over the different sectors in the same cell. The
major difference is that the inter-sector hand-off is performed at the base station without
signaling through the switch - the so called softer hand-off. Still a given amount of
signaling between the base and mobile stations is required. The mechanism for processing
hand-off puts restriction on the minimum sector size that can be implemented. Therefore,
the advantage of the switched beam system is the elimination of inter-sector hand-off and
thus narrower beam can be implemented [26]. .

3.3.2 Simple beamformer

The switched beam system selects the best beam from the multiple orthogonal
fixed beams to receive the desired signal. The more effective approach is to use the simple
beamformer to steer its main beam towards the desired signal. The simple beamformer

uses the conventional beamformer (CBF) density spectrum to estimate the angle of arrival
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of the desired signal. The CBF density spectrum displays an angular power density
spectrum P(8) along with the azimuth angle 6 by the following equation.

P(8) =a" (8)Ra(6) (3.13)

where R is an auto-correlation matrix of a received array signal vector. The azimuth angle,

producing the highest power of P(8), is chosen to determine the electrical angle @ to co-

phase the array element outputs as discussed in Section 3.1. For the IS-95 systems, the
post-correlation signal vector z(n) in equation (2.31), instead of the pre-correlation signal
vector x(n) (the reason is the lower interference power in z(n)), is used in the conventional
beamformer density spectrum.

P(6)=a"(0)R_.a(6) (3.14)
R.. = E[z(n)z" (n)] (3.15)

where E[ ] is the expected value. R_x, called the ensemble-average of the post-correlation
array covariance, is the ensemble-average of the auto-correlation matrix of the post-
correlation signal vector (we can obtain 17: by averaging over a number of consecutive
Walsh symbols). Because of the characteristics of PN chips among all user signals, the
interference signal strength of each interfering path is sligniﬁcantly reduced in the post-
correlation signal vector. The interference components are already much reduced in the
matrix R_.. From equations (2.31) and (3.15), the matrix R, can be written in general

form which is in terms of both the desired and interfering signal components of each path.

The channel noise component is neglected.
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4 I
R. =Y Pa®)a"(6,)+ Y Pa®)a"®,) . P.>P. , P > P, (3.16)
i=/

i=l+]

The first term is due to the desired signal component(s) and the second term is due to the
interference of each path (here called the discrete interference), consisting of both the
intersymbol and multi-user interference. P; is the corresponding signal power with its own
angle of arrival of 6;, ¢ is the number of desired signal components, and (/—¢) is the
total number of discrete interferers. ¢ =/ for the 2.5MHz system, while £ =2 for the
1.25MHz system. Equation (3.16) is obtained based on the following assumption:

E[a8,)a"(0,)|=0, izg (3.17)

Equation (3.17) implies that the array response vectors of two different paths are
uncorrelated. When the main beam is steered towards the first desired signal component

(i.e. 8=8,), from equations (3.14) and (3.16), the received power is:

/
P8,)= a”(G,)[ZHa(G,-)a” @, )]a(e,)

=1

!
=P+ Pa"(8,)a(6,)a" (8,)a(6,) (3.18)
i=2

For a single desired signal component case, since P, << P}, a’ (6,)a(8,)<1 and
a”(0,)a(8,)=1, P(8,)= P,. The array response vector of the desired signal can be
estimated by selecting the largest value of the conventional beamformer density spectrum

P(6). Equation (3.18) shows that P(6,) is composed of both the desired signal power and



the interfering signal power. Therefore, the distribution of the interference will degrade the
array response vector estimation [8].
3.3.3 Subspace-based techniques

Subspace-based techniques use the eigen-decomposition to exploit the eigen-
structure of the auto-correlation matrix of the received signal vector to better estimate the
array response vector. There are a number of well-known high-resolution techniques such
as MUSIC and ESPRIT [27-28]. Their detailed explanation can be found in [20].
Unfortunately, these algorithms works only if the number of array elements is greater
than the number of signals. Although the number of user signals will by far exceed the
number of array elements in mobile communication systems, the matrix IT: of the IS-95
systems can be used for the eigen-decomposition analysis. The interference components
are very small in the matrix Ex. Because of the assumption of the excellent characteristics
of the PN codes and Gaussian approximation of all interference (i.e. the large number of
users and a uniform distribution of angle of arrival of each interfering signal), the second
term in equation (3.16) can be represented by Gaussian noise. This Gaussian noise is

temporally and spatially white. Equation (3.16) becomes:

{
R, =Y Pa(,)a"(6,)+0’I
i=l

4 4 H Vv H ,
= Pa(o, )a”(o,.)+0'2[2e,.‘e;' + Y enes } , P.>P, >0c’ (3.19)
i=1

i=l g=l+!

where [ is the identity matrix, o? is the power of the Gaussian noise composed of both

ISI and MALI and V is the number of array elements. The number of e; is Z; the number
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of e, - (V-?¢). e; and e, are the orthonormal eigenvectors and form a unitary matnx U
(one property of unitary matrix is vut =1y

U=l[e},e5,.--,€71,€04) 5--s€p } (3.20)

When e; is set equal to the array response vector of the i-th desired signal component
(ie. el =a(f;)), e/ is called the i-th signal eigenvector, and thus e; - the g-th noise

eigenvector (the index g starts from ¢+ / to V). Equation (3.19) becomes:

4 4
R_ =Y (P, +0%)a(8,)a" (6,)+0c’ Ze;e;" (2.21)

i=1 g=t+l

Equation (3.21) can be written in the eigen-decomposition form:
R. =UuAU" (3.22)
A =diaglA;, Ay,.... Ay | = diag[P, +0% Py +07,...,P, +0°,67,...,67] (3.23)

where ¢ is the number of the correlated signal components, P; is the signal strength of the
i-th desired signal component, 4, is the eigenvalue, e; and e, in equation (3.20) are the
signal and the noise eigenvectors associated with the corresponding eigenvalue in the

diagonal matrix A. The noise eigenvectors e, have the same eigenvalue o’. Since

— — H— H
R_e;] =(P,. +0‘2)e,-’ and R_e; =c’e;, we have ¢ R_e -

H— —  \H H H
e/ R_e, =(R_e?) e;,'=(P,. +0'2)e,.’ e, Thus, (P,- +0’2)e,-’ e? =o’e e if and
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(9]

e] e =0 (3.24)

provided that P, +0? # o2, This orthogonality condition forms the cornerstone for the

subspace-based algorithms. The signal eigenvectors form a signal space, while the noise
eigenvectors - a null space which is used to determine the array response vector. Unlike
simple beamformer, the subspace-based algorithm can clearly identify and distinguish the
closely spaced multiple desired signal components as long as the number of array
elements exceeds the number of desired signal components. However, if the number of
array elements is less than the number of desired signal components, the eigen-
decomposition is poorly defined and none of the noise eigenvectors exist.

In the urban wireless environment, multipath propagation with delays within a
PN chip is quite common and the angular spread is wide due to the proximity of the
scattering objects, so the subspace-based techniques performs poorly in the presence of
the highly correlated multipath signals. [29] proposes a method to separate the multipath
components within a chip duration. The switched beam system is used to generate
orthogonal beams, and then the subspace-based techniques are used in a beam to provide a
better array response vector estimation. The additional .advantage is the reduction of the
small-scale fading.
3.3.4 Eigenfilter techniques

The eigenfilter techniques directly estimate the dominant eigenvector
corresponding to the largest eigenvalue of the matrix I—f_.z and then set the complex weights

equal to the estimated dominant eigenvector. To find out the desired signal component in



E:_., the power method recursion [30-31], also called the power method, is the simplest
iterative process to estimate the dominant eigenvector associated with maximum
eigenvalue in the matrix Ex. The concept of the power method recursion is presented in
the following.

The power method recursion solves the equation (3.25) by using the recursive

iteration process given in equation (3.26):

AP = 1,09 (3.25)
Av,
vV, = (3.26)
" 4y
limv, =v (3.27)
t—o0

where A is a given matrix, v is the eigenvector corresponding to the dominant eigenvalue

Nmae Of the matrix 4, v, is the estimated dominant eigenvector at the ¢-th iteration, and | |
is the vector norm. The power method recursion converges to v, = V as t—. [n practice,

the number of iterations is not infinite. The termination criterion shown in equation (3.28)

is used to determine how many iterations are required in equation (3.26).

Wi =vi<e (3.28)

€ is the eigenvector estimation error. When the norm of the difference between the two
subsequent estimated eigenvectors is less than &, the iteration process is terminated and

the estimated dominant eigenvector is found.
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The following is the basic idea of the power method recursion. Let e; be the

eigenvector associated with the eigenvalue 4; of the V-by-¥ matrix 4. Any arbitrary V' x/

vector v, can be written as:
vO :alel+a2e2 +"'+ale’+a,+lel+1+”'+ayev y al io (3.29)

where g; is a scalar. This vector is the initial vector for equation (3.26). If the initial vector
does not contain a component of the dominant eigenvector (i.e. a, = 0), rounding error
sustained during the iteration typically ensures that the subsequent v, has a component of

e,. After ¢ iterations, equation (3.26) becomes:
v, =A'v, = A Ay, = A" [a,Ae, +a,Ae, +---+ a,,AeV] (3.30)

where 7 is a scalar due to the vector norm operation |4v,| in equation (3.26). Since

v, =‘}’A'_l[allle, +azlze.7 +"'+aylvevl

=’)’[a,l’,e, +a22~l2e2 +"'+aVA.{Vev]

6 bR 6
=m A |e +| = | = |e,+ -+ — || —|ey (3.31)
a; N4y a; \ 4

Since A;> A>--->Ay, (A, /4,)" << 1 for i # las t approaches to infinity or is sufficiently

large (using termination criterion). Therefore, equation (3.31) becomes:

v, =1, Aje, + neglected terms, t— o (3.32)
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[t is shown that power method recursion can be used to find the eigenvector associated
with the dominant eigenvalue in the given matrix. Power method recursion converges

quickly if the given matrix only contains one dominant eigenvalue and the initial vector v,

has a component of the dominant eigenvector (i.e. a; # 0).

However, if (1,/A,) = (4;/4,)=---=(4,/4,) = I, the equation (3.31) becomes:
t a, a,
v, =, e +(——Je2 +---+(——Je,:|+ neglected terms (3.33)
a, a,

The estimated dominant eigenvector contains ¢ eigenvectors

[n the 2.5MHz system, the base station receives a single desired signal component
and many interference component. A single dominant eigenvalue associated with the
desired signal component exists in the matrix R_., and the rest of eigenvalues are very
small. The estimated eigenvector, estimated by power method recursion under an
appropriate value of the eigenvector estimation error, is the array response vector of the
single desired signal. When the complex weights of the spatial filter are set equal to the
estimated eigenvector, the mainlobe is steered towards the desired signal. However, in the
1.25 MHz system, two desired signal components may arrive at the base station with
relatively equal signal strength, the estimated dominant eigenvector consists of the array
response vectors of the two desired signal components. When the complex weight vector
is set equal to the estimated combined vector, a mainlobe and a sidelobe are steered

towards the two desired signal components.



3.3.5 Optimum combining techniques

The above approaches attempt to maximize the signal power by steering the
mainlobe and sidelobes towards the desired signals. These approaches are optimal and
maximize the SINR when the interference is spatially and temporally white. However, if
the CDMA interference does not follow this distribution, the performance loss will
result. Therefore, optimum combining techniques are used to maximize the SINR by
placing nulls towards the interference and steering main beam and sidelobe(s) towards the
desired signal(s). Both the magnitude and the phase of each complex weight can be
adjusted to achieve the optimum spatial filter solution. Theoretically, the maximum
number of interference signals that an array can suppress is equal to one less than the
number of elements in the antenna array. In the urban wireless environment, the number
of interfering signal components is by far larger than the number of array elements, so the
capability of interference suppression in that system is still not optimal. The optimum
combining techniques are governed by the minimum mean-square-error criterion and thus
minimize the squared difference of the desired data sequence and the weighted array

output. The cost function & is written as follows:
N
E= E[ld(n)-w z(n)l ]
= E[d*(n)] - 2w " E[2(n)d(n)] - w" E[z(n)z" (n)}w
= E[d*(n)]-2w" &-w" R_w (3.34)

& = E[z(n)d(n)] (3.35)



where d(n) is the desired data sequence, and @ is the ensemble average of the product of
the post-correlation signal vector and the desired data sequence. This vector @ is here
called the ensemble-average product vector. This function is a quadratic function and the
optimum spatial filter solution w can be obtained by setting the derivative of (3.34) with

respect to w to zero.
d -
zv-é= 20-2R_w=0 (3.36)

w=R.® (3.37)

This optimum spatial filter solution is called the Wiener filter solution. The main
difficulty here is to determine the desired data sequence. It is possible to employ periodic
training sequences to determine the spatial filter solution, but this approach reduces the
efficiency of the reverse link transmissions. Another approach is to use the previous
decision of the complex weights to estimate the current desired data sequence; this is
called the feedback-previous-decision approach. Performance losses inherently result
because of the wrong estimates of the desired data sequence.

The other spatial filter solution which can achieve the same Wiener filter solution

in equation (3.37) is shown in the following.

w=R"'a (3.38)

nn

where R:! is the inverse of the ensemble-average array interference covariance matrix

nn

which contains no desired signal components. @ is the vector composed of the array

response vectors of the desired signal components. The idea is that @ in equation (3.38)



steers the mainlobe and sidelobe(s) of the radiation pattern towards the desired signals
and R in equation (3.38) directs the nulls at the interference. The proof of the

nn

equivalence of equations (3.37) and (3.38) is presented in the following.

When a single signal component is present in the received signal (i.e. the 2.5MHz

system), equation (3.16) can be written as:

R_=Pa®,)a”(6,)+R,, . P >>P, (3.39)
_ !
R, =Y Pa@®)e" 6, (3.40)
=2

where R, is the ensemble-average array interference covariance matrix, consisting ISI and

MALI. The ensemble-average cross-product vector is P = VP, a(8,). Substituting equation

(3.40) into equation (3.37), one obtains
w= [P,a(e, Yat! («9,)+17,,,,]—l JPa8)) (3.41)
Applying the matrix inversion identity to equation (3.41), one gets
(P +M¥Q ' M| = P~ PM"[MPM" + o] mp (3.42)

The spatial filter solution becomes:

—.1_PR,a(6,)a” (6,)R,,

— a(8,)
1+Pat (0, )R:1a,)|

=cR1a(8,) (3.43)
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_ VP a8

= —
1+Pa"(6,)R;a(8,)

where ¢ is a scalar. It is shown that equation (3.37) is related to equation (3.38) only by a
scalar gain factor, and hence equation (3.38) represents the Wiener filter solution [24].
[17] shows that RLS is a suitable algorithm for equation (3.37) in the urban wireless
channel because of the fast rate of convergence. [18] implements equation (3.38) in the [S-
95 system by using the power method recursion for array response vector estimation; the
algorithm is called recursive adaptive beamforming. In this paper, both spatial filter
solutions in (3.37) and (3.38) are implemented. The RLS algorithm, having a Wiener filter
solution of equation (3.37), is implemented in Walsh element form. For the second spatial
filter solution in equation (3.38), two modified forms of the recursive adaptive
beamforming are implemented. All three algorithms uses the feedback-previous-decision
approach to determine the current transmitted Walsh symbol value in the [S-95 CDMA

systems.

3.4 Summary

In this chapter, the basic idea of how an antennla array works in the receiver has
been explained in detail. Then, antenna array structure and geometry have been analyzed
and thus narrowband beamforming using a uniform linear array with half wavelength

interelement distance is chosen for further study. Several techniques have been presented

for the narrowband uniform linear antenna array receivers. Switched beam network selects
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a fixed beam with the highest signal power from a multiple beam network. Simple
beamformer steers the mainlobe towards the direction producing the highest power; the
spatial filter solution is simply a set of the phase shifters. The subspace-based techniques
can provide more accurate estimate of the angles of arrival of the desired signals. The
eigenfilter techniques can steer mainlobe and sidelobes towards the desired signals.
However, all the above methods do not null the interference. The optimal combining
techniques can adapt both the magnitude and the phase of the complex weights so that the
mainlobe and sidelobes are directed towards the desired signals and the nulls are placed at
the interference. The recursive least squares algorithm and two modified forms of
recursive adaptive beamforming can achieve optimum spatial filter solution in the time-

varying channel and will be presented in more detail in the next chapter.



4. ADAPTIVE ANTENNA ARRAY ALGORITHMS

In this chapter, an antenna array for the current [S-95 system is proposed. The
recursive least squares algorithm and two modified forms of recursive adaptive
beamforming algorithms are discussed in detail.

4.1 IS-95 Antenna Array Structure

The idea of an adaptive antenna array reception is to use several highly correlated
outputs of antenna array elements and the complex weights of the spatial filter to form
beamns toward the desired signals and nulls toward the interference. The RLS algorithm
[17] and two modified forms of the RAB algorithm [18] are used to recursively adapt the
complex weights of the [S-95 antenna array system. The uplink is simulated on a chip by
chip basis in [17-18], using PN chip; on the other hand, it is simulated on an element by
element basis in this thesis, using Walsh element. Therefore, the pre-correlation signal
vector is the signal vector before PN-despreading in [18], but it is the signal vector before
Walsh sequence correlation in this thesis. Every Walsh element is spread by 4 PN chips
in the 1.25MHz system. The structure of the linear antenna array used to illustrate the
RLS and two modified forms of the RAB algorithm in the [S-95 system is shown in

Figure 4.1.
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Figure 4.1. Linear adaptive antenna array structure.

We have considered a two-dimensional RAKE receiver for the antenna array. In
one dimension of the two-dimensional RAKE involves coherent combining of the array
element outputs through a so called spatial filter w(m). The RLS algorithm updates the
complex weights Walsh element by Walsh element (i.e. in terms of m-th Walsh element),
while the RAB algorithms are updated Walsh symbol by Walsh symbol (i.e. in terms of
n-th Walsh symbol). The complex weights of the spatial filter are adapted by a chosen
adaptive control processor. The other dimension involves L-path noncoherent combining
of all the outputs of the spatial filters in the IS-95 square-law combiner as described in
Figure 2.3; this is the multipath noncoherent RAKE combining. The number of the spatial
filters is determined by the number of temporal RAKE fingers, and the complex weights

of each spatial filter are adapted independently.
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The feedback-previous-decision approach is used to estimate the transmitted
Walsh symbol 4 in all three algorithms. The weighted array output,
y(m)= wf (m— 1)x(m), is the dot product of the previous complex weight vector and the
pre-correlation signal vector. Then, the weighted array output is fed into the [S-95-type
square-law combiner shown in Figure 2.3, which performs L-path noncoherent combining.
The estimated Walsh symbol value h is then obtained to reconstruct the estimated Walsh
element sequence W,";’ (m).

For the RLS algorithm, both the pre-correlation signal vector and the error signal
e(m) are required for adaptation. The error signal, e(m)=r,(m)- y(m), is the difference
between a reference signal and the weighted array output. The reference signal.
r,(m)= ﬁW,";’ (m), is equal to the reconstructed Walsh element sequence w™(m)
multiplied by the constant B, called here the reference signal magnitude. The complex
weights are recursively updated over 64 iterations (each Walsh element is updated for one
iteration), and then the final complex weight vector is normalized to | and used to obtain a
better estimate of A.

For the two modified forms of RAB algorithms, both the pre-correlation signal
vector and the post-correlation signal vector are required. The post-correlation signal
vector is generated by correlating the pre-correlation signal vector and the reconstructed
Walsh element sequence Wr"" (m). After adaptation for each Walsh symbol, the new

complex weights are normalized to 1 and then used to obtain a better estimate of /.



Since the wrong estimate of 4 will result in performance losses in the feedback-
previous-decision approach and the recently estimated Walsh symbols may be wrong in a
deep fade, the channel information obtained from the adequate number of the previous
Walsh symbols must be used to provide a better estimate of the current Walsh symbol.
Thus, the matrix time updates with an appropriate value of the forgetting factor are used

to implement the RLS and the two modified forms of RAB algorithms.

4.2 Recursive Least Squares Algorithm

The RLS algorithm makes the adaptive array to forrm a main beam and sidelobes in
the directions of the desired multipath signals while forming nulls in the directions of the
interference automatically without the knowledge of the directions of the desired signal
and interference. This algorithm adjusts the complex weights Walsh element by Walsh
element to minimize the mean square value of the error signal e(m) (minimum mean square

error criterion). If B is chosen so that the reference signal closely approximates that

portion of the array output due to the desired signal, the error signal will mainly contain
the undesired components of the array output. Minimizing the error signal corresponds to
minimizing the antenna response to these undesired signals and results in a pattern of
nulls in the directions of the interfering signals [32]. The detailed derivation can be found

in [33]. Since the RLS algorithm adapts the complex weights Walsh element by Walsh

element (RAB algorithms - Walsh symbol by Walsh symbol), the time-updated version of
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the cost function &(m) with exponential weighting, also called the forgetting factor, is

shown in equation (4.1).

r, (i) -w" (m)x(i) 4.1

§my=Yy u™"
i=!

where the forgetting factor /i is a real positive constant close to, but less than, 1. Similar

to the derivation from (3.34) to (3.37), the spatial filter solution of the RLS algorithm is:

w(m)= R _'(m) O(m) (4.2)

R (m) = iy"“"x(z’)x”(z’) (4.3)
i=I

P(m) = i#“"'x(i)W,";’ Q) (4.4)

i=1

where R (m) is the V-by-V time-updated version of the auto-correlation matrix of the
pre-correlation signal vector x(m), @(m) is the V-by-/ time-updated version of the
ensemble-average product vector @. * denotes complex conjugate. Both (4.3) and (4.4)

can be recursively updated as follows:

R_(m) = uR (m-1)+x(m)x" (m) (4.5)

O(m) = uP(m- 1)+ x(m)d (m) (4.6)
Consequently, the inverse of R_(m) is obtained by the use of a form of the matrix

inversion lemma [33]:

_B'(n—1)pp" B (n-1)
p+p?B'm-1)p

B (n)= —;Il:B"(n—- I, 4.7)
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where B(n) is an ¥ xV positive-definite matrix and p is a ¥ x [ vector. B(n) is defined as

B(n) = uB(n— 1)+ pp" . Hence,

(4.8)

_ R (m— Dx(m)x" (m)R! (m—1)
u+x"(m)R (m— 1)x(m)

R (m) = i[R.;’ (m—1)
U
For simplicity, the procedure B(n)=Inverse_update(B”'(n~1), p, u) implements
equation (4.7). From equations (4.2), (4.6) and (4.8), the complex weight vector is:
w(m)= w(m-1)+ K(m)e'(m) (4.9

where K(m) is the Kalman gain vector, defined as

R;’ (m—1)x(m)

K(m)= R (m)x(m)= 4.10
(m) = R m)x(im) = e e ety (4.10)

and e(m) is the error signal obtained by the previous complex weight vector.
e(m)=r,(m)-w" (m-1)x(m) (4.11)

To apply the RLS algorithm, it is first required to initialize the inverse of the matrix

R (0) . A simple procedure involves the following assignment.

RI)=6;"1 (4.12)

where I is an identity matrix and &, is a small positive constant such as 1.0. The elements

of the initial complex weight vector are set to zero. The RLS algorithm can be summarized

as follows:



63

RLS algorithm [33]
A. Initialize the RLS algorithm by setting
RI0)=6;'T
w(0)=10
B. For each instant of time, m =/, 2, ..., compute

1. e(m)= ro(m)-w”(m-l)x(m)

R (m- Dx(m) .
e (m)
pu+x (m)RZ (m- 1)x(m)

2. w(m)=w(m-1)+

RZ (m— Dx(m)x" ()R (m—1)
u+x (m)RZ! (m— 1)x(m)

3. R (m)= ﬁ[k;j (m—1)—

C. 1fm = 63, then w(63) = (00
[ws3)|
where R_/(m) is the updated autocorrelation matrix of the pre-correlation signal vector

x(m). e(m) is the error signal, I is an identity matrix, &, is a small positive constant such
as 1.0, and p is the forgetting factor which is very dependent on the fading rate of the
channel with the best value close to 1. * denotes complex conjugate and A - Hermitian
transpose. This algorithm will recursively adapt the complex weight vector to the Wiener
filter solution.

Since the reference signal magnitude S is assigned a fixed real value, the error signal
will contain the desired component of the array output and the phase of the desired

signal. The RLS algorithm tries to shape the weighted array output to match the real-

valued reference signal. If the phase of the desired signal varies, the degradation of the
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RLS performance will occur. Therefore, RLS algorithm is phase-dependent and requires

precise phase tracking.

4.3 Two Modified Recursive Adaptive Beamforming Algorithms

Due to the inaccuracy of the Walsh symbol estimates and the characteristic of the
time-varying channel, the matrix time-update technique is used to implement equation
(3.38). Both RAB(a) and RAB(b) algorithms adapt the complex weights Walsh symbol

by Walsh symbol. The spatial filter solution of the RAB algorithm is given as follows:

w(n)= Q"' (n)a(n) (4.13)

where Q" (n) is the inverse of the estimated array interference covariance matrix at the n-
th Walsh symbol and d(n) is the estimated array response vector of the desired signal.
The estimated array interference covariance matrix ideally contains no component of the
desired signal. Now, let’s consider the 2.5MHz system. From equation (2.28), the pre-
correlation signal vector x(n,m) at the n-th Walsh symbol and at the m-th Walsh element
1s:

x(nm)= A, (nm)W" (n,m)a(8, )+ i(n,m)+ n(nm) (4.14)

The pre-correlation array covariance matrix R (n) at the n-th Walsh symbol is defined

by:

641
R ()= x(nm)x" (nm)=644;,(n)a(6,,)a" (6, ,)+Q . (n) (4.15)

m=0
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where Q_ (n) is the array interference covariance matrix in the pre-correlation array
covariance matrix due to the self-interference, multiple access interference and noise. From

equation (2.22) we obtain:
2 2 2
A[,[(”) =py (n)a“(") (4.16)

Ai ,(n) does not depend on the phase of the desired signal, and hence, equation (4.15)
does not contain the phase of the desired signal. From (2.31), the post-correlation signal
vector z(n) at the n-th Walsh symbol is:

z(n) =644, ,(n)a(8,,)+ i'(n)+n'(n) 4.17)
The post-correlation array covariance matrix R_(n) is:

R_(n)=zm)z"(n)=64° 47 ,(Wa(8,)a"(6,,)+0_.(n) (4.18)

where Q_(n) is the array interference covariance matrix in the post-correlation array
covariance matrix due to the self-interference, multiple access interference and noise. The

equation (4.18) does not contain the phase of the desired signal. We assume:

0.(m)=0_(m=0Mm (4.19)

where Q(n) is the array interference covariance matrix.

Now, the first step is to estimate the inverse of the estimated array interference
covariance matrix 0/ (n) in equation (4.13). Manipulation of equations (4.15), (4.18) and

(4.19) yields the array interference covariance matrix:
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64—1
O(n)= [Zx(n, m)x”(n,m)-—?‘%z(n)z"(n)] (4.20)

m=0

(64— 1)

The estimated array interference covariance matrix Q(n) is the time update version of the

array interference covariance matrix obtained from equation (4.20) can be:

64-1
O = uQ(n - )+ @%}[é“”"”’"ﬂ ()=~ ()" (n)] (421)

where /1 is the forgetting factor. The matrix inversion lemma in equation (4.7) is used to
find the inverse of the estimated array interference covariance matrix 0'm).

The second step is to find the estimated array response vector of the desired
signal a(n) in equation (4.13). As mentioned in Section 3.3.4., the power method
recursion in equation (3.26), working with the termination criterion in equation (3.28), is
the simplest iterative process to estimate the dominant eigenvector associated with the
maximum eigenvalue in the given matrix. If there is more than one dominant eigenvalue in
the matrix, the estimated vector is the combined vector containing the dominant
eigenvectors associated with their relatively equal eigenvalues. In the 2.5MHz system, the
receiver receive a single desired signal, and thus a single desired signal component exists in
both matrices R (n) and R_(n) with the highest signal strength. On the other hand, the
1.25MHz system receiver may receive the first and the second desired signals in the first
RAKE finger with relatively equal strength, and thus two corresponding highest

eigenvalues exist in both matrices. The power method recursion will estimate the



combined vector containing the two array response vectors of the desired signals. Let us
use the 2.5MHz system receiver to illustrate the two modified forms of RAB algorithms.

There are two different approaches, RAB(a) and RAB(b), for estimating the array
response vector a(6,,). The first approach, called RAB(a), finds the dominant
eigenvector of the time-updates of the matrix R_(n) - R_(n), obtained from (4.15), (4.18)
and (4.19).

A(n) = pA(n - 1)+ [R_(n) - R (n)] (4.22)
R_(n)—R (n)= z(n)z" (n) - zx(n,m)x”(n,m) = (647 -64)4 ,(n)a(8, Na™ (8, ) (4.23)

The estimated array response vector d(n) is equal to the eigenvector a(6,,)

corresponding to the dominant eigenvalue of the matrix R_(n)— R _(n), which ideally
contains no desired signal components. The power method recursion is used to determine
the eigenvector of the matrix given by equation (4.22). The other approach, called

RAB(b), uses R_(n) to determine the estimate of a(8, ;).
A(n) = udA(n-1)+ R_(n) (4.24)
R_(n) = z(n)z" () =64° A} ,(Wa(6, )a"(6,,)+Q_(n) (4.25)
The dominant eigenvalue in R.(n) corresponds to an eigenvector of R..(n) which is equal
to the array response vector a(6, ;) of the desired signal. RAB(b) provides quite accurate

array response vector estimate because the interfering signals’ strength in Q_(n) is

already reduced significantly.



The purpose of using the time updates of the matrices in equations (4.22) and
(4.24) is to provide more stable array response vector estimation by considering a longer
received signal. In the above derivation, the phase of the desired signal is canceled out in
the vector multiplication, so both RAB(a) and RAB(b), unlike the RLS algorithm, are
phase-independent. They work properly and have similar performance in both the
unknown and known phase environments. The two modified forms of RAB algorithms,

RAB(a) and RAB(b), are implemented as foliows:

RAB(a) and RAB(b) algorithms
1. Initialize the RAB(a) or RAB(b) algorithm by setting
A0)=8;'T
07')=5'1
a(0)=0.1
w(0)=0
2. For each instant of time, n=1,2,..., compute
l. B"(0) = Inverse_update(Q”' (n— 1),ax(n0), 1)
2.Form=12,...,63
B'(m) = Inverse_update( B'(m—1),ax(n,m), 1)
3. 07'(n) = Inverse_update(B~'(63), bz(n), 1)

4.1f RAB(a)
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64-1
A(n) = yA(n—1)+ z(n)z” (n)— Zx(n,m)x” (n.m)
'":0

else if RAB(b)
A(n)= pA(n— 1)+ z(n)z"™ (n)
5. vy(n)=d(n-1)
6. (@) v, ()= A(m)v, (W) A(n)v, (n)|
) if v, () = v, ()| <
then a(n)=v,,,(n), go to (c)
else t=t+ 1, goto (a)
(©) w(n)=0"' (n)i(n)

7. win) <= w(n)/“w(n)"

where a =+/64/(64—1), b= \/-l/(64—- 1) and 6,=1. u is the forgetting factor and ¢ is the

eigenvector estimation tolerance. From step(1) to step (3), the procedure

K ! (n)=Inverse_update( K (1), p, 1) performs the recursive time-updating, where K
is a ¥ xV positive-definite matrix and p is a ¥ x/ vector. The estimated array
interference covariance matrix is calculated from step (1) to step (3). Step (4) determines
whether RAB(a) or RAB(b) is used. Steps (5) and (6) implement the power method
recursion and calculate the complex weight vector. Finally, step (7) normalizes the

complex weight vector.



4.4 Summary

In this section, the application of the adaptive antenna array in the current [S-95
system is considered. The derivation of the recursive least squares algorithm and two
modified forms of recursive adaptive beamforming are also presented. The RLS is a
phase-dependent algorithm, which requires precise phase tracking mechanism, while both

RAB(a) and RAB(b) are phase-independent.



76

5. SIMULATIONS AND RESULTS

For complex systems such as wireless communication systems, performance
analysis using pure analytical means can be extremely difficult and abstract. Therefore,
computer simulation, a relatively simple process, has become indispensable to evaluate
the performance of complex systems. This chapter is concerned with the performance
evaluation in the IS-95 reverse link by computer simulation of a single antenna, a dual-
antenna and an adaptive antenna receiver discussed in previous chapters. Those receivers
are simulated in a single cell microcellular environment with 100% voice activity at fading
rates of 10Hz and 100Hz, and within both the 1.25MHz and the 2.5MHz systems. A
linear antenna array containing eight elements with half wavelength separation has been
assumed. For the RAKE reception case, two fingers of the RAKE are used to perfectly
track the first path and the third path signals in the 1.25MHz system, while four fingers
are used to capture four paths in the 2.5MHz system.

In the 1.25MHz system, each Walsh element is spread by 4 PN chips, while in
the 2.5MHz system it is spread by 8 PN chips. Because of the independent, identical and
equiprobable distribution of PN chips among all user signals, we only need to run the
simulation Walsh element by Walsh element (and not chip-by-chip). The interference of
each path is modeled as Gaussian in both the [-channel and the Q-channel, with its own
angle of arrival, phase and independent fading amplitude. The envelope of the first path

signal follows the Ricean fading, and the other paths follow the Rayleigh fading. The angle

of arrival of each path is fixed over each simulation (about 50 frames) and the phase of
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each path changes from one Walsh symbol to the next due to channel fading. The phase

varies corresponding to the speed of mobile (i.e. 0.8° phase change for adjacent Walsh
symbols in 10Hz fading rate case and 8° - in 100Hz case). The self-interference and the

channel noise are neglected in the simulation.
5.1 Simulation Methodology

A commonly used performance measure for a digital communication system is its
average bit error rate (BER). In this project, Monte Carlo simulation [34] is used to
estimate the BER. This method requires no assumptions about the input process or the
system and only compares the known input data sequence with the estimated output data
sequence to obtain the estimated BER. In this chapter, the input data sequence is the 9.6
kbps data stream; the output data sequence is the 1/3-convolutionally decoded bit
sequence. We count the number of errors in the bit sequence and divide it by the number
of observed bits. The number of the observed bits must be large enough to obtain the
estimated BER within acceptable confidence interval. If one hundred bit errors are
counted, the estimated BER is within 25% of the actual BER 95% of the time. Each frame
consists of 184 input data bits, excluding 8 appended zero bits. If 50 runs and 50 frames
in each run are simulated, 460 error bits will be counted to produce quite accurately
estimated 0.1% BER. 50 frames in each run, equivalent to | second observation time,
encounter a few -40 dB deep fades at the fading rate of 100Hz (see Figure 1.3), which
implies that the length of the observation interval is sufficient to estimate the BER

reliably. The power control algorithm is not able to significantly mitigate fades at the
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100Hz rate; on the other hand, it can effectively eliminate much less frequent -40 dB deep
fades at the 10Hz fading rate. Therefore, 50 frames observation interval for each run is
long enough to estimate 0.1% BER in both cases.

The expressions for modeling the desired signal and interference are given in
equations (2.27), (2.28), and (2.29). The desired signal is power-controlled using the
power control algorithm in equations (2.32), (2.33) and (2.34). The first power control bit
of the desired user is issued at the 6-th elapsed Walsh symbol and activated after the
additional delay of 12 Walsh symbols; this approach is taken to simulate the behavior of
the IS-95 link as closely as possible. In order to simulate the effect of the IS-95 power
control algorithm on each interfering user, the statistical behavior of the power-controlled
fading signal of the desired user is used to model the power-controlled fading signal of
each interfering user. There are two power control parameters needed to model each

interfering signal: the average power z in equation (2.35) and its standard deviation o; in

equation (2.36). The average power is the long-term average power of the power-
controlled multipath signal of the desired user. Its standard deviation is the standard
deviation of the short-term average power of the power-controlled multipath signal of the
desired user. Since the received average power and 'its standard deviation for each
interfering user are unknown, the average power and its standard deviation for each
receiver are at first assumed to be reasonably guessed values and used in the simulation to

model the power-controlled multipath signal of each interfering user. After many runs of

simulations (i.e. at least 50 runs at 50 frames), the average power and the standard
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deviation of the power-controlled multipath signal of the desired user are calculated
according to equations (2.35) and (2.36). The data produced in the first frame of each run
is discarded because the power control algorithm and the adaptive antenna array algorithm
may not have converged yet. The recently calculated average power and its standard
deviation are used to run the simulation again to obtain the new average power and its
standard deviation. In the meanwhile, the BER is kept at 0.1%. If the average powers and
their standard deviations produced by the subsequent simulations are very close to each
other, the correctly estimated average power and its standard deviation are obtained;
otherwise, the above procedure is repeated until the correctly estimated average power
and its standard deviation are obtained. The correctly estimated average power and its
standard deviation for each receiver, which are tabulated in Table 5.1(a) and Table 5.1(b)

in Section 5.3, are used to do the following different tests.

5.2 Considerations for Phase-Dependency and Algorithm Parameters

Both phase-dependency and the values of the algorithm parameters for different
adaptive antenna array algorithms are considered here. Chapter 4 shows that the
performance of the recursive least squares algorithm de.pend on the phase of the signal,
while the two modified forms of the recursive adaptive beamforming algorithm are phase-
independent. This section will verify the consideration of the phase-dependency by

simulation results. The values of the parameters for the selected algorithms are chosen so

that the algorithms achieve the best performance in the fading channel.



30

The phase change for the adjacent Walsh symbols is 0.8° at a 10Hz fading rate and
8° at a 100Hz fading rate. The simulation shows that a phase change between Walsh
symbols larger than about 0.3° prevents the spatial filter taps from converging under the

RLS algorithm. The reason is that even minor inaccuracies in the phase estimate of the
desired signal may cause major variations in the mean-square-error, e’(m) , driving the
algorithm (see Fig. 4.1). Hence, the RLS algorithm is truly useful for antenna array
adaptation only in coherent receivers and requires a precise phase tracking mechanism at
both fading rates. The simulation also shows that both RAB(a) and RAB(b) algorithms
work well even with random phase changes at every Walsh symbol because both do not
require the phase of the desired signal to control the taps of the spatial filters. Both are
well suited to function with non-coherent receivers. In all the simulations, the phase of
each path is constant for the RLS algorithm, but the phase of each path changes for both
RAB algorithms.

The performance of the adaptive antenna array algorithms depends on the chosen
values of the algorithms’ parameters. There are two adjustable parameters in the RLS
algorithm: the forgetting factor and the reference signal magnitude. When the forgetting
factor is too small, the performance will depend mainly on the recent Walsh symbols. If
the recent estimated Walsh symbols are inaccurate, the Walsh symbol error rate increases.
Simulation shows that the RLS algorithm has a similar performance with the forgetting
factor ranging from 0.999 to 0.99999 at fading rates of 10Hz and 100Hz. We have chosen

the forgetting factor of 0.9999. The other parameter is the reference signal magnitude. It
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must be large enough to produce the reference signals which can cancel out the desired
signal component of the array output signal. Simulation shows that similar performance
can be obtained when the reference signal magnitude is larger than 1.0. We have chosen a
reference signal magnitude of 2 for both fading rates. There are also two adjustable
parameters in the two modified forms of RAB algorithms, RAB(a) and RAB(b). The
eigenvector estimation tolerance must be small enough to provide an accurate eigenvector
estimation. An eigenvector estimation tolerance of 0.001 is assumed for both fading rates.
Similar performance can be obtained with the forgetting factor ranging from 0.9 to 0.99.

The forgetting factor is chosen to be 0.95 for both fading rates.

5.3 Power Control Parameters for Different Receivers

Power control is very important in CDMA systems. The desired signal is power-
controlled by the IS-95 power control algorithm. However, for each interfering user the
effect of power control is modeled as a lognormal random variable with an average power
and standard deviation as in the power-controlled desired signal.

After many runs of simulations (at least 50 runs at 50 frames), the data on the
instantaneous power of the desired user are collected i;’l the presence of the interfering
users which produce a 0.1% bit error rate. The average power at the input of the receiver
(i.e. the total power of each interfering user) and the standard deviation for each receiver

are calculated according to equations (2.35) and (2.36). These data for different receivers

are tabulated in Table 5.1(a) and Table 5.1(b). The first number in each entry is the



average power [; the second one - the standard deviation o,. The units are dB. Table

5.1(a) describes the 10Hz fading rate case, while Table 5.1(b) - 100Hz fading rate case.
The first data column is for the 1.25MHz non-RAKE receivers; the second column - the
2.5MHz non-RAKE receivers; the third column - 1.25MHz RAKE receivers in two
RAKE fingers which perfectly track the first and the third path signals; the fourth column
- the 2.5MHz RAKE receivers in which the RAKE fingers receive all resolvable paths.

It is observed that the average power is lower and the standard deviation is higher
at the higher fading rate for all types of receivers, except for the single-antenna and the
dual-antenna non-RAKE receivers with the 1.25MHz system bandwidth. It shows that
the performance of the power control algorithm deteriorates at high fading rates. The
antenna array receivers governed by RLS, RAB(a) and RAB(b) have similar average
powers and similar standard deviations. The antenna array receivers have higher average
power than the single-antenna receivers. In the RAKE reception case, the 2.5MHz
receiver has lower average power and smaller standard deviation than in the 1.25MHz
case, since four RAKE fingers are used, instead of two RAKE fingers in the 1.25MHz
receivers. More signal power can be extracted from the channel. In the non-RAKE
reception case, the 1.25MHz antenna array receiver has lower average power and smaller
standard deviation because of the assumption of the independent fading of each path and
the presence of a little piece of the second path signal in the 1.25MHz system. The

1.25MHz antenna array non-RAKE receiver can exploit the second path signal from the

PN-despread signal, and thus the average transmitted power is reduced. [n other words,



the average power of each interfering signal is reduced. In all the simulations, the data in

the Table 5.1(a) and 5.1(b) are used to model the power-controlled multipath delay

profile of each interfering user.

Table 5.1(a). Power control parameters (Z, o;) for different receivers at 10Hz fading rate.

RAKE no no yes yes
System Bandwidth 1.25MHz 2.5MHz 1.25MHz 2.5MHz
One-Antenna (2.86, 4.05) (3.10, 3.85) (1.13, 2.96) (0.02, 2.04)
Dual-Antenna (1.42, 3.58) (1.59,3.36) (0.26,3.17) (-0.69, 2.95)
RLS (3.50, 3.36) (3.87, 3.65) (1.82,2.59) (0.34, 2.11)
RAB(a) (341, 3.35) (4.05, 3.67) (1.67,2.52) (0.06, 2.06)
RAB(b) (3.23, 3.22) (3.78, 3.56) (1.41, 2.45) (0.02, 2.04)

Table 5.1(b). Power control parameters (&, 0;) for different receivers at 100Hz fading

rates.

RAKE no no yes yes
System Bandwidth 1.25MHz 2.5MHz 1.25MHz 2.5MHz
One-Antenna (1.88,3.91) (2.18,4.05) .| (0.69,3.66) (-0.24, 3.54)
Dual-Antenna (1.10, 3.78) (1.34,3.81) (0.12,3.65) (-0.47, 3.50)
RLS (3.39, 4.14) (3.44,4.18) (1.49, 3.75) (0.18, 3.60)
RAB(a) (3.22,4.19) (3.49, 4.22) (1.43, 3.83) (0.03, 3.56)
RAB(b) (2.92,4.13) (3.33,4.14) (1.34,3.80) (0.02, 3.53)
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5.4 SINR Distribution for Different Receivers

In the thesis, the signal to interference plus noise ratio (SINR) is used to
understand the performance behavior of different receivers. In the IS-95 system, the SINR
of each frame can be estimated at the output of the IS-95 square-law combiner and the bit
error rate of that frame can be calculated. After many runs of simulations (at least 50 runs
at 50 frames), a set of data containing the SINR and the bit error rate for each frame is
collected and organized to find the SINR distribution and the SINR threshold which
produces 0.1% bit error rate.

Figure 5.1(a) shows the probability distribution functions for the output SINRs.
The number of interfering users used in the simulation produces 0.1% BER. The solid line
is a RLS non-RAKE receiver; the dashed line - a single-antenna non-RAKE receiver; the
dash-dotted line - a dual-antenna non-RAKE receiver. The sysicm bandwidth is
1.25MHz; the fading rate - 10Hz. The standard deviation of the single-antenna receiver is
higher than that of the dual-antenna receiver, but narrower than that of the RLS receiver.
The reason is that additional path diversity is provided for the dual-antenna receiver. In
the adaptive antenna receiver, each correlated antenna array element receives the same
fading signal, so the fluctuation of the received signal is r;luch higher.

Figure 5.1(b) shows the average bit error rate for different SINRs for a single-
antenna, a dual antenna and an adaptive antenna non-RAKE receiver with 1.25MHz
bandwidth at 10Hz fading rate. To meet the required bit error rate of 0.1%, the required
SINR thresholds for both the single-antenna and the RLS non-RAKE receivers are 11 dB;

the SINR threshold for the dual-antenna receiver is 6 dB. The 5 dB gain is due to an



additional path diversity and the effect of the power control. The standard derivations of
the probability distribution functions and the required SINR thresholds for different
receivers at 10Hz and 100Hz fading rates are tabulated in Table 5.2(a) and 5.2(b)
respectively. The first number in each entry is the SINR threshold and the second data -
the standard derivation. The units are dB. It is observed that the required SINR thresholds
of a single antenna and an adaptive antenna array governed by the three algorithms are
similar for each type of receiver. The standard deviation of a single-antenna receiver is
smaller than that of an adaptive antenna array receiver. A dual-antenna receiver has the
lowest SINR threshold and the lowest standard derivation due to the additional antenna
diversity. A RAKE receiver has the lowest SINR threshold and the smaller standard
deviation in the resolvable path case due to the addition path diversity. A non-RAKE
receiver has smaller standard deviation in the unresolvable case due to the presence of the
second path. Both the required SINR threshold and the standard deviation increase with
the increase in the fading rate. The reason is that the increase in fading rate will increase
the fluctuation of the SINR, and thus the SINR threshold is needed to be higher to
compensate the large fluctuation. Generally speaking, the adaptive antenna array receivers
governed by the three algorithms exhibit similar pe'rformance. The additional path

diversity improves performance, but the increased fading rate degrades it.
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Figure 5.1(a). Probability distribution functions for the output SINRs for 0.1% BER.
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Figure 5.1(b). Average bit error rate for different SINRs.
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Table 5.2(a). SINR distribution for different receivers at 10Hz fading rate.

RAKE no no yes yes
System Bandwidth 1.25MHz 2.5MHz 1.25MHz 2.5MHz
One-Antenna (11,2.59) (11, 2.30) (6.5, 1.65) (3.5, 1.08)
Dual-Antenna (6, 1.28) (5.5, 1.23) (3, 0.96) (0.5, 0.77)
RLS (11, 3.15) (10, 3.69) (6, 2.02) 3, 1.59)
RAB(a) (11,2.87) (11, 3.86) (6, 1.89) (4, 1.38)
RAB(b) (11, 3.18) (11, 3.41) (6, 1.89) (4, 1.49)

Table 5.2(b). SINR distribution for different receivers at 100Hz fading rate.

RAKE no no yes yes
System Bandwidth 1.25MHz 2.5MHz 1.25MHz 2.5MHz
One-Antenna (11,2.18) (12, 2.26) (8.5,1.74) (5.5, 1.43)
Dual-Antenna (8, 1.49) (7.5, 1.52) (5, 1.27) (2, 1.04)
RLS (13,3.37) (14, 3.80) (8,2.21) (5, 1.81)
RAB(a) (13, 3.24) (13,3.89) , (8, 2.25) (6, 1.69)
RAB(b) (12,3.34) (11, 3.65) (8, 2.25) (6, 1.75)
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5.5 Radiation Patterns

Radiation pattern for an antenna array with complex weights are used to observe
the beamforming and nulling capabilities of an adaptive antenna array algorithm. Figure
5.2(a) shows the radiation patterns formed by the three algorithms when the number of
users is 20, the fading rate - 100Hz, and the system bandwidth - 1.25MHz. The non-
RAKE reception is used. Two desired signal components arrive at the base station. The
solid line corresponds to RLS; the dashed line - RAB(a); the dash-dotted line - RAB(b).
All three algorithms produce similar radiation patterns. They can steer their main lobes

toward the first path signal at 60° and their sidelobes towards the second path signal at
145°. The second path signal has the lower signal strength. The nulls are directed at

clusters of interferers. All three algorithms can successfully steer the mainlobe and second
sidelobe to the desired signals and place the nulls toward the interferers.

Figure 5.2(b) shows the radiation patterns of the fourth spatial filter produced by
RLS, RAB(a), and RAB(b) algorithms when the number of users is 120 (each dot
represents two discrete interferers here), the system bandwidth - 2.5MHz, and the fading
rate - 10Hz. The fourth spatial filter (the spatial filter oPerating on the fourth path in the
multipath profile) has been chosen because all three algorithms can form similar radiation
patterns for the first three path signals, but their performance differences are easily
shown in the fourth path signal which has the lowest average power. RLS algorithm can
successfully steer the main lobe towards the fourth multipath signal and create deepest

nulls for the interference. The radiation pattern of RAB(b) has the lowest gain in the
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mainlobe, and the highest gain for the interference. Therefore, the RAB(b) performance is
expected to be the worst. It is also observed that the nulling capability is insignificant at

the higher number of interferers because the spatial distribution of the interferers is more

even.
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Figure 5.2(a). Radiation patterns for the unresolvable multipath case.
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Figure 5.2(b). Radiation patterns of the fourth spatial filter.

5.6 Rates of Convergence

The system performance requirements are divided into two types: transient
requirements and steady-state requirements. Transient response duration is the length of
time required for the adaptive array to adjust its weights from the time it is turned on
until steady-state conditions have been reached. We say that the receiver in question has
reached the steady state, if the Walsh symbol error rate at its output does not exceed the
maximurn value acceptable for a given quality of service requirement. For single-antenna
and dual-antenna receivers, in the steady state and when fading rate is relatively low, the
power control algorithm eliminates most of the channel variations due to fading within the
target tolerance. In the wireless fading channel, the adaptive antenna array algorithms need

to converge fast enough to be able to track the fading signals of mobile users.
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In the simulation, the RLS algorithm operates in a Walsh element by Walsh
element manner. Since a Walsh symbol consists of 64 Walsh elements, there are 64
iterations of the algorithm during every Walsh symbol. Both RAB(a) and RAB(b) operate
in a Walsh symbol by Walsh symbol manner. The desired Walsh symbol sequence is
provided for the non-blind convergence test. Since for both RAB(a) and RAB(b)
algorithms the error signal is not defined, we cannot compare the convergence of the three
algorithms in terms of the mean-square error. Moreover, since in the fading channel we do
not know the desired complex weights of the antenna array in advance, we can not
compare the algorithms in terms of the difference between the converging complex
weights and the ideal ones. Therefore, the convergence times for all three algorithms are
compared in terms of the average Walsh symbol error rate at each elapsed Walsh symbol
interval.

Since there are 64 possible transmitted Walsh symbol values, the estimated Walsh
symbol values are often incorrect in the transient state, but usually correct in the steady
state. During the transient interval, the channel is not yet accurately power-controlled and
the radiation pattern of the array is not shaped to receive the desired signal and suppress
the interferers. If we determine the Walsh symbol err'or rate in each individual Walsh
symbol, the number of Walsh symbols required for array adaptation to generate correct
estimated Walsh symbols can be found (i.e. within the target symbol error rate). Figure
5.3 shows the results for the rates of convergence for different 2.5MHz non-RAKE

receivers at a 10Hz fading rate. The number of simulation runs for each receiver is 1000.

The simulated interfering users produce decoded 0.1% BER in the steady state (i.e. 3
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interfering users are simulated in the single-antenna receiver; 16 users - in the other
receivers). The Walsh symbol error rate of the first Walsh symbol for RLS algorithm is
0.45%; for RAB(a) and RAB(b) algorithms they are 0.32%. The ensemble-averaged
learning curve of the RLS algorithm is higher than for both RAB algorithms, so the RAB
algorithms converge faster. The RAB(a) algorithm performs the best. The learning curves
of the single-antenna and the dual-antenna receivers are quite flat and converge gradually,
and the symbol error rate at the first Walsh symbol is only 0.1%. The region ranging from
the 10-th to the 30-th Walsh symbols for the adaptive antenna array receivers declines
gradually because the power control algorithm has not eliminated the variations of the
channel fading within the target tolerance. In the steady state of the 1.25MHz non-RAKE
systems at 10Hz fading rate, the average Walsh symbol error rate for the single-antenna
receiver is 2.0%; for the dual-antenna receiver - 2.6%; for the adaptive antenna array
receivers - 1.2%. At 100Hz fading rate, the average Walsh symbol error rates for the
single-antenna and dual-antenna receivers are 7%; for the adaptive antenna array receivers
- 5%. The Walsh symbol error rates in the steady state increases at higher fading rates
because the target decoded bit error rate is 0.1% for all receivers and the coding gain, due
to the 64-ary Walsh demodulation, the 1/3 convoluti'onal decoder, and bit-by-bit de-
interleaver, is higher at the higher fading rate. In conclusion, the 2.5MHz non-RAKE

adaptive antenna array receivers require about 10 Walsh symbols to successfully shape

the radiation patterns when the desired Walsh symbols are provided for convergence.
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Figure 5.3. Rates of convergence for different 2.5MHz non-RAKE receivers
at 10Hz fading rate.

5.7 User Capacity for Different Receivers

User capacity is the number of users that can be accommodated in the system at a
given level of quality of service. To simplify the simulation of the 2.5MHz system, only
half of all interfering power-controlled and faded other user signals are simulated, but their
average powers are increased by a factor of two in comparison with 1.25MHz simulation.
This approach causes some underestimation of the capacity of the 2.5MHz system. The
user capacity, discussed in this section, does not include the effect of intermittent voice
activity, which in principle should double the capacity numbers. On the other hand, the
effect of the inter-cell interference (not included in the analysis) is opposite and of

approximately the same magnitude as that of intermittent voice activity. Hence, capacity
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results for a single-cell system which does not take advantage of voice activity can be
used as first approximation of those for a mul:i-cell system with voice-activity control of
transmissions.

Figures 5.4(a) and 5.4(b) show the user capacity curves per 1.25MHz system
bandwidth for different types of receivers without RAKE combining at fading rates of
10Hz and 100Hz respectively. The solid line denotes the capacity produced by the
2.5MHz system in the fully resolvable path scenario, while the dotted line is for the
1.25MHz system (unresolvable path scenario). The 1.25MHz and the 2.5MHz systems
exhibit similar performance in both the single-antenna and the dual-antenna reception
cases at both fading rates. However, the 1.25MHz system outperforms the 2.5MHz
system in the adaptive antenna array reception case, because the adaptive antenna array is
able to shape its radiation pattern to receive desired signals arriving on both the first and

the second paths in 1.25MHz system.
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Figures 5.4(c) and 5.4(d) show the user capacity per 1.25MHz system bandwidth

for different RAKE receivers at fading rates of 10Hz and 100Hz, respectively. The

2.5MHz system outperforms the 1.2SMHz system for all types of RAKE receivers

because four spatial filters are used in the resolvable multipath case, instead of two in the

unresolvable one.
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Figure 5.4(c). User capacity for different RAKE receivers at 10Hz fading rate
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Figure 5.4(d). User capacity for different RAKE receivers at 100Hz fading rate.
Figure 5.4(e) shows the user capacity for different types of RAKE receivers in the
1.25MHz system at fading rates of 10Hz and 100Hz. For each type of receiver,

performance degrades with an increase in fading rate.
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Tables 5.3(a) and 5.3(b) show the user capacity per 1.25MHz bandwidth at the
bit error rate of 0.1% for different types of receivers at fading rates of 10Hz and 100Hz,
respectively. The current [S-95 receiver is the 1.25SMHz dual-antenna RAKE receiver.
Let’s Consider the worst case situation at 100Hz fading rate and with the use of RAB(b)
algorithm. The user capacity of the dual-antenna RAKE receiver is 16; the capacity of the
RAB(b) RAKE receiver is 32. The adaptive antenna array RAKE receiver containing eight
antenna elements at least doubles the user capacity of the current dual-antenna RAKE

receiver.
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Table 5.3(a). User capacity for different receivers at 10Hz fading rate.

RAKE no no yes yes
System Bandwidth 1.25MHz 2.5MHz 1.25MHz 2.5MHz
One-Antenna 4 4 7 13
Dual-Antenna 14 16.5 21 26

RLS 275 18 55 68
RAB(a) 295 16.5 56 68
RAB(b) 295 16.5 56 60

Table 5.3(b). User capacity for different receivers at 100Hz fading rate.

RAKE no no yes yes
System Bandwidth 1.25MHz 2.5MHz 1.25MHz 2.5MHz
One-Antenna 4.5 4 7 8.5
Dual-Antenna 13 12.5 16 18.5
RLS 18 13.5 38.5 42
RAB(a) 18 13.5 34 41.5
RAB(b) 19 14.5 32 36
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5.8 Summary

This chapter has shown that adaptive antenna array receivers govemned by the
recursive least square algorithm and the two modified forms of the recursive adaptive
beamforming algorithm can successfully steer the main lobe towards the desired signal,
and place the nulls towards the interference. Thus, the multiple access interference is
significantly reduced and the user capacity is improved. The recursive least squares
algorithm slightly outperforms the two modified forms of the recursive adaptive
beamforming, but it requires a phase tracking mechanism. The two modified forms of the
recursive adaptive beamforming exhibit faster convergence than the recursive least squares
algorithm. The adaptive antenna non-RAKE receiver extracts more energy than other non-
RAKE receivers in the unresolvable path case. The performance degrades with an increase
in fading rate. The eight-element adaptive antenna RAKE receiver achieves at least double

the user capacity of the current [S-95 dual-antenna RAKE receiver.
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6. CONCLUSION

The main focus of this thesis has been the implementation of advanced adaptive
antenna array reception techniques on the reverse link of the IS-95 CDMA system.
Narrowband and wideband systems have been considered at fading rates of 10Hz and
100Hz with non-coherent multipath combining. This work has been prompted by the
current thrust in wireless communication technology to support the future capacity

demands with the introduction of new personal communication services.

6.1 Thesis Summary

In this work, the three chosen algorithms, the recursive least squares algorithm and
two modified forms of recursive adaptive beamforming, are compared on the reverse link
of an IS-95 CDMA system. Chapter 2 presented the channel and the system models of
the [S-95 system in the microcellular environment. The statistical models for a scalar
(single antenna) channel and a vector (antenna array) channel have been presented. The
simplified models of the transmitter as well as a single-antenna, a dual-antenna, and an
antenna array receivers have been presented. The powe'r control algorithm has also been
described.

In Chapter 3, the working idea of the adaptive antenna array has been illustrated
using a simple beamformer. The effect of the array geometry and structure have been
explained. The different antenna array adaptation techniques have been reviewed, such as

a switched beam system, a simple beamformer, subspace-based techniques, eigenfilter
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techniques, and optimum combining techniques. The latter exhibits the best performance.
In Chapter 4, the optimum combining techniques are implemented in the [S-95 CDMA
reverse link. Detailed derivations of the recursive least squares algorithm and two
modified forms of recursive adaptive beamforming have been presented.

The simulation results of all three algorithms have been presented in Chapter 5.
All three algorithms can successfully enhance the desired signal by steering the main lobe
and suppress the interference by placing nulls. The recursive least squares algorithm
slightly outperforms the two modified forms of recursive adaptive beamforming, but it
requires a precise phase tracking mechanism. The recursive least squares algorithm also
requires a longer convergence time than the two modified forms of recursive adaptive
beamfoming algorithms. The adaptive antenna array receiver extracts more energy than
omni-directional antenna receivers in the unresolvable path case. The eight-element
adaptive antenna array RAKE receiver achieves at least double the user capacity of the

current [S-95 dual-antenna RAKE receiver.

6.2 Future Directions
Although this thesis has implemented the adaptive antenna array in the IS-95

CDMA system and shown the capacity improvement over the current [S-95 system,

further investigation including the following is desirable:



e Multi-user detection can be implemented with adaptive antenna array
techniques to eliminate any strong interference arriving within the mainlobe
and sidelobes.

e The base station must be also able to use beamforming on the forward link to
effectively improve overall system performance. However, since both forward
and reverse links use different frequency bands for transmission, the multipath
propagation channels for both links are quite different.

e The chosen channel is typical of the urban microcellular environment.
Different channel environments should be investigated for the future third-

generation mobile communications systems.
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