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The wind blows wherever it pleases.
You hear its sound,
But you cannot tell where it comes from
Or where it is going.

John 3:8



Abstract

Soil quality models developed for EcoDistrict polygons (EDP) and the
polygons of the Soil Landscapes of Canada (SLC) to monitor the concentra-
tion of soil organic matter require daily climate data as input. This thesis
(i) provides a method which interpolates the daily station data onto the
149 EDP and 894 SLC polygons. and the 6.900 townships of the province
of Alberta, to be used as realistic climate input for soil quality models and
drought management. and (ii) describes the implementation of the meth-
ods and strategies employed to handle the large amount of data spanning
1 January 1901 to 31 December 2000. The procedure interpolates station
data onto a dense network of grid points and then averages the grid point
values inside polygons. or assigns them to townships. Two common inter-
polation methods for spatial data are used. nearest-station assignment and
inverse-distance weighting, as well as a hybrid method to handle temporal
and spatial variance. The methods are applied to the daily daﬁa of maximum
temperature, minimum temperature, precipitation. wind speed. wind direc-
tion. relative humidity. and total incoming solar radiation. from stations con-
tained within the latitude-longitude box (47°N-64°N. 106°W-124°W). The
interpolated data sets and related documentation are available from Alberta
Agriculture, Food and Rural Development. Conservation and Development

Branch.
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Glossary of abbreviations,

agencies, and terms

AAFRD Alberta Agriculture. Food and Rural Development
AES Atmospheric Environment Service. Canada

ASCII American Standard Code for Information Interchange. a standard

format for plain text data
CanSIS Canadian Soil Information System
CHU Corn-Heat-Unit, a measurement of growth potential
EDP EcoDistrict Polvgons
EPIC Erosion/Productivity Impact Calculator
ET Evapotranspiration
GIS Geographic Information Systems, for displaying spatial data
GRAD Global Radiation. used in U.S. meteorology

GrADS Grid Analysis and Display System. for displaying gridded and station-

based meteorological data
ID Identifier, as in “station identifier”

JD Julian day, Julian date, or Julian day number



MAE Mean absolute error

MBE Mean biased error

NOAA National Oceanic and Atmosphere Administration. U.S.A.
NCDC National Climatic Data Center, U.S.A.

NCEP National Centers for Environmental Prediction. U.S.A.
NSDB National Soil DataBase. Agriculture and Agri-Food Canada

NSERL National Soil Erosion Research Laboratory. Purdue Universiry. West

Lafavette. Louisiana

period of record The complete record of data for a particular station with

respect to time
PET Potential Evapotranspiration
PI Standardized Precipitation Index
RAD Radiation
RF Radiation Field. used in Canadian metecorology
RH Relative humidity
RMSE Root mean square error
SLC Soil Landscapes of Canada
USDA United States Department of Agriculture
WEPP Water Erosion Prediction Project

WMO World Meteorological Organization, Geneva. Switzerland



Chapter 1
Introduction

Agricultural use of climate' data has increased considerably during the last
two decades due to the rapid development of information technologyv and
the rate of the increase will accelerate in the future (Changnon and Kunkel.
1999). This thesis reports the interpolation methods and implementation
used to provide the daily climatic input data required by soil quality models
and drought risk management strategies in Alberta. Canada.

Alberta Agriculture. Food and Rural Development (AAFRD). a provin-
cial government department. in partnership with the agricultural industry.
has been developing a strategy for sustainable agriculture. AAFRD is com-
mitted to environmental sustainability and is working with researchers to
develop quantitative measures. Soil quality is one of the initial indicators of
environmental sustainability being developed. An aspect of sustainability is
to ensure that land management practices maintain or improve soil quality.,

Several models are being used by AAFRD to assess soil quality in
Alberta.  Among them are EPIC (Erosion/Productivity Impact Calcula-
tor). and WEPP (Water Erosion Prediction Project). The EPIC model was

'The daily atmospheric processes discussed in this thesis are weather and not clinate.
the latter being long-term averages of weather data. However. in recent usage in agri-
cultural and climatological research they are called climate data, which is the convention

followed in this thesis.



developed to assess the effect of soil erosion on soil productivity (Sharp-
ley and Williams, 1990). EPIC operates in a daily time step, and requires
daily climate data (radiation, maximum and minimum temperature. precip-
itation, relative humidity, and wind speed) and information on land man-
agement practices. The WEPP model, also operating in daily time step.
simulates the soil water content in multiple layers of soil relevant to plant
growth/decomposition. It also simulates the effects of tillage processes and
soil consolidation {Flanagan and Livingston. 1993). These soil quality mod-
els apply current knowledge of the crop growth and soil processes which are
influenced by climate conditions. to assess the effect of changes in land man-
agement practices, such as adoption of reduced tillage or annual cropping or
perennial cover, on soil organic matter.

Alberta is developing a method to monitor changes in soil quality by using
models on a province-wide scale verified by research plot data. In order to
operate, most models require a complete, daily climate data set as input with
no missing data. The models quantitatively estimate the effect on soil quality
due to changes in land management practices under the climate conditions
used in the models. It is very important to have actual. observed daily climate
data on which to run the models to compare the model results with carcfully
measured soil data. Similarly. it is important to have daily climate data
for operational use of the models to quantitatively estimate changes in soil
organic matter. The daily data must adequately represent the actual weather
conditions that occurred. Soil erosion research has shown that severe weather
events, especially heavy rainfall or high winds. are primarily responsible for
the bulk of soil erosion. which reduces soil quality.

The sail quality models are being developed in Alberta to run on Eco-
District polygons (EDP) and Soil Landscapes of Canada (SLC) polygons.
whereas the drought monitoring projects require data on Alberta townships.
The polygons represent uniform soil and climate conditions, suitable for

province-wide land capability assessment and for the soil quality monitoring



intended. The province is divided into 149 EDP polygons (Fig. 1.1) (Agricul-
ture Canada, 1995), 894 SLC polygons (Fig. 1.2) (Shields et al., 1991), and
6,900 townships. There is a mismatch between the climate data available.
which have been recorded at points, and the data needed for polygons. It
is not clear how a climate parameter for a polygon or a township would be
directly measured.

We define the climate value for a polygon or a township as the spatial
average of the climate parameter over the area of the polygon or rownship.
Therefore the polygon climate values are calculated quantities. Interpolation
and averaging are essential tools used to obtain estimates of these quanrities.

Various methods may be used to interpolate scattered data onto poly-
gons, such as the Thiessen polygon method. We chose to interpolate all the
available station data onto a regular grid with 10 km spacing and average
the values for the grid points inside each polygon. In our current study.
the 10 km spacing was chosen as well-suited to the size of the polvgons and
the station density in Alberta. The grid is not too dense to cause excessive
computation. This station-to-grid-to-polygon approach was successfully used
carlier by Mackey et al. (1996) to re-characterize climate sub-regions in rhe
province of Ontario. Canada. Since the townships themselves are approxi-
mately 10 km by 10 km. the use of a regular grid on this scale is redundant.
So the climate parameters were estimated at the centroid of each rownship.
thus serving as the estimate for the whole township itself.

Many methods are available to interpolate data onto grid points. such
as nearest-station assignment, inverse-distance weighting, kriging. and thin
plate splines. Most of the interpolation methods are best for fitting the mean
for a period of a month or longer. However, soil erosion is mostly influenced
by extreme weather events. such as heavy precipitation or high winds. Thus.
the input data to the soil quality models must adequately represent the
real sequence of weather events in the recorded data. According to Karl

et al. (1998). the last 90-vear’s increase of precipitation in the United States
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Figure 1.1: The 149 EcoDistrict Polygons of Alberta.
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and Canada was mainly due to extreme precipitation events. Thus. it is
important for the interpolated data to retain the heavy precipitation events.

Preliminary investigation showed that although some interpolation meth-
ods provide good estimates of the monthly mean precipitation, thev also re-
sult in too many days with precipitation and therefore too little precipitation
cach day. This attribute of interpolation. if left uncorrected. would lead to
underestimation of precipitation intensity and hence soil erosion.

Among the commonly used interpolation methods. the nearest-station
assignment method yields a good estimate of variance. In order to have
a good assessment of climate variability when calculating the EcoDistrict
climate normals for 1961-90. Agriculture Canada used the Thiessen polyv-
gon approach for interpolation. which is equivalent to the nearest-station
assignment method (Bootsma and Ballard, 1999). The details can be found
on the website http://sis.agr.gc.ca/cansis/nsdb/ecostrat/climate_
normals_1961-90.html

This thesis describes the implementation of methods which interpolate
the daily station data onto polygons and townships in such a manner that
the interpolated data fit not only the monthly means but also retain the
appropriate number of dayvs with precipitation. These properties enable the
methods to provide realistic and complete (no missing data) dailv climare
data as input for soil quality models and drought management strategies in
Alberta.

Our method for precipitation is a hybrid of inverse-distance weighting and
nearest-station assignment. The latter is used to determine whether a poly-
gon has precipitation on a given day; the monthly total precipitation for the
polygon. however. is the sum of the daily polygon precipitation determined
by the former. The use of data from both methods gives the hybrid method
accuracy for monthly totals and the proper variance for daily precipitation
amounts. The accuracy of interpolation is assessed by cross-validation for

both observed stations and polygons. The cross-validation results show that



our method is reliable and appropriate for preparing realistic daily climate
data for use in soil models. To achieve the best fit. we use all of the daily
observed climate data available for the period 1 January 1901 to 31 Decem-
her 2000. Even stations are used that have a very short record, some with as
little as two months of data. To overcome the technical difficulty of interpo-
lating data with varying and incomplete data sources. the data are organized
so that the interpolation engine works on each day independently from the
others and only deals with stations with data on the day being calculated.

Three large data sets. corresponding to EDP polygons, SLC polvgons. and
townships, are produced using the methods outlined above. Each data set
contains complete records of interpolated climate parameters over the time
periods for which there is data: 1901-2000 for temperature and precipitation.
post-1948 for the others. The EDP data set is 260 MB in size and fits on
one CD. Four CDs are required to hold the 1.52 GB of SLC data. which
are partitioned according to SLC' ID. The township data set is the largest at
5.16 GB, being split into 10 files of 10 vears each. These master data sets
will be used to provide detailed. continuous. daily climate data of Alberta
for soil quality models. ongoing drought monitoring. and a drought indicator
study. Use of the data sets will be extended through the calculation of climate
normals as well as agricultural derivatives such as degree-days. dew-point-
temperature, corn-heat-units, evapotranspiration. frost-free periods. and the
like.

This thesis is arranged as follows. Chapter 2 describes the interpolation
methods. Chapter 3 describes the data sources used for interpolation. Chap-
ter 4 describes the implementation of the interpolation algorithms in detail.
Chapter 5 describes results and the methods used to verify the correctness
of the interpolated data, including a discussion of station density. Future

investigations and applications of this thesis are discussed in Chapter 6.
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Chapter 2
Interpolation Methods

The interpolation methods used in this thesis can be deemed “simple meth-
ods™ since they require neither the statistical information of the data nor the
inversion of a matrix. Thus. “simple” here has threc meanings. The method
is physically simple because it does not need to consider the statistical or
physical properties of the interpolated field. It is mathematically simple
because it does not involve any optimization or the complication of linear
algebra. It is computationally simple because the computing time required
is three orders shorter than that of the sophisticated kriging methods. This
simplicity facilitates the understanding of the differences among the results
of the various interpolation methods.

Of the many simple methods, two common ones are used here: nearest-
station assignment and inverse-distance weighting. described in the following
two sections. An evaluation of these methods. and a comparison with other
methods used for point estimation in spatial statistics. can be found in Shen
et al. (2001). The specific case of polygons will be used here to illustrate the
interpolation methods.

The simple methods. although not optimized. can often vield accurate
results for daily data because the optimization procedures require an accu-

rate knowledge of a field’s covariance structure that is often assumed to bhe



stationary. However, the daily climate field is usually not stationarv. But
if monthly or annual data are processed. the complex optimization methods

are more accurate.

2.1 Nearest-station assignment

The observed data are from point locations, i.e.. climate stations. The de-
sired results are the spatially-averaged values of a climate quantity over each
polygon. The ordinary interpolation method yields a value for a point. i.e..
the point estimation. while our result ought to be the spatial average over a
polygon. To overcome this difficulty. a regular grid of 10 km by 10 km is used
to cover the entire area of Alberta. Each grid point is made to correspond
with the observational station which is nearest to the grid point. provided
that the station has observed data. Furthermore. the grid point is assigned
the observed value of the station. Thus. the method is called “nearest-starion
assignment.” Each grid point in a polvgon is assigned an observed value. The
arithmetic average of the values at all the grid points inside the polyvgon is
the overall value for this polygon, i.e.. the climate parameter for the polvgon.
For example, the polygon P in Fig. 2.1 has six grid points. The value for
the polygon P is the arithmetic average of the values assigned to these six
points.

In general. because of the chosen grid size. a polvgon has at least one
grid point. For a small polygon which has no grid points. the centroid of
the polygon is selected as the interpolation point. Because the polyvgon is
small compared to the length scales of the seven climatic parameters given
in Section 2.2. this centroid represents the climate conditions over the entire
small polygon. Three EDP polygons have no regular grid points. {EDP618.
648 and 836). and 116 SLC polygons have no regular grid points. In these
cases, their centroids are used as the interpolation points. Thus the regular

grid points and the centroids of the small polygons comprise a total of 6.633
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interpolation points for EDP and 6,746 for SLC. generated over the entire
area of Alberta. Consequently. this scheme makes it possible for each polvgon
to have interpolated values of climate parameters assigned to it for any given
day.

The nearest-station method uses the climate conditions directly from ob-
served data. It should not yield a large bias when the observational stations
are sufficiently dense. However. this method is by no means optimal since no
computational optimization is implemented. When the observational stations
are very sparse and the climate conditions complex. this method will result in
the obvious spatial discontinuity of a climate parameter and perhaps a large
interpolation error. The discontinuity occurs across the boundary between
two stations, namely the bisector of the line between them.

Since the final result is the spatial average of a parameter on a polveon
rather than the grid point values themselves. this interpolation should be re-
lated to averaging. An averaging method used in geography is the Thiessen
polygon approach. which considers only a station’s representative area de-
termined by the bisectors between each pair of stations.! As mentioned in
the introduction. the Canadian EcoDistrict climate normals for 1961-90. as
announced by Agriculture Canada. were obtained by this method. Nearest-
station assignment. in fact. is equivalent to the Thiessen polygon method.
but the compuring for the nearest-station assignment method is much sim-
pler than that of the Thiessen polygon method for daily data (Shen et al..

2001).

2.2 Inverse-distance weighting

This method is based upon the assumption that the influence of nearby ob-

served data on an interpolated point depends solely on the inverse of the

*The Thiessen polygon method is also known as Voronoi tessellation and is related

geometrically to Delaunay triangulation (Isaaks and Srivastava, 1989).
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distance between the interpolated point and the data point. Let g, be the
interpolated point, 7; the observed data at the station f;, and T] the esti-
mated value of the quantity T at the point §;. Then the inverse-distance

weighting scheme is ,
- Mo\ M |
b gdi} i=1 di]7 =
where d;; = [t; — g;/ is the distance between F; and g,. and M, is the rotal
number of the stations “nearby” g,. If the station ; is on the grid point g,.
then
TJ =T,. (2.2)
The stations T; : (1 = 1.2,---. M,) are chosen according to the distance
table for the grid point ;. Station F, is the station with data that is nearest
to the point &;, station f is the second nearest. etc. Eight stations with di, <
200 km for temperature data, and with di; < 60 km for precipitation data. are
chosen for interpolation. Here, the 200 km and 60 km are approximate spatial
correlation length scales of temperature and precipitation respectively (Huff
and Shipp, 1969: Hansen and Lebedeff. 1987). If fewer than eight stations
are within the specified distance. then only the stations present are used for
interpolation. For example. if only six stations are within 200 km. then the
interpolation for temperature uses only these six stations. In the northern
part of Alberta. there may be no stations within the specified distance. In
this case, the nearest-station assignment method is used for interpolation
since nearest-station assignment does not specify a distance: hence only one
station is used. Thus. in data-sparse areas. the inverse-distance method is
degencerated into the nearest-station method. but the overall interpolation
scheme is so flexible that inside the same polygon. some grid points may use
several stations while others may use only a single station.
Our inverse-distance method is somewhat different from the conventional
ones described in most geostatistics books or from those commonly used

in the literature (Haining, 1990; [saaks and Srivastava. 1989). The main

12



differences involve (i) the station searching method and (ii) the use of the
nearest-station method if the specified length scales are exceeded in regions
with low station density. The spatial length scale is a measure of the coher-
ence of a climate field. If two points are nearby. the correlation coefficient
of their climate parameters is close to unity and. in general. the correlation
coefficient decreases as the distance between the two points increases. Usu-
ally. for a homogencous field. the length scale of the field is defined as the
distance reached when the correlation coefficient is equal to 0.4. Although
our highly inhomogeneous daily climate fields do not obey this decaving rule.
the length scales are still a good reference for certain coherence. In this the-
sis. 200 km and 60 km are used as the length scales of temperature and
precipitation, respectively. These length scales are approximate values and
have large ranges of uncertainties. From the study of Huff and Shipp (1969)
on the storm data in Illinois. 60 km is a reasonable value for the daily pre-
cipitation length scale. The choice of this value should also consider the
station density. If the station density is very large. one may choose 40 km to
reduce the noise from distant stations. The length scale for temperature is
estimated from the study of Hansen and Lebedeff (1987). They considered
annual data. (Monthly data have similar results.) We obtained our length
value by dividing theirs. 1.200 km. by 6 = /30. assuming that the dailv
temperature anomalies are independent from cach other. The choice of the
length scales has also been validated by examining numerous Alberta dailv
weather maps.

The use of far away stations most likely introduces more noise when the
inhomogeneous teleconnection patterns are not known. Our station searching
method inherently adjusts to the station density. The searching method and
computational algorithm automatically exclude the more distant stations
when there are stations closer to a grid point. Inclusion of a distant station’s
data, which do not represent the grid point, can only further distort the

interpolation result from the true field, which leads to over-smoothing.
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The inverse-distance method (2.1) is a point-estimation, but we need the
spatial value for each polygon. We used the regular 10 km-by-10 km grid.
as in the previous section, to cover Alberta with at least one grid point in
each polygon. The inverse-distance method is used for cach grid point in a
polygon. The climate parameter over the polygon P is the arithmetic average

of the TJ for all the grid points ¥, inside P (see Mackev et al.. 1996). Hence.

Np

1
P=Tz_:

If a station is inside the polygon, then some grid points must be near the

'ﬂ.

(2.3)

station, and hence, this station’s weight is very large. Thus. if the north-south
and cast-west dimensions of a polygon are about the same, then the climate
values over the polvgon are determined mainly by the station(s) inside the
polygon. However, if a polygon is long and narrow. a station outside. but
near the polygon, may also contribute to the polygon data.

In the data dense region. the field resulting from inverse-distance weight-
ing is smoother than the one from nearest-station assignment. but the inverse-
distance weighting might have over-smoothed the field and reduced extremes.
The fields of the monthly precipitation and daily mean temperature may he
smooth enough. and the inverse-distance weighting may vield reasonable re-
sults. For daily precipitation, however. the interpolation method often results
in too many days with precipitation in a month. which raises the precipita-
tion frequency of a polygon. For example, if even one of the polygon’s near-
est stations recorded non-zero precipitation for a given day, inverse-distance
weighting will yield a non-zero precipitation for the polygon. even though all
other nearest stations for this polygon may actually have recorded zero pre-
cipitation for the day. This can significantly increase the number of davs with
precipitation. For example. the 1961-90 June climatology of EDP727 has 24.5
days with precipitation using the data from the inverse-distance method. but
the days with precipitation for EDP727 according to our scheme is only 13.7

days. The latter is more reasonable and very similar to the 1961-90 normal
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value from actual recorded data at nearby stations. The following section
discusses the handling of daily precipitation in detail.

In addition to inverse-distance weighting, one can consider inverse-
distance-square weighting. also called the power-2 inverse-distance weight-
ing. which follows the same computational procedures. Due to the higher
power of the inverse distance, the field is more localized. Thus. if a poly-
gon has stations inside. the climate parameter over the polygon is subject
to little influence from the station data outside of the polvgon. Compared
to inverse-distance weighting, the inverse-distance-square weighting vields
a less smooth climate field due to this localization effect. In fact. as the
power-n of the inverse-distance weighting approaches infinity, the power-n

inverse-distance weighting becomes the nearest-station assignment.

2.3 Hybrid method for precipitation frequency

A polygon’s precipitation frequency involves the polygon's number of precip-
itation days in a month. the exact days of precipitation. and the amounts
precipitated (Osborn and Hulme. 1997). Unfortunately. the inverse-distance
iethod cannot correctly determine the precipitation frequency because the
method yields too many wet days and too little precipitation per day for a
grid point, and hence for a polygon, compared to the true conditions. The
results from the inverse-distance method have smaller variance both in space
and time. Since the root mean square error (RMSE). the mean absolute
error (MAE), and the mean biased error (MBE). defined by formulas (5.3)-
(3.3). are mean properties of differences between the observed data and the
interpolated data. it is not surprising that the inverse-distance method vields
more accurate results than the nearest-station method when these measures
of error are used.
Because the results from the inverse-distance method fit the monthly

mean very well, the monthly total computed from the method is accurate.



Our cross-validation for monthly totals for five stations supports this conclu-
sion (see Section 5.3 for the numerical results). Thus, the monthly totals for
a grid point—and hence a polygon—are computed from the inverse-distance
method.

The only way to achieve a perfect assessment of precipitation frequency
is to have stations everywhere on each polygon. Of course. doing so is im-
possible. In addition. the definition of precipitation over a polygon is not
mathematically well-defined. Therefore. as an alternative. we considered
that the precipitation of a polygon’s centroid indicated whether or not that
polygon had precipitation on a given day. Namely. if the centroid observed
precipitation, then we concluded that this polygon also had precipitation
that day. Usually. the centroid of a polygon was not the location of a sta-
tion. The centroid’s nearest station is the best indication for the centroid s
precipitation and hence the polygon's precipitation. Thus. we used the cen-
troid’s nearest station as the precipitation indicator of a polygon and also
as the variance indicator. The total monthly precipitation of a polygon was
computed from the inverse-distance method, and the precipitation frequency
was computed from the nearest-station method. For this reason. our method
is called a “hyvbrid method.”

For a given day ¢, the precipitation Pepn over a polygon was computed
from the following empirical and data-driven formula:

Pcpncenlroul(’)

Pepney,(t) = Pepn m . 12.4)
prea(t) = P (m) oo )

where Pcpnyeq,(m) is the monthly total precipitation of the EDP polvgon
computed from the inverse-distance method, Pepncenerow(mm) is the monthly
total precipitation of the station(s) nearest to the centroid. and Pcpnenroul(t)
is the precipitation of the station nearest to the centroid for the given day ¢.
In the implementation of this hybrid formula. it is understood that when the
denominator Pcpncenroia(m) was zero for a given month m. then Peprgg,(t)

was assigned the value zero.
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Please note that in general

M
Z Pcpnedp(t) = Pcpnledp(m)' ( :

t=1

[AV]
(4] ]

Namely, the monthly total precipitation for a polygon is not changed after
using the precipitation frequency formula (2.4)%. This hybrid formula com-
bines the inverse-distance and nearest-station methods. It is empirical and

data-driven and requires cross-validation. given in Section 5.3.

*In the above-mentioned case of Pcpncentroa(m) = 0, the monthly total precipitation
for a polygon using the hybrid formula will be zero even though the inverse-distance
monthly total Pcpny.qp{m) is not necessarily zero. Hence an exception to the rule (2.3)

occurs, however such cases are rare and only a minor concern.
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Chapter 3
Background on Data

Familiarity with the data is an asset in any statistical study. Mi-
nor oversights and major conceptual flaws can plague any study.
Time spent familiarizing oneself with the data is often rewarded
by a quick recognition of when an error has occurred. (Isaaks and

Srivastava, 1989).

3.1 Observed data

Selection of stations

The climate stations within Alberta and those 4° of longitude to the cast and
west, 4° of latitude to the north, and 2° of latitude to the south were used for
interpolation. Alberta is contained within the latitude-longitude box (49°N-
60°N. 110°W-120°WV), with the southwest corner being cut off by the Rocky
Mountain Range (Figs. 1.1 and 1.2). Thus our data were from the stations
inside the expanded latitude-longitude box (47°N-64°N. 106°W-124°W).
The definition of the houndaries for this box proceeds from a number of
factors. First, we wanted a simple definition to distinguish between stations
that were appropriate for inclusion in the interpolation process versus those

that were not. Because of the inverse-distance length scales applied to rem-
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perature and precipitation (200 km and 60 km respectively), stations further
than 4° outside of the province would simply not be used. For the U.S. data
south of the province. 4° was not tight enough to eliminate the sheer num-
ber of stations reporting during the period 1901-2000 (see Fig. 3.1). The
reason is that 1° of latitude is approximately 111 km while 1° of longitude
is approximately 73 km at 49°N latitude. Hence we reduced the southern
boundary of the box to 2°. Furthermore, stations in Washington State were
not considered—that is. any U.S. station to the west of 117°W—because of
the physical boundary imposed by the Rocky Mountain Range. Station data
originating from areas far southwest of Alberta would not properly repre-
sent the climate conditions of the southern part of the province due to the

influence of the mountains.

Quality control of station data

The raw daily climate data were obtained by AAFRD in various forms and
units of measurement from the Atmospheric Environment Service (AES)
Canada. and National Oceanic and Atmospheric Administration (NOAA).
U.S.A. The observed data were first prepared by Shane Chetner and Douglas
Sasaki of AAFRD. Units were standardized. data sets from various agencies
were combined, and hourly quantities were totalled and/or averaged into
daily quantities. Quality control procedures on the data were performed by
both AAFRD and myself before the data were used for interpolation and
these will be described in this section. Every piece of raw data. except ap-
parently incorrect data. was used in the interpolation. See Tables 3.1 and 3.2
for a breakdown of stations by climate parameter and location. Note that
the large number of stations reported for Yukon, Northwest Territories. and
Nunavut is the result of a failure to filter out stations outside the 4° bhox.
But this can be overlooked since the number of stations is small enough not
to affect the speed of the interpolation algorithms and furthermore. the data

would only be used if no nearer data were available.
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Table 3.1: The period of record for the seven daily climate paramerers.
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Table 3.2: Number of stations and physical data size for the period 1901-

2000. by climate parameter grouping and province. (The abbreviations for

the territories stand for Yukon. Northwest Territories. and Nunavut. respec-

tively.)

Temp Pcpn Wind RH | Rad
USA 239 6 6 2
YT. NT. NU 123 188 55 I
| SK 283 67 33 3.
' BC 757 166 74 7
" AB 1.209 91 95 5
- Canada subtotal 2,372 512, 257 16
' Total U.S. and Canada 2,616 518 | 263 18
- number of lines 14.910.,000 | 2.934.000 ; 1.549.000 | 125.000 -

626.100 | 102000 |  40.800 |  3.300

. size in kilobytes i




Most of the stations did not have complete data records. Some had
missing days and some only a few vears of data. For the period of 1901-
2000. in the history of all stations, only 12.0% of the days had data for
temperature, and 15.2% for precipitation. For any day with precipitation
data but not temperature data. or vice-versa. the missing climate parameter
was flagged by -999.9 in the record to indicate this to the user and the
interpolation engine.  For wind. either a missing direction or speed value
would render a record unusable since the interpolation computes wind as
a vector quantity. Therefore. hoth elements would be denoted -999.9 to
signify the removal of the record.

Our quality control strategies include the following. Crude measures were
used to eliminate some obviously incorrect data. We searched for the appar-
ently wrong records of maximum temperature less than minimum tempera-
ture. temperature greater than 45.0°C and less than -70.0°C. daily precip-
itation greater than 220.0 mm. relative humidity greater than 100%. daily
radiation greater than 36.0 MJ/m®. wind speed greater than 150.0 km/h.
and wind direction greater than 360°. These numbers are based on 1961-90
normals and period-of-record extremes as reported by Environment Canada
(1993). An example of a suspect value would be the report of a wind speed
of 183.0 km/h on 24 September 1997 by station 2400570. Since no other sta-
rions showed such a high wind speed on the same day. the record is probably
not a realistic measurement of the wind conditions on that day. It was et
to -999.9. Quality control measures such as these prevented some incorvect
data from propagating through the interpolation. but the procedures are still
somewhat crude. To completely correct or eliminate incorrect station dara.
better quality control procedures should be adopted in the future.

Computing statistical properties of the station data is useful in ensur-
ing the quality of the data. Histograms provide a tool for visualizing the
mean and variance of data and thus facilitate a quick comparison of data

sets.  Because of the different sources for the station data. it was useful

[\
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to construct histograms of the Canadian and the U.S. data separately. to
compare their respective characteristics and look for systematic differences
between them (cf. Section 5.1). Such a comparison for each climate param-
eter is shown in the following figures. Figs. 3.5-3.8 display daily maximum
and minimum temperature. Figs. 3.9-3.10 precipitation. Figs. 3.11-3.12 wind
speed. Figs. 3.13-3.14 relative humidity. and Figs. 3.15-3.16 radiation. From
these figures, one can determine the range and frequency of typical values.
as indicated by the shape of the histograms.

The temperature histograms. in Figs. 3.5-3.8. show similarities and dis-
tinctions between the Canadian and U.S. data. Notice that the Canadian
data show more variability (spread). There are two major reasons for this:
they cover a larger geographical area than the two-degree latitude band con-
taining the U.S. data. and the higher latitudes of Canada contribute to the
larger variance. The means of daily maximum temperature appear to be
different, with the Canadian data lower than the U.S. There are more tem-
peratures occurring below 0°C in the Canadian data. For dailv minimum
remperature. likewise. the Canadian mean is slightly lower. with more values
helow -20°C and -30°C than for the U.S. data. The larger variance is evident
in the Canadian daily minimum temperature histogram also.

Canadian stations record larger amounts of daily precipitation than U.S.
stations. as shown in Figs. 3.9-3.10. Events abhove 10 mm are more common
in the Canadian data.

L.S. wind speeds have a larger mean and smaller variance than Canadian
wind (Figs. 3.11-3.12). Speeds below 10 km/h are more prevalent in the
Canadian data. as are those above 50 km/h. but the higher values have less
effect on the mean due to their low population counts.

Relative humidity shows a skewness in the Canadian data towards higher
humidity values (Figs. 3.13-3.14). The Canadian average is 80%: the U.S.
average is 61%. The U.S. data are more symmetric in shape and have a

higher variance.
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Daily maximum temperature--Canadian stations
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Daily mmmum temperature--Canadian stations
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Daity wind speed--Canadian stations
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Figure 3.11: Histogram of Canadian subset of daily wind speed.
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Relative humiaity—-Canadian stations
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Tatal daily incorming solar radiation--Canadian stations
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For radiation (Figs. 3.15-3.16). the Canadian data give more values be-
low 5 MJ/m? than the U.S. The trend falls off gradually as 30 MJ/m? is
reached. Above 27 MJ/m?. the U.S. radiation observations remain more or
less constant to 32 MJ/m?, whereas the Canadian data fall off rapidly-

The histogram differences between the U.S. and Canadian data shown in
these figures are clear and indicate the existence of different climatic prop-
erties between the Canadian and U.S. regions under our investigation. The
differences reflect both physical properties of the climate parameters and ge-
ographic locations of the regions. Thus the differences in histograms should

not cause one to reject a data set, from either country.

Temporal interpolation of missing dates

For a given climate parameter. it was not necessary that any particular sta-
tion data file consist of a continuous sequence of days. It was only important
that the combined data from all stations have this property for cach param-
eter. Incoming solar radiation was the only parameter for which there were
completely missing days of data. 29 days in total. Since one of the crucial
project goals is to produce a complete data set with no missing days. this
problem needed to be addressed in a scientifically appropriate way. For these
29 days scattered throughout the period of record. there are no station dara
as input on which to do a sparial interpolation: hence no output data on
polyvgons can be computed without resorting to some form of temporal in-
terpolation. This consists of computing a value for the missing day(s) based
on the values of neighbouring days. One might think that it would be most
appropriate to perform this step on the polvgon values. which is the final
output from the spatial interpolation. This would prevent anv of the intro-
duced “data” from affecting the spatial interpolation except where needed.
Such a restriction is not necessary. however. For in the spatial interpolation.
the calculation of each day is independent of the others. Hence if the station

dara of one day were somehow identical to another day, the two resulting
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Table 3.3: Properties of the processed station data.

rParameter ;I Type [ Precision & Units
Maximum Temperature V daily 0.1°C
Minimum Temperature | daily 0.1°C
Precipitation } daily total 0.1 mm ;
Relative Humidity average of hourly data | 1% .
Radiation daily total 0.1 MJ/m? i
Wind Speed 1 absolute average of
| hourly wind speed 0.1 km/h
Wind Direction | average of hourly 10° ¢w from true N. 0?
: wind vector the 8 or 16 points of

the compass

spatial interpolations for these days would be identical. Therefore. a tem-
poral interpolation occurring in the station data would give the same result
as a temporal interpolation occurring in the final polvgon data. This is pro-
vided. of course. that a temporal interpolation in the station data is used
only when no stations are reporting data on that day. Thus we resort to a
temporal interpolation on the data of two radiation stations in 29 instances
to compensate for the lack of radiation data on those days. See Appendix A

for a listing of the records which were introduced.

3.2 Processing the station data

Each climate parameter used in the interpolation has a particular unit of
measurement, with a given precision. Some parameters were derived from
hourly data, representing either totals or averages. The particulars are given
in Table 3.3. The radiation and wind data. in particular, presented unique
processing challenges while preparing them for interpolation. The issues

related to these parameters are presented below.
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Radiation

The AES independently measures four radiation fields (RF) at every station
which records radiation information. These four fields are (RF1) global solar
radiation, (RF2) sky radiation (diffuse), (RF3) reflected solar radiation. and
(RF4) net radiation. Because of the project’s relation to agriculture. RF1 is
studied here. It is defined as the total incoming direct and diffuse short-wave
solar radiation received from the whole dome of the sky on a horizontal <ur-
face (Environment Canada, 1982a). The standard metric unit of radiation.
which is used here. is the megajoule per square metre (MJ/m?). AAFRD
received the data in an hourly form and summed the entries into daily values
for each station. The typical range for total daily incoming solar radiation
is 0.0-35.0 MJ/m?/day.

For the two U.S. radiation stations, global radiation (GRAD) was used.
These were originally reported as hourly values in units of Watt-hours per
square-metre (Wh/m?). and were converted to MJ/m?/day. Any days with
missing hourly entries were not used because in all cases. the missing tags
severelv distorted the daily total when summed. and no attempt at interpo-

lating the missing hours was considered.

Wind

Wind speed is the speed of air at a given point and is expressed in kilometres
per hour (km/h). Wind direction is the direction from which the wind blows
with respect to true north (Environment Canada. 1982b). Depending on the
instruments used. wind speed is sometimes defined as the total wind run.
which is the number of kilometres the anemometer cups have turned in one
hour.

In computing the daily wind averages. two methods were emploved. First.
for the average wind speed. only the speed was used in the computation. This
gives the average magnitude of the wind speed irrespective of the direction

from which the wind is blowing. It is important to have this "magnitude-
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only” estimate of the wind’s behaviour when modelling soil erosion. For
wind direction, however, it is more meaningful to gauge the average wind
direction (of hourly values) by taking into account the wind speed at each
hour of the day. A direction associated with a strong wind speed should
carry more weight than a direction associated with a light wind speed. Thus
one calculates the daily average wind direction by summing the individual
components of the hourly wind vector (the north component and the east
component). We call the daily average wind speed L and the daily average
wind direction ©. Let s; be the horizontal wind speed. 8, the horizontal
wind direction for a given hour ¢. and NV the number of hourly observations

included in the average. Then the resulting wind speed and direction are.

U=,02+172 (3.1)
and
O = arctan(l,/U,). (3.2)
respectively, where
| 1
U, = ¥ ; s;sinf,. U, = kS ;S' cosd,. £3.3)

Note that in FORTRAN and other comparable programming languages. the
function atan2(x,y), which computes the arctangent of x/y. should be used
in this context since it correctly places © in the proper quadrant based on
the signs of U, and U’,,. The function atan(x). where r is just a ratio. does

not have this property.
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Chapter 4
Implementation Details

The production of the final interpolated data sets for this thesis is a complex
process. consisting of many stages, scripts. and FORTRAN programs. The
variety and number of stages reflect the use of seven different climate pa-
ramerers as input. in conjunction with the three output forms of EDP. SLC.
and townships to arrive at the final product. One must consider using all
stations within and without the province for all days under consideration.
running different interpolation programs for each type of climate parameter.
and running a final merge procedure to put all the pieces together accord-
ing to the output specifications. This chapter describes the major steps in
the process. gives an outline of the interpolation computing algorithm. and
discusses various programming issues encountered in the production of the

interpolated data.

4.1 Preparation of the station data as input

The daily climate data provided by AAFRD is in the form of a single text file
for each observation station and is named according to the station’s alpha-

numeric identifier.! See Section 3.1 on page 18 for a discussion of the qualiry

'A master station catalogue available from Environment Canada exists to look

up information on cach station such as latitude. longitude. duration of service. and
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control procedures employed to ensure the quality of the station data before
they are used in the interpolation.

Temperature and precipitation data are included together in the same
station files since these parameters share the same stations. whose number is
in the order of thousands. Wind. relative humidity. and radiation. however.
have very few stations. on the order of hundreds and tens. The groupings
are shown in Table 3.2 and are adhered to throughout the project. The raw
station data files contain columns of real numbers with each line representing
a separate daily record. Taking the temperature and precipitation data as
an example, the first three columns are day. month. and vear. while the
next three columns are the daily maximum temperature. daily mininum
remperature (in degrees Celsius). and daily total precipitation (in mmj.

The station data must be processed into a form suitable for use by the
interpolation engine. Due to the significance of 30-vear periods for climate
normals. such as 1961-90. the station data and the interpolation runs were
originally partitioned into various time periods to reflect this time-based
distinction. Once for each time period. the station files were examined for
missing days and where found the necessary data fields were assigned the
value -999.9 to represent the missing records. This ensured that all station
files had the same length and format. beginning on the same day and ending
on the same day. This facilitared the use of a uniform data import mechanism
adopted for the quality control tools and other programs which read starion
darta files.

However, this strategy was abandoned upon consideration of the entire
temperature and precipitation data set from 1901-2000. Forcing cach station

dara file to include all 36.525 days of the century by filling in missing davs

tvpes of data collected. It can be obtained at http://www.msc-smc.ec .gc.ca/
climate/station_catalogue/index_e.cfmor at http://www.cmc.ec.gc.ca/climate/
doc/station\_catalogue/station\_data\_catalogue.txt.gz. Sce Section 4.3 on
page 42 for details on the construction of the station information files particular to the

work of this thesis from the master catalogue.
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makes the storage and run-time memory requirements unreasonably large.
For example, it would take (2611 stations * 36.525 days * (10 columns for
the date + (3 variables * 8 columns))) = 3.0 GB of ASCII data alone to store
the temperature and precipitation station data. for which approximately 13%
would be actual observations. Furthermore, it simplifies the programming
and code management to place the data in one contiguous piece in order
that records belonging to any particular day can be accessed as a group. and
accessed randomly. This suggests the creation of a single indexed binary data

file to accomplish such access.

4.2 The single binary data file

The “single binary data file” in the title above refers to the compilation of
all the station data into four separate files, according to the groupings of the
seven climate parameters. There is one file for temperature and precipitation.
and another for wind. relative humidity, etc. This file is an indexed binary
file. “Indexed” means that the data are sorted according to the darte. and
that the divisions between dates are recorded in an index file. The index
file allows the data for any day to be looked up at random (also known as
direct access) and is simply a listing of the record numbers for the first and
last records of each day. ~Binary” refers to the storage of the data in a
binary. real (floating point) representation. In ASCII form. the temperature
and precipitation files use 522 MB of storage space whereas in binary form
they use 454 MB for the binary file plus an additional 1.3 MB for the index
file. The improvement sought is not necessarily in storage size. but in (11
the decreased time required to read the data from the computer’s hard disk.
and (2) the freedom to read only one day of data ar a time. The index and
binary files are named temppcpn.idx and temppcpn.bin, respectively.

Now the stations are assigned an integer, called the station index. from

{1.2.--- NSTATIONS} which is meant to replace the direct use of station IDs.
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Table 4.1: Contents of a single record in the station data binary file. The
variables in this record are stored as 8-byte real numbers. making the record
length 8« 4 = 32 bytes. The station index is an integer (stored as real) from
{1.2,--- NSTATIONS} which is linked to a table of station IDs.

Variable

1 | station index

maximuni temperature !

(I}

minimum temperature

- W

precipitation

(The latter must be stored as character strings. and as such. are difficult ro
handle.) Each record in temppcpn.bin contains the four variables shown in
Table 4.1, stored as 8-byte real numbers. Thus the record length for this file
is 8 x4 = 32 bytes. Again. any missing parameters are filled in with -999.9.
but if a station has no temperature or precipitation data for a given day. it
is not included in the data file. Thus temppcpn.bin consists of blocks which
contain all station records belonging to one day.

The opening of temppcpn.bin and the reading of temppcpn.idx is ac-
complished with the following FORTRAN code where record_day is an in-
teger which is offset from the starting day of the project (FIRSTDAY). and

record.start and record_end are record numbers.

c binary station data file

open(11,file=’temppcpn.bin’, access=’direct’,

& form=’unformatted’,recl=4+8)
¢ index file for binary file containing
c {day, record number of beginning, end}

open(12,file=’temppcpn.idx’, form=’formatted’)
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c record_day( 1) is going to be equal to FIRSTDAY, and

c record_day(NDAYS) is going to be equal to LASTDAY
do i=1,NDAYS
read(12,25) record_day(i), record_start(i), record_end(i)
enddo
close(12)

25 format(3I12)

To access the records for all stations on a particular day. the following code

is placed within a loop which sets the value of the variable day.

c initialize stationdata array
c stations without data will be -999.9 because of this step
do i=1,NSTATIONS
stationdata(1,i)=-999.9 ! tmax
stationdata(2,i)=-999.9 ! tmin
enddo
c determine where to start and finish reading for that day

recstart = record_start(day)

recend = record_end(day)

recdays = recend - recstart + 1

do i=1,recdays

read(11,rec=recstart+i-1) a,b,c,d

index=int(a) ! get the station index
stationdata(l,index) = b ! tmax
stationdata(2,index) = ¢ ! tmin

enddo

According to this scheme. which employs the binary file temppcpn.bin

and its index file temppcpn.idx,. the expansion of the station data set due
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to the filling in of missing data (by station) only occurs in the interpolation
engine at run-time. The expansion requires (2611 stations * 2 variables = 8
bvtes) = 41 kB of storage. This occurs only one day at a time and therefore
memory that is allocated to station data for that day gets reused. This is
the particular advantage of this system and nothing prevents the user from

directing the engine to work on a subset of the total number of days.

4.3 Station information files

The interpolation engine uses a key information file to keep track of the sta-
tion data. There is one station information file for each of the four groupings
of climate parameters. In particular. the engine needs to know the station
identifier (station ID) and the latitude-longitude pair for cach starion. These
are placed in a file named stationinfo_1901.prn (Table 4.2) which contains
a single line for each station. The ordinal number of each line in this file cor-
responds to the station index mentioned in Section 4.2 above. Preserving
this ordering of stations across the entire project is imperative because. in
different contexts. the stations are referenced by this index instead of rheir
station ID. The latitude-longitude pairs are represented by the integer for-
mat ddmm dddmm in the master catalogue where d and m represent degrees
and minutes. respectively. To be usable. the pairs are converted into their
decimal degree equivalents by the engine with the function convert() as

follows.

real function convert(a)

integer a, degrees, minutes

int(real(a)/100.0)
a - int(real(a)/100.0)*100

convert = real(degrees) + real(minutes)/60.0

degrees

minutes



Table 4.2: An excerpt of the temperature and precipitation station informa-
tion file. stationinfo_1901.prn. Station IDs are character strings. Latitude
and longitude are integers of the format ddmm dddmm. which represents de-

grees and minutes.

stationID latitude longitude
1010066 4852 12317
1010235 4824 12329
1010595 4835 12331
1010774 4830 12321
1010780 4820 12338 |
1010960 4836 12328 |
1010961 4834 12327
1010965 4834 12326!
1011467 4835 12325 |
10114F6 4834 12322{
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The station information files are vital to the correctness of the interpo-
lation. for they are responsible for placing the observed station data in their
proper locations. A misrepresented latitude-longitude pair will result in mis-
placed observed data. which affects the grid point interpolations. In fact. the
removal of a station’s data from the interpolation process is accomplished by
setting its latitude and longitude to (0. 0)—thus placing it far away from the
province. For this reason. great care was taken in the construction of these
files.

Each climate station is known by its identifier, the station ID. This alpha-
numeric string was used to look up the station’s location and details of its
observing program in the master climate station catalogue. during the con-
struction of the station information files. A new ID is assigned to a station
by AES whenever a major change occurs. such as a relocation of instruments
or a change in observing program. This is indicated in the master catalogue
by an entry under the new ID. A new station ID is not assigned for every
change. however. so the master caralogue contains multiple entries under the
same ID. In these cases. the station ID is listed for different time periods.
sometimes with differing latitude-longitude pairs. This introduces the prob-
lem of deciding which latitude-longitude pair applies ro the station 1D for
which we have data. Often. the difference in location is only a few minures
of latitude or longitude. But sometimes the locations differ by one or two
degrees. A complete solution might attempt to use the multiple entries to
split up the station’s data into separate files for cach of the locations given.
This was not a feasible solution given the data in its present form and the
number of cases for which this would be done (over 1.200). We decided ro
consider only the latitude-longitude pair of the first instance of the station
ID in the master catalogue as a compromise. The effect this could have
on nearest-station assignment or inverse-distance weighting would likely he

small given the low density of stations.



4.4 Interpolation engine outline

This section discusses the specific steps taken by the interpolation engine
during a single run of the program. See Appendix C for an abridged version
of the wind interpolation code and Appendix D for temperature. As is tvpical
coding practice for such applications, the run-specific parameters are defined
at the top of the FORTRAN code and need to be set before each run. The
parameters for unused scenarios are commented out so they can be easily
recalled when needed. Such parameters include the type of interpolation
to be executed (onto EDP polygons. SLC polygons. or township centroids).
the number of stations (NSTATIONS). the number of polygons (NPOLY). the
number of days (NDAYS). the number of grid points (NPOINTS). and the path
where the station data files can be found (STATIONPATH). This makes the
program flexible enough to handle different time periods and the various
partitions of the province while keeping the code reasonably simple to use.
understand. and maintain.

The actual nearest-station. inverse-distance, and hvbrid steps are re-
peated for each grid point and repeated for each day in the temporal dara
space. This double-repetition is the major factor in determining the storage
requirements and run-time speed for the entire program. For example. a 1vp-
ical SLC wind interpolation has the parameters shown in Table 4.3. Notice
that a significant bottle-neck may occur in loops which run over all days and
all grid points (that is. where the loop executes 10957 * 6746 = 73.915.922
times). Therefore. one should minimize the number of times such loops are
constructed—and they occur twice for nearest-station assignment. Further-
more. the code within these loops should be optimized for speed during the

program design stage.

Program declarations. The parameters (NSTATIONS. NPOLY. FIRSTDAY.
LASTDAY, DATEQFFSET. NDAYS. NPOINTS, and STATIONPATH. etc.) are

specified here at the beginning of the program. which sets it to work
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Table 4.3: Typical run-time parameters for SLC wind interpolation. Shown

are parameters for two different time periods.

Parameter | 1961-90 | 1901-2000
NSTATIONS 84 | 518
NPOLY 894 | 894
NDAYS 10957 | 19.359
NPOINTS 6,746 | 6,746

on particular stations. polygon type. and time period. All variables

and functions used in the code are also declared here.

Load the information files. In this stage. the program loads several infor-
mation files. The key pieces of information are (1) the record numbers
required to access the indexed binary station data file. (2) the sration
and grid point locations. (3) the list of grid points contained within
each polygon. and (4) the names of the polygon output files to be pro-
duced. The station information files, in particular. were discussed in

Section 4.3 above.

Calculate the distance table. The program proceeds to calculate and
store the distance from every grid point to every station. The function
distance() calculates the great circle distance between two points on
a spherical Earth. Let the two points be located at (lat,.lon,) and
(lats,lony). Then the great circle distance. d. between them is defined

as

d = arccos|sin(lat,) * sin(lat,)

+ cos(lat,) * cos(laty) * cos(lon; — lon,)). (4.13

A mathematically equivalent formula, which is less subject to rounding
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Sort

error for short distances. is

. [ lat, — lat,
d = 2 * arcsin [sin‘ (—1—— ')

9

9

) lon, - lon, \]™"/*
+ cos(lat,) * cos(lat;) * sin® (;)} .42

The values returned by these functions are unit-less (in degrees of lati-
tude) and must be multiplied by the factor 111.12 km/degree to convert
the distance to kilometres. This is required to match the units of the
temperature and precipitation length scales. Since the program needs
to calculate the distance to each station for every grid point. a sin-
gle nested loop calls the function distance() (NPOINTS % NSTATIONS)

times, which is only moderately expensive compurationally.

the distance table. To accomplish a nearest-station assignment or
inverse-distance interpolation, the distances of stations with respect
to a given grid point need to be ranked from nearest to farthest. The
sorting of these distances employs a selection sort algorithm. This gives
significant improvement over a simple bubble sort. considering that it
works without resorting to a recursive algorithm (Kruse. 1987). This
property keeps the sorting algorithm relatively easy to program and

debug.

The sorting code loops (NPOINTS * NSTATIONS) times and executes in a
reasonable amount of time: under five minutes on an Athlon 900 MHz
coniputer running FreeBSD 4.4. Under the present project. with the
sorting of station distances required for at most 3.000 grid points. this
amount of time is indeed reasonable. The execution time will become
unmanageable. however. when one begins to increase the number of grid
points, and more significantly. the number of stations. In realitv. the
inverse-distance interpolation probably needs only the first 20 stations
closest to a grid point, and not the rank of all stations. By the 20th

station, it is likely that the eight required stations with data would
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have been found. But this cannot be known without first analyzing the
day-to-day station density with respect to each grid point. Therefore.
to keep things simple conceptually and programming-wise. the program
blindly sorts all the distances to each station so that all station data
is available for use. As the scaling effects become more of an issue for
run-time in later investigations, one may wish to find a different way to
handle this problem. As it stands. the sorting is done once. independent
of the day or the data. based only on station and grid point locations.
If one wants to take into account the actual availability of data on each
day. then the sorting gets moved into a loop running over all days.

which limits its feasibility as a solution.

Interpolation section. The final goal is the assigning of climate param-
eters to either polvgons or townships. The latter are on the same
dimensional scale as the 10 km-by-10 km grid. so a township’s cen-
troid is used as the interpolation point to determine the climate value
for the township. Thus it is unnecessary to use grid points in this
case. Instead. the township centroids are treated by the program in
the same manner as for the regular grid points. The onlyv difference is
that the averaging-over-polygon step is omitted. Otherwise. the nor-
mal (polygon) operation of the program takes station data onto grid
points and then onto polygons. A memory space limitation of the op-
erating system prevented us from storing the grid point values of everv
day as intermediate calculations for use later on in the program (since
(NPOINTS * NDAYS) is very large).” Thus the station-to-grid point inter-
polation and the grid point-to-polygon averaging occur in succession

under the same loop over all days.® Thus, if desired. outputting of the

*While it is possible to specify the maximum stack size and other such paranieters
when loading the operating system’s kernel, a lack of experience in this area caused such
tweaking to be fruitless. It should be possible, however, to do this successfully.

3In particular, this loop occurs in lines 216-302 for the wind interpolation code listed

in Appendix C.
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grid point interpolation (for plotting in GrADS. for example) would

occur within this loop.

Since there is an averaging step which involves accumulating data over
all grid points in the polygon, the program first initializes the polygon
array to 0.0 before it can be used. It then enters into the over-arching
day loop. Here the (NDAYS * NPOINTS) loop occurs twice. First. the
program loops over all grid points to find the nearest station(s) with
data on that day. Then it loops over all grid points again to accumulate
the grid point data for each polygon to which the grid point belongs.
The number of grid points occurring in each polvgon is recorded. and
a final loop over all polygons turns the accumulation into an average

by dividing through by this number.

Output stage. Here the final preparation of the polygon or township data
is made. In the case of polygons, the output files are created anew and
the data is rounded to the proper number of decimal places and writ-
ten to the files. The output specifications are described in Section 4.7
below. For rownships. the process is different because of their sheer
number. Instead of creating new output files for each climate param-
eter and later merging the data together. only one set of 10 township
output files exists (with each file spanning 10 years). These are up-
dated each time an interpolation program is run by directly accessing
and modifyving cach township record as necessary. Again. the data is
formatted according to the output specifications. Both types of output
require a single nested loop of (NPOLY % NDAYS). The speed of executing
the output steps is limited to a great extent by the writing and caching

speed of the hardware and operating system.

After the execution of a single run of the interpolation program. the
parameters are changed and the program run again. This facilitates the use

of the same program for EDP polygons. SLC polygons. and townships. as
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well as for different time periods. Similar programs are run to complete the
interpolation for the remaining climate parameters. Then, in the case of
polygons, several supporting shell scripts and FORTRAN programs are used
to merge the data files together into the format specified in Section 4.7. See
Appendix E for an example of a supporting script which is used to manipulate

many files.

4.5 Optimization and memory access patterns

To produce source code which is optimized for speed. one must understand
how the compiler turns code into machine instructions, and how these in-
structions are carried out by the computer. Since our interpolation algo-
rithms require the storage and manipulation of large data sets, optimization
with respect to memory access patterns becomes an important issue. The
data are stored in very large. multidimensional arrays in their various forms:
station data, grid point data. and polygon data. As these data structures are
referenced. both for reading and writing, the best performance occurs when
the coding is in harmony with the manner in which memory is accessed. The
natural pattern is for the array indices to be increasing and unit sequen-
tial (Dowd and Severance, 1998). Because of memory caching—on-chip. in
RAM. or in virtual memory—the computer grabs memory in blocks. regard-
less of the particular request. One can harness the power of this behaviour
by requesting data in sequential pieces (or nearly so) to be covered by these
blocks.

For a single dimensional array, the fastest access is obtained by stepping
through the array one element at a time. For multidimensional arrays. the
fastest access occurs when iterating over the array index which gives the
smallest stride or step size in memory. This is due to the sequential storage
of the "rows” and “columns” of a multidimensional array. namely how the

rows and columns are arranged in memory by the compiler. In FORTRAN.



the index giving the smallest stride is the leftmost index: in C. it is the
rightmost. A sample of a loop in FORTRAN which gives unit stride is shown

below.

DO J=1,N
DO I=t,N
A(I,J) =B(I,J) + C(1,]) «D
ENDDO
ENDDO

In C. it looks like this.

for (i=0; i<n; i++)
for(j=0; j<n; j++)
alil [j] = b[iJ[j] + <[il(j] * d ;

So in FORTRAN. notice the innermost loop should be over the leftmost index.
Depending on the conditions of the array size and which type of memory
is being accessed, the difference between looping using a unit stride and
stepping through an array using a larger-than-necessary stride can be quite
significant. The implementation of unit stride memory access improved the
run-time of one particular test-run of the SLC wind interpolation from 10
hours to 20 minutes! Therefore. it is important to be aware of this language-

particular behaviour when designing code.

4.6 Months, leap years, and the use of Julian
dates

Each item of data in this project has two important pieces of information
associated with it. First is the physical location—that is. to which station.
poiygon, or township do the data belong. Second is the date. The 36.525

dates which span the project can give one quite a headache—and morcover.
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Table 4.4: Julian day numbers of important dates.

Date | Julian day Rank;

31 Dec 1900 | 2,415,385 0
|
{

1 Jan 1901 | 2,415,386 11
1 Jan 1961 | 2.437.301 | 21,916 |
31 Dec 1990 | 2.448.257 | 32.872
31 Dec 2000 | 2.451,910 | 36525

be a source of error—if they are not managed properly and in an efficient
manner. The most difficult issue one encounters is the leap vear. The 365.25-
day orbital period of the Earth has forced modern society to adopt a calendar
whose decades, years. and months have variable numbers of days in then.
One must always be aware of whether the February of a given vear has
28 days or 29 days. A simple way to eliminate this concern is found in
the conversion of the date into some representation where ecach day is an
integer and the next calendar day corresponds to the next integer in the
sequence. Computers at their basic level work with dates in this manner.
including both the operating system (Unix. for example) and applications
tin particular. the C programming language). Since FORTRAN itself does
not have built-in date functions. a well-known integer called the Julian dav
number is introduced to drive the interpolation code. Most frequently seen
in astronomical applications. the Julian day is an assignment of a unique
number to every day since 1 January 4713 B.C.E. Julian dayv 0 designates
the 24 hours from noon UTC on 1 January 4713 B.C.E. to noon UTC on
2 January 4713 B.C.E. (Tondering. 2001). Since the smallest time step in
this project is the day. hours are ignored and with them. fractions of days.
The climate data analysis begins with 1 January 1901 which corresponds to
JD 2.415,386. The Julian day numbers of other dates relevant to the project

are listed in Table 4.4.



The Julian day number is most useful because of its ease of computa-
tion. Conversion between calendar dates, namely {year. month. dav}. and
the Julian day is accomplished with two subroutines whose details need not
concern the programmer who uses them (listed in Appendix B).* So the pro-
gram runs over all days, setting the variable day to {1.2.3.---.36325}. which
it can convert to a Julian day number by adding 2,415,385. The {vear.
month. day} can then be computed by calling the subroutine fromJD(jday,
year, month, day) which uses the parameter jday as input and parameters
{year, month, day} as output. Consequently. if a particular section of code
requires knowledge of the month or the year. then knowing the value of the
variable day allows one to know both the month and the vear. The precipita-
tion frequency formula (2.4) on page 16 makes explicit use of the month. for
example. Julian days were also used to check for duplicate and out-of-order
station records during the quality control phase of the project. In particular.
any listing of successive calendar dates forms a strictly increasing sequence

of Julian days. which is easy to confirm by computer.

4.7 Output file specifications

The interpolated data sets consist of the seven climate parameters in three
different geographical forms: EDP polygons. SLC polvgons. and townships.
For polygons. the output format is ASCII text files. with one file for each
polygon, named according to the polygon ID. Thus there are 149 EDP files
and 894 SLC files. Each file contains 36.523 lines. corresponding to the
days in the period 1901-2000. Each line contains the following information

(without the header).

fSeveral Julian day converters are available on the World Wide Web and were used
to confirm the accuracy of these algorithms. In particular, see the converter by the U.S.
Naval Observatory (2001).



YYYY MM DD TMAX TMIN PCPN RH RAD WS WD
1961 1 1 -4.4 -13.7 0.0 8 2.9 13.3 199

This corresponds to FORTRAN format
(14, 213, 3F6.1, 14, 2F6.1, I4).

WS represents wind speed and WD wind direction. Note that the date format
(YYYY MM DD) orders the output file both alpha-numerically and chrono-
logically. The format requires 50 characters per line (including the CR-LF
characters to mark the end of the line). Therefore. the total file size is
36.525 x 50 = 1.826. 250 bytes. or 1.7 MB. Multiplying by the number of
files gives 260 MB for EDP and 1.52 GB for SLC. The EDP data fits on one
CD. but the SLC data is divided into three CDs according to SLC ID. Since
the relative humidity. radiation. and wind data sets begin many vears after
I January 1901. the missing fields are assigned the value ,-99.9 (which is
six characters wide including the space). Despite taking up storage space.
this ensures a uniform format throughout the files.

For township data. the climate parameters and time period are as above.
However. the format of the data is binary integers (as FORTRAN and SAS
understand them). This requires a multiplier to remove the decimal for
certain fields. To keep the file size manageable. the data set is divided into 10
files of 10 years. namely 1901-1910, 1911-1921. - --. 1991-2000. The records
are stored sequentially, sorted by date and then by township ID. See Table 4.6
for the record structure. Missing entries for relative humidity. radiation. and
wind are assigned the integer value -999. Since there are 6.900 townships
and the record size is 22 bytes. each 10-vear file is 6900 + 22 3653 = 529 \IB
in size. The number of days in a 10-year period is either 3,652 or 3.653 davs.
depending on whether it contains two or three leap years. The total size of
the interpolated township data set is therefore 5.16 GB.

Access to a township record for a given date is as follows. First. choose

the correct 10-year file corresponding to the date. and calculate the position
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Table 4.3: Sizes of interpolated data sets.

Name

Storage tvpe

Size

EDP
SLC

Township

text (real)

text (real)

260 MB
1.52 GB

binary (integer) | 5.16 GB !

Table 4.6: Record structure for township output file. Record length is 22

bytes. All entries are either 4-byte or 2-byte integers. including date and

township ID. The date format is the single integer YYYYMMDD. Since relative

humidity and wind direction are integers. they do not need a multiplier.

Variable Byte Size | Multiplier

date -

township ID 4 -

tmax 2 10
tmin 2 10
pcpn 2 10
rh 2 1
ws 2 10
wd 2 l
rad 2 10 ¢

(1)
n



of the date within the list {1.2.---.3653}. This is the value for the variable
day. Determine the township index. township_idx = {1.2,--- NTOWNSHIPS}

by looking it up in the list of township IDs. The record number is then
irec = NTOWNSHIP*(day) + township_idx
and the corresponding read statement is

read(10,rec=irec) date,township_ID,

& tmax,tmin,pcpn,rh,ws,wd, rad.

With this method, random or sequential access of township records is possi-
ble. Therefore, one may query this database equally using sequences of davs
or sequences of township IDs. The key is the correct calculation of the record
number. One can confirm that the correct record is read. since the date and

township ID are stored in cach record.

4.8 Implementation summary

The management of very large and complex data sets requires strategic plan-
ning and the consistent application of standards throughout a project. Spe-
cific challenges encountered during the interpolation of the 1901-2000 daily
climate data included (1) pre-processing management of the 1.3 GB of sta-
tion data, (2) run-time storage of the same, (3) optimization issues related
to memory access patterns. (4) the proper and efficient handling of calendar
dates. and (3) the organization and storage of the 7.0 GB of interpolated
output data. The preceeding work was accomplished by applving a pro-
gramming philosophy of flexibility. modularity. and consistent and precise
documentation. Source code. information files. and data files were designed
to be clear and easy to maintain, keeping them adaptable to changing project

requirements.



Chapter 5

Results and Accuracy

5.1 Scatter plot method for comparing data
sets

Preliminary results of the temperature and precipitation interpolations onto
polygons were used to calculate 1961-90 normals and climate elements relared
to agriculture such as degree-days. heat units. growing season. and frost
periods. These were plotted on EDP and SLC polvgon maps similar to
Figs. 1.1 and 1.2 as an initial step toward a new Agroclimatic Atlas of Alberta
intended to extend the work of Dzikowski and Heywood (1990). With rhe
new plots, a problem was noticed with EDP828 and the other southern-most
polygons in the province. In particular, this polygon was consistently colder
than the surrounding ones on such plots as the annual total degree-dayvs and
the date of the first fall frost. Polygons along Alberta’s southern border were
noticeably colder as well. A comparison with the 1951-80 atlas. combined
with an intimate knowledge of the agriculture of the area. suggested this part
of the interpolation was in error. Data from the United States was not used
to construct the old atlas. which indicated that the problem could originate
with the U.S. data. Thus we performed a direct comparison of Canadian and

L.S. station data along the border to investigate this hypothesis.

Ut
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The method involved choosing a Canadian station and a U.S. station
which lie across the border from each other on a similar line of longitude
and comparing the climate data on each day. Both daily maximum temper-
ature and minimum temperature were considered. Stations chosen covered
at least 5,000 out of 10.957 possible days of data (1961-90) so that a suh-
stantial number of data points could be matched between the two stations.
Two Canadian stations were also compared to each other as an experimen-
tal control. A scatter diagram was constructed for the climate parameter
(maximum temperature. say) with the U.S. value on the r-coordinate and
the Canadian value on the y-coordinate. If the two stations. which are close
in proximity. make a measurement of the parameter. it is expected that the
scattering of points should lie along the line y = r. indicating an agreement
between the two measurements.

In the original production of the interpolated data set. the raw station
data was transformed into files of equal length representing all 10.957 davs
of data—one file for cach station. one line for cach day. Missing data was
represented by the value -999.9. Thus. it became an easy task to blindlv
match the two series of data. That is. days with missing values become points
such as (z.y) = (-999.9. ~14.5) and consequently do not fall in the range of
the plot. whereas available data do.

For the two Canadian stations 3031400 and 3044200. which arc approx-
imately 219 km apart. the scattering of points lies along the line y = r as
expected (Fig. 5.1). For the U.S. and Canadian comparison. however. a very
striking systematic error is visible. In Fig. 5.2. stations 3031400 (Canada)
and 392 (U.S.) are merely 7 km apart and should be reporting very similar
daily temperatures. But the cloud of points is distinctly above the line y = ur.
indicating that the U.S. data is colder than the Canadian data in a svstem-
atic way. The cloud of points follows a line with the same slope as y = r.
but with a non-zero intercept. On the graph, one can imagine a vertical line

drawn at 0°C. Somewhere along this line, in the middle of the cloud. is the



Comparnson of daily maximum temperature for nearby statons
3044200 (CAN) and 3031400 (CAN)
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Figure 5.1: Comparison of daily maximum temperature (1961-90) for the two
Canadian stations 3031400 and 3044200 which are approximately 219 km
apart. The similarity of the cloud of points to the line y = r indicates that

both stations report similar values for the temperature field.



Comparison of daily maximum temperature for nearby stations
3031400 (CAN) and 392 (US)
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Figure 5.2: Comparison of daily maximum temperature (1961-90) for the
Canadian station 3031400 and the U.S. station 392 which are approximately
© km apart. The displacement of the cloud of points from the line y =
indicates that the U.S. station is reporting significantly lower values for the
temperature field than the Canadian station. A regression analysis estimates
the offset from the line to be (12.62 + 0.03)°C.
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y-intercept, which can be estimated to be between 3°C and 15°C. This means
that the U.S. daily maximum temperature data could be at least 3°C too cold
and possibly as bad as 15°C. A regression of the (z.y) comparison formally
estimates the intercept at (12.62 £ 0.03)°C with a correlation coefficient. R.
of 0.957.

Further comparison of other station pairings shows the same discrepancy
between U.S. and Canadian station data for daily maximum and minimum
temperature. One hypothesis is that the conversion between Fahrenheit to
Celsius was programmed incorrectly. resulting in the 13°C difference. Re-
gardless of the origin of the problem. this peculiarity with the station data
has since been investigated and eliminated with the new 1901-2000 U.S. data
set.

The same technique described above was applied to daily precipitation
data. but the more localized nature of the precipitation ficld did not lend itself
to this method. In particular. the cloud of points did not form around the
line y = r but filled the corner of the first quadrant near the origin (0.0). In
other words, a record of precipitation at one station did not correspond well
to that of another station. regardless of the proximity of the two stations. But
for temperature. and perhaps other climate fields. the scatter-plot method
serves as a useful tool for comparing different estimates and/or samples of
these fields. For example. this method was used to compare the interpolated
wind speed and direction for a given polygon with nearby station data. Small
polvgons whose grid points only inherited values from a single nearbyv station
would form a scattering of points with this station that lay perfectly on the
line y = r. Larger polygons that would inherit data from several nearby
stations would result in scatter diagrams showing a spreading out from y = .
Thus the method serves as a useful. localized check of the correctness of the

interpolation algorithms.
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5.2 Station density

Ratio of observation

There are several ways to evaluaie the quality of the interpolated data. One
of these is to have some concept of the density of observations which are
used as input to the interpolation. In general. the accuracy of interpolation
is inversely proportional to the density of stations. If there are a large number
of stations in a region. the interpolation error should be small. However. it is
not straight forward to define a parameter which reflects the station density.
particularly when the number of stations changes with respect to time.

An indicator of station density over time. adopted in this thesis. is the
ratio of observation, or the percent-potential of data. R. It is defined as.

_ # of daily data records for all stations

- 100%. (5.
! (# of stations)  (# of days) * 7 2.1)

and indicates how complete the station records are. That is. a ratio of ob-
servation of 100% would mean that all station records for a parameter have
an observation for all days in the experiment. Table 3.1 gives the ratio of
observation for the climate parameters over their respective time periods.
The higher ratios reflect the shorter periods-of-record for the parameters
wind. relative humidity. and radiation. A more interesting picture is given
by calculating R by year. The number of potential stations is held constant
throughout the century so the yearly ratios show how the actual number
of observations compared to the potential number of observations changes
with time. The yearly ratios of observation for temperature and precipita-
tion are shown in Figure 5.3. The figure indicates that the temporal density
of stations is not constant and that the highest temporal concentration of
data occurs in the period 1965-90. Notice the sharp decrease over the pe-
riod 1990-2000. While this may reflect an actual decrease in the number of
stations in operation. it is more likelv due to the lag produced by the time

required for integration of new data into the AES climate data archive.
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Table 5.1: Ratio of observation for each climate parameter.

Parameter # of stations | # of days | R (%)
Temperature 2,611 36.525 12.0
Precipitation 2,611 36.525 15.2
Wind 518 19.359 29.7
RH 263 15.800 | 37.0 |
Radiation 18 19.359 35.9
Ratio of observation by year
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Figure 5.3: Ratio of observation for temperature and precipitation stations

by year. This indicates how the number of observations varies with time.
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Station counts

The first measure of station density given earlier in this section. the ratio of
observation, looks at a bird’s eye-view of the data set. without considering
the mechanics of the interpolation method. An alternative approach is to
look at the density of stations “up close.” that is. at cach grid point as the
interpolation takes place. One can assign a measure of the station density.
called the station density index. to each grid point for cach day to accompany
the interpolated climate parameter. A preliminary step in exploring this idea
is to count the number of stations used at each grid point. This applies only
to inverse-distance weighting (temperature) and the hybrid method (precip-
itation) since they both use a variable number of stations. depending on
available data. The station count will be tallied for all grid points. over all
davs. applying to the province as a whole. A proposed station index. which is
assigned to each grid point individually, will be described later in the section.

The method of counting is simple. As the interpolation runs over all davs
and all grid points. the program keeps track of the number of stations used
in the interpolation.! Figure 5.4 shows the behaviour of the grid point inter-
polation for temperature (1961-90). which uses inverse-distance weighting.
According to our particular algorithm design. the interpolation uses no niore
than eight of the nearest stations to the grid point. As seen in the figure.
this occurs 83.0% of the time. Recall the rule that states if there are fewer
than cight stations within the temperature length scale (200 km). then only
these stations are used. This is represented by station counts 1-7. In the
case of finding only one station (a station count of 1), the inverse-distance
formula degenerates to a nearest-station assignment. If no stations are found
within the length scale of the grid point. then the inverse-distance algorithm
secks the nearest station outside of the length scale. This is represented by a

station count of 0. Thus. 0 and 1 are nearest-station assignment, but for 0.

! This step is shown explicitly on line 292 of the temperature interpolation code given

in Appendix D.
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Histogram of stations used at each grid point for 1961-80 temperature interpolation
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Figure 5.4: Histogram of the number of stations used at cach grid point for

the 1961-90 temperature interpolation.

the station is outside of the 200 km radius while for 1. it is inside. The total
experimental space is the number of grid points multiplied by the number of
days for the interpolation: 6633 * 10957 = 72.677.781 in this case.

The figure shows that the station density is quite high overall during the
period 1961-90. The full count of eight stations occurs for 83.0% of all grid
point-days. This means the remaining 17.0% of the grid point interpolations
derive their climate value from less than eight stations. Very seldom did the
case of nearest-neighbour assignment (0 or 1) occur (less than half a percent J.
Therefore. the histogram of station counts shows that the inverse-distance
algorithm had sufficient data during the period 1961-90 given the choice of
length parameter and limit on station number.

The situation is almost as good for the temperature interpolation of the

entire 1901-2000 period, shown in Fig. 5.5. There is a noticeable increase
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Histagram of stations used at each grid point for 1901-2000 temperature interpolation
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Figure 5.5: Histogram of the number of stations used at each grid point for

the 1901-2000 temperature interpolation.

in station counts of 1-3 stations. This implies that less data is available.
preventing the use of all eight nearest stations. The algorithm resorted to
nearest-neighbour assignment more often. about 9.5% as shown by counts
(-1.

The 1901-2000 interpolation for precipitation is much worse. however.
Recall that for precipitation. the hybrid method is used. This requires an
inverse-distance interpolation to obtain daily precipitation values on grid
points. It is at this stage that the stations used are counted. The results
are shown in Fig. 5.6. In this case, only 10% of the time are eight stations
available for the interpolation. The algorithm resorts to a nearest-neighbour
assignment within the length scale 15% of the time. and without the length
scale 37% of the time. This dramatic shift in station counts is due to the

shorter length scale used for precipitation (i.e. 60 km) reflecting its more

66



Histagram of stations used at each grid point for 1901-2000 precipitation interpolation
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Figure 5.6: Histogram of the number of stations used at cach grid point for

the 1901-2000 precipitation interpolation.

localized field structure. It would be of interest to know the distance to
the nearest stations referenced in those cases. Based on the previous figure
for temperature (Fig. 5.5) we know that only 4% of the time the distance
is greater than 200 km. since stations recording precipitation also record
temperature. in general. Therefore, the counting of stations is a good method
to examine the effects of different length scales. It can also can be used to

explore the quality of the interpolated data over various time periods.

A proposed station density index

To have a measure of station density which can be displayed spatially on a
map, one must calculate such an index at every grid point. For a ncarest-

station assignment. the most logical measure is the actual distance to the
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one station providing the climate value. Thus. if looking at a map of Alberta
showing this particular station density index for a given time period. one
would see the areas of the province containing grid points that obtained their
data from nearby and areas whose data come from more distant stations.
This map should give a similar picture to a Thiessen polygon partitioning
of the province. for Thiessen polygons show the region of nearest-neighbour
influence for each station.

For inverse-distance weighting, the station density index should also be
related to the distances of stations included in the interpolation. Since our
inverse-distance scheme has the behaviour of using at most ecight stations
within a specified length scale. which then resorts to a nearest-station as-
signment if none are found within this distance. then an appropriate station
density index should consider the distances to the eight nearest stations. irre-
spective of the length scale. Therefore. if the algorithm resorts to a nearest-
station assignment in a given case. then the notion of distance built into
the station density index will reflect the sparsity of stations. The station
density index, p;. at grid point g, appropriate for the interpolations which
make use of the inverse-distance algorithm (temperature and precipitation)
is suggested to be the weighting factor in the inverse-distance equation (2.11.

namely.
M, -1

n; = Zd— . 13.2)

=1 4
The above is a proposed method for calculating a station density index at
cach grid point used in the interpolation. Experiments need to be conduct ed

to test its usefulness as an indicator for station density.

3.3 Cross-validation of interpolation methods

The most effective method now commonly used to assess the error of climate
data estimation is cross-validation (Cressie, 1993). The procedure compares

estimated data for a point to observed station data at that point. Of course
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the station data are withheld from the estimation; the data from other sta-
tions are interpolated to the station location. The statistics for the difference.
or errors, between the true data and the interpolated data are used to eval-
uate the accuracy of the interpolation scheme.

To evaluate the accuracy. three types of errors were computed:

(i) Root mean square error (RMSE)

/")
12

92

1 &
R-‘[SE = R Z (-"truc(t) - -‘.cstimate(t))- . (35)
t=1

where A" is the number of days used for cross-validation studies. ¢ is
time in days. and X denotes a climate parameter at a cross-validation

location.

(ii) Mean absolute error (MAE)

1 K .
MAFE = T z IJ\’true(t) - -’\'eshmulc([,)}" (3'“
KN o

(1ii) Mean biased error (MBE)

ot
(]

L& .
.\[BE = F Z (-\trug(t) - -\eslun(xtc(t)) . (2.
t=1

Since the polygon values are obtained from grid point values. the cross-
validation is performed for both grid points and polvgons. For grid point
cross-validation, five long term stations distributed from south to north
are considered. They are. in increasing order of latitude. Lethbridge CDA
3033890 (49°42' N. 112°47' W). Lacombe CDA 3023720 (52°28' N. 113°45' W),
Edmonton Intl A 3012205 (53°18' N, 113°35' W), Beaverlodge CDA 3070560
(53°12' N, 119°24’ W), and High Level A 3073146 (58°37' N, 117°10’ W).
The total number of days for cross-validation is 13,514 covering the 37-vear
period 1961-97. Hence. the total number of data entries for cross-validation

is 67.570 minus the days without data at the cross-validation stations. Since
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Table 5.2: Errors assessed by cross-validation for Edmonton station 3012205.
(53°18" N. 113°35" W),

Tmax (°C) | Tmin (°C) | Pepn (mm) '
[nverse-distance method RMSE 1.75 2.16 2.36
MAE 1.10 1.57 0.81
MBE -0.07 -0.67 -0.03
" Nearest-station method RMSE 2.10 2.33 3.30
MAE 1.40 2.10 ! [.08
MBE -0.15 -0.79 | 0.02

day-to-day temperature and precipitation anomalies are normally indepen-
dent of each other. the data for each day may be considered as an independent
sample.

The RMSE. MAE. and MBE results for Edmonton. Lacombe. Lethbridge.
and Beaverlodge are comparable. The magnitude of the errors for the
Edmonton station are shown in Table 5.2.

For the inverse-distance method. the RMSE for Tmax ranges from 1.37-
3.19°C. Tmin from 1.79-3.22°C. and Pcpn from 1.75-2.84 mm. For the
nearest-station assignment method. the RMSE for Tmax ranges from 1.97-
2.91°C. Tmin from 2.48-3.72°C. and Pcpn from 2.39-3.30 mm.

The errors are small for Lacombe. Edmonton and Beaverlodge stations.
since these areas are flat and have higher station density. The station density
in the Lethbridge area is also higher. but the topographic influence makes
the errors slightly higher than Lacombe and Edmonton. The errors are larger
for the northern-most station. High Level. The station density in this arca
is much lower. The mean station distance, defined by the sum of the mutual
distances between any two points divided by the total number of distances.
is about 105 km. Also the data stream of this station is short. less than

10 vears compared to others of 37 vears. Thus. the cross-validation errors
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for this station are not considered representative. and the large errors of the
nearest-station-assignment method for this station are not included in the
error summary of the above paragraph.

The RMSE. MAE, and MBE errors above are considered measures of the
goodness of fit to mean conditions. QOur computational results show that
the error for Tmax is usually smaller than that for Tmin. The neares-
station assignment method usually produces RMSE and MAE errors around
20-30% larger than the inverse-distance method. This result is expected.
since the inverse-distance method yields a smooth field and the true daily
weather distributes randomly on the positive or negative side of the smooth
field. Thus, the field generated by the inverse-distance method has a smaller
variance than the true field.

Three types of errors, RMSE, MAE. and MBE, were calculated for the five
cross-validation stations. The results for the Edmonton station are listed in
Table 5.2. The errors indicated that the inverse-distance method appears to
generate more accurate results. The inverse-distance method over-smoothed
the interpolated fields. particularly the precipitation field. We computed the
sample variances for the data of the five cross-validation stations. and the
variance results are shown in Table 5.3. Here. the variances are computed
from the daily anomaly data. For each day in a vear, the 196190 climatology
is computed. The anomalies for a station are with respect to this climatology.
The variance of the station is computed according to this anomaly data for
1961-90. Table 3.3 indicates that the inverse-distance method reduces the
sample variance. For temperature. the reduction is small. The average of the
five stations is less than 5%. For precipitation. the reduction is over 10%.
(The results from the High Level A station were not representative  and
hence excluded—because of the station’s short record. namely 1.072 days
during the 30-year. cross-validation period, 1961-90.)

The variance for the precipitation resulting from the nearest-station

method is almost the same as that of the observed data. Thus. considering
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Table 5.3: Sample variances of data from five cross-validation stations. Units

are °C* for Tmax and Tmin and mm? for Pcpn.

Station Name Observed Data Inverse-Distance Nearest-Station

Tmax  Tmin Pcpn | Tmax Tmin Pcpn | Tmax Tmin  Pepn

Edmonton [ntl A T.14 6.37 3.96 7.06 6.17 3.43 T.08 613 394
L.acombe CDA 724 6.10 3.76 7.20 5.91 3.33 T2 6.22 105
Lethbridge CDA 7.63 6.71 3.79 7.06 6.17 3.29 T.70 6.19 379
Beaverlodge CDA 745 6.68 3.97 7.35 6.85 3.54 7.84 7.6l 105

High Level A .08 6.77 3.31 7.16 6.74 3.82 7.70 7.35 3.57

the need to preserve the second moment. i.e. variance. the nearest-station
method was selected as the preferred interpolation method. This is the rea-
son the precipitation frequency was computed by the hybrid formula (2.4) in
Section 2.3.

Let us consider the number of days with precipitation per month for the
five cross-validation stations. For each cross-validation. three data sets exist:
the observed data at the station, the interpolated data from the inverse-
distance method. and the interpolated data from the nearest-station method.
The cross-validation results for the Lacombe station 3023720 are shown in
Table 5.4. The number of days with precipitation from the observed data and
the number from the nearest-station interpolation are about the same. while
the number from the inverse-distance interpolation is too large by about 50~
100%. Such a big percentage is unexpected. although it is not surprising
that the inverse-distance method vields too many precipitation days. Cross-
validation results from other stations support the same conclusion.

We also validated the hybrid method on the five EDP and five SLC poly-
gons in which the five cross-validation stations are located. The inverse-
distance method yielded a result of daily precipitation and the formula (2.4
revised the result. The revised result had a larger variance than the one
generated by the inverse-distance method. Table 3.5 shows the variance of

the precipitation for the five polygons, before and after the revision. The
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Table 5.4: Number of days with precipitation per month at Lacombe station
3023720 (52°28" N. 113°45' W) .

Mcenth | Observed  Inverse- Nearest-

distance station

1 9.30  16.13 8.92
2 713 1233 7.07
3 6.83  13.90 6.69
4 6.87  12.80 5.68 |
5 1033 1687  10.19 |
6 1353 2043 13.92 |
7 1420 21.23 1422
8 1247 1897 1261
9 1.0 1673 11.31
10 580 12.00 5.31 |
f I 703 1207 6.33 |
L2 760  14.50 7.62 |




Table 5.3: Precipitation variances of the inverse-distance results and the

revised results over the cross-validation polygons (units are (mm)?).

Polygon | Revised Inverse I! Polygon | Revised Inverse
EDP727 3.82 3.25 || SLC433 4.04 3.41
EDP737 | 410 341 | sLcs18 3.98 3.50
EDP793 3.65 3.18 | SLC644 3.67 3.22 ‘
EDP598 1.09 3.49 SLC15 4.06 3.48
EDP586 3.63 2.82 | SLC723 3.63 3.24 '

variance of the revised precipitation is about 10-20% higher than that of the
inverse-distance results. which is the size of increase we intended to achieve.,
The revision does not change the monthly total precipitation, but it changes
the temporal distribution and hence the amount of daily precipitation. The
revised precipitation overcomes the problem of the over-smoothed inverse-
distance results. which have too many precipitation days and too little pre-
cipitation each day. Table 5.6 shows the precipitation davs per month in
two of the ten cross-validation polygons: SLC518 and EDP793. The precip-
itation frequency results produced by the hvbrid method for polvgons are
comparable to those for cross-validation stations {Table 3.4).

The hybrid method can also preserve the spatial localization of precipita-
tion. while the inverse-distance method and other smoothing methods spread
precipitation domains. The localization is particularly important in summer
and significant for the climate input of soil quality models. since water ero-
sion of soil is mainly due to extreme storm events. Figs. 3.7 and 5.8 show
ficlds of a major storm and small. scattered storms interpolated by the hybrid
method.

The remaining cross-validation question is the goodness of fit for poly-
gons with respect to mean conditions. Since the true value of a polyvgon

average can never be measured. cross-validation experiments cannot be used
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Table 5.6: Number of precipitation days on two polygons computed from

inverse-distance and hybrid methods.

SLC518 EDP793
Month || Inverse- Hybrid | Inverse- Hvbrid
distance method | distance method
1 18.03 860 | 19.03 7.73
2 14.03 6.83 | 15.43 5.73
3 15.37 6.17| 18.33 7.40
S IR 593 1877 6.93
5 4 1857 933 | 2043 9.10
6 | 2193 1267|2127 943
T 2300 1340] 1990 737
$ 21.00 1170|1903 743
9 18.10 983 |  16.63 707
10 1320 487| 1403 463,
11 14.57 6.57 | 14.97 5.47
12 16.63 720 1870 7.83 |
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Precipitation 30 June 1961
Major Storm

— P

—_— _—

Figure 5.7: Precipitation as interpolated by the hybrid method for a major
storm on 30 June 1961.
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Figure 5.8: Precipitation as interpolated by the hybrid method for small.

scattered storms on 26 July 1961.



to directly assess the errors of the polygon data. A rough estimate of the
data error of a polygon is given by the above grid-point mean square error
divided by \/n. where n is the spatial degrees of freedom of the climate field
over a polygon. This is 1.0 for a small polygon, 2.0 for a large polygon of two
independent grid points. and 3.0 for an even larger polygon of three indepen-
dent grid points. However. this is only a rough estimate and knowing exactly
how many independent grid points are within a polygon is not a trivial task.
It can be safely claimed that the upper limit of the polvgon data error is
1.8-3.2°C for temperature and 1.8-2.4 mm for precipitation. and the lower

limit is half of these amounts.



Chapter 6

Agricultural Applications and
Climate Change

The interpolated climate data sets produced in this research have a wide
range of applications to the development of sustainable agriculture and de-
tection of agroclimate change. In addition to the output produced for soil
quality models and drought management strategies. the data can be extended
for other purposes. The principal extension is the calculation of several data
derivatives pertaining to agricultural production and research. These include

the following quantities.
1. degree-days. accumulative degree-days
2. corn-heat-units (CHU). accumulative corn-heat-units
3. dew-point-temperature
4. frost-free periods (calendar dates)
2. start and end of growing season (calendar dates)

6. length of growing scason (number of days)

. evapotranspiration (ET)



8. accumulative precipitation

9. annual potential evapotranspiration (PET). water deficit. soil water

budget
10. annual number of days above 30°C
11. annual number of days below 30°C
12. average number of days with precipitation above 0.2 mm. above 25 mm
13. standardized precipitation index Pl = (P, — Pyy)/stddev (P
14. average wind speed and prevailing direction

15. snowfall (derived through a combination of precipitation and temper-

ature)

16. daily. monthly. and annual normals of the above quantities (as appro-

priate)

Each of these quantities can be derived from the daily climate parameters
included in this thesis.

For example. the concept of growing degree-davs. also called heat unirs.
assumes that plant growth is related directly to temperature if there are no
other limitations. Plant growth starts when the temperature reaches 3°C
for most of the major crops in Alberta. Some, like beans and corn. have
a minimum threshold of 10°C. The daily mean temperature is calculated
as the average of minimum and maximum temperatures. The degree-day
is the amount by which the mean temperature exceeds the threshold. For
example. if the mean temperature on a given day is 16°C. then the degree-
days above 5°C cquals 11 and the degree-days above 10°C cquals 6. If the
mean temperature is below the threshold. the degree-day value is set to zero.
for the plant growth is not set back. The degree-day normals allow for the

comparison of geographical areas with respect to their growing potential. The
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corn-heat-unit is another value which measures growth potential. Heating
degree-days relate the daily mean temperature to the threshold of 18°C to
indicate the amount of energy needed to heat buildings.

Operational definitions for some of the above derived units can be found
in Shen et al. (2000). Such quantities can be calculated as daily data. but
also summarized as monthly or annual totals and averages. The monthly
and annual forms are suitable for the production of digital maps to comprise
an agroclimatic atlas, such as the one for 1951-80 by Dzikowski and Hev-
wood (1990). Furthermore, the entire 1901-2000 data set can be summarized
by climate normal periods, 1901-30, 1910-40. - --. 1971-2000. The 30-vear
normals of the derived units also can be computed and mapped. This facili-
tates the visual comparison of the agroclimate between every pair of 30-vear
normals.

For drought risk management. an important statistic which can be derived
from the data set is the precipitation frequency. Essentially. the weekly pre-
cipitation amounts are divided into bins. and occurrences of the amounts are
listed as a percent. much like a histogram. These percentages are then used
to calculate the probability of drought given a particular history of precipita-
tion up to the week in question. This is the idea behind the development of
a drought indicator. currently being studied by AAFRD. Conservation and
Development Branch.

Climate change is an important issue related to agriculture and ecolog-
ical sustainability. The concept of climate change is often associated with
temperature. precipitation. and CO; levels both by the media and in general
conversation. But increasing levels of atmospheric CO,. combined with an
increase in nighttime temperatures. affect plant growth (biomass) and water
usage (evapotranspiration). These changes should be studied. not onlv in
the base units of temperature and precipitation, but also in the derived units

applicable to agriculture.
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In summary. the interpolated. 100-vear. daily climate data from 1 Jan-
uary 1901 to 31 December 2000 can be used as the master data set for various
kinds of agricultural and climatic research and applications. The data set
is the first of its kind in Alberta. In applying the data set, users should be
cautioned against assuming there are lots of data everywhere in the province.
This study will help to identify critical regions where enhanced observations
are needed and regions where redundant stations may be removed. Our inter-
polation method retains not only the accuracy of means but also spatial and
temporal variance. The method has avoided the problem of over-smoothing
found in most interpolation products (Higgins et al.. 1996: Xie and Arkin.
1997). Hence our resulting data are more realistic for soil quality modelling
and digital farming. It is our opinion that other interpolated data sets should
be examined for the problem of temporal and spatial variances and revised
if necessary. The Climate Prediction Center of NOAA is using our method

to revise its 1°-by-1° interpolated daily precipitation data.
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Appendix A

Temporal Interpolations on the
Radiation Data

For the radiation interpolation. a total of 29 dates were missing from the
entire combined data set. so a temporal interpolation was performed to till
in the gaps for two station files thus making the entire data run complete.
The missing blocks of dates were as follows.

For station 3033890:

1996 4 6
1996 4 7
1996 4 8
1996
1996

For station 301222F:

1996 4 15 1997 1 25
1996 10 16

1996 10 17 1997 7 16
1996 10 18

1996 10 19 1998 6 30
1996 10 20

1996 10 21 1999 3 2
1996 10 22 1999 3 3
1996 10 23 1999 3 4
1996 10 24 1999 3 5

87



1996
1996
1996
1996
1996
1996
1996

10
10
10
10
10
10
10

25
26
27
28
29
30
31
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Appendix B
Julian Day Code

1c
2 c $Id: julian.f,v 1.1 2001/11/07 1B:24:24 darren Exp §
3 c
4 ¢ small program to demonstrate and test the code for converting
5 ¢ to and from Julian Days.
6 c
7 ¢ Darren Paul Griffith. November 2001.
8 ¢ code taken from the website:
9 ¢ http://vebexhibits.org/calendars/calendar-christian.html
10
11 mmplicit none
12
13 integer whichyear
14 integer 1
15 integer year, month, day, jday, reference
16
17 integer JD
18
19 reference = 2451910 ! Dec 31, 2000
20 do jday = reference-! , reference+!
2t
22 call fromJD(jday,year,month,day)
23 print 24, jday, year, month, day
24 24 format(I112,318)
25
26 enddo
27
28 stop
29 end
30
31
32 ccccececcccecemmm-m--= subroutines-------- ceecececccceceeccecee
33
34 integer function JD (year, month, day)
35
36 ¢ converts {year,month,day} to a julian day (for AD dates only)
37 ¢ taken from webpage:
38 ¢ http://uebexhibits.org/calendars/calendar-christian.htal
39 ¢ divisions are integer divisions
40 ¢
41 ¢ results verified for 1 Jan 1901, 31 Dec 2000, i Jan 1961, and 31 Dec 1997
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42

43 implicit none

44 integer year,month,day
45 integer a, y, m

46

a7 a = (14-month)/12

48 y = year+4800-a

49 m = month + 12ea - 3
50

51 ' For a date in the Gregor:ian calendar:

52 JD = day + (153em+2)/5 + ye365 + y/4 - y/100 + y/400 - 32045
53

54 ¢ ! For a date in the Julian calendar:

55 ¢ JD = day + (153sm+2)/5 + ye365 + y/4 - 32083

56

57

S8 return

59 end

60

61

62 ccceccceccccee--mm--- subroutines~------- cceceecccecceeeccee
63

64 subroutine fromJD (jd, year, month, day)

65

66 ¢ converts a julian day to {year,month,day}

67 ¢ (for the gregorian calendar only)

68 ¢ taken from webpage:

69 ¢ http://vebexhibits.org/calendars/calendar-christian.html
70 ¢ divisions are integer divisions

71 ¢

72 ¢ results verified for ! Jan 1901, 31 Dec 2000, ! Jan 1961, and 31 Dec 1997
73 ¢ and the year 2000 does give a leap year, and 2001 does not
74

75 implicit none

76 integer jd, year, month, day

77 integer a, b, ¢, d, e, m

78

79 ! gregorian calendar

80 a = JD + 32044

81 b = (4#a+3)/146097

82 c = a - (be146097)/4

83

84 ¢ ! julian calendar

85 ¢ b=20

86 c c = JD + 32082

87

8g ! for both calendars

89 d = (4ec+3)/1461

90 e = c - (1461ed)/4

91 m = (5se+2)/153

92

93 day = e - (153em+2)/5 + 1

94 month = m + 3 - 12¢(m/10)

95 year = bs100 + d - 4B00 + m/10

96

97 return

98 end

99

100
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Appendix C
Wind Interpolation Code

This appendix contains an abridged version of the wind interpolaticn code.
which implements the nearest-station assignment algorithm.

<

2 < $Id: windlS0.f,v 1.16 2002/01/04 23:16:12 darren Exp §

1c

3

5

6 cccccccceecemmmmmaaa declarations--eve--e~v-veo- CLCLECCCECCCLLaeaaceecece

8

9 waplicit none

10

it integer DAYOFFSET, FIRSTDAY, LASTDAY, NDAYS

12 parazeter (FIASTDAY o 2§32552) ‘Ol Jan 1948

13 paraneter (NDAYS . 19359) ' 100 yaars

1 parazeter{DAYCFFSET e FIRSTDAY-!) ' the day before Ol Jan 1901

15 parazetar (LASTDAY o FIRSTOAY+NDAYS) ' 31 Dac 200:

16

17 integer FIAST,LAST

8 parazeter (FIRST = 1) ‘ wherw O1 Jan 1961 occurs in 1..NDAYS

19 parazeter(LAST = NDAYS)

20

21 [nteger NSTATIONS,NPOLY,NPOINTS ,LASTPOLYLID

22 parasetar (NSTATIONS=518 ,NPOLY =149 ,NPOINTSe6633) ‘ adp 13901-2000

px] paraneter(LASTPOLYID=1018)

24 ¢ paranetar(NSTATIONS=518 ,NPOLY=895 ,KPOINTS«6746) ' slc 1901-2000

25 ¢ parazetsr{LASTPOLYID=5130)

26

27 e *e® MAKE SURE to change tha grid and polygon filenazes from edp to slc, etc.

28 ¢ and to change the station files froam 6190 to 9197.

29

0 doubla pracisian p1

3 parasetar(pi = 3.1415926535897932384626433832795)

2

RR) characterel INTERPTYPE

24 parazeter(INTEAPTYPE='w')

5

25 integer tempb, texpc

iz characterel€ tempnaze

kL] charactearel5 polylD_char(NPULY) ' g17es the polygon 1d (filenaze) given the index
39 polylD_int(NPOLY) ' gives the polygon td (integer) givan the index
S0 polylD_14z(LASTPOLYID) ' gives the index given the polygon :id

41 character®!S stationID(NSTATIONS)

42

43 integer i, ), k

L2

4 double precision station_ lat{NSTATIONS), station_lon(NSTATIONS)

4€

a7 double precision point_in_pely(NPOINTS) ' returns polygon id which contains that grid point
<8 double precision point_lat(NPOINTS). point_lon(NPOINTS) ' grid point latitude and longitude
49 character*i0 pointatatus(NPOINTS) ' this 1s read from the file but 1s not used
50 integer tempid
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52 double precision dtable(NSTATIONS,NPOINTS) * distance to each station for every grid point
83 intager sortad_stations(NSTATIONS NPOINTS) ' for each grid point, this gives a list of the
5% * stations (indices) from closest o farthest
S5

56 integer =, zar_idx, tezpiat

57 integer tempspeed_int, tempdir. int

58 double precision tezpreal. tespspeed, tempdir, u, ¥

59

€0 double precision stationdata_uv(2 ,NSTATIONS) * 2 := wind vector cocponants u and v
L3 double precision griddata_uv(Z,NPGINTS) * 2 :e vand vector components u and v
62

63 integer day, nearest, index

64

65 double precision palydata_uv(2,%DAYS,NPOLY) * holds the averaged data for ali days
1.1 integer nuz_points_in_poly(NPOLY) ' nuzber of grid points involvaed in the
7 ' averaging for that polygon

68

69 double precision a

10 integer tempday, month. yesar

71

72 integer record_day(NDAYS) ' index file stuff

73 integer record_start(NDAYS)

s integer record_end(NDAYS)

75 integer recdays, recstart, recend

76

78

7 * subroutine declarations

80 double precision distance

81 double precision convert

82

83

84 ccccccceccces======-binary fila cpenning and 1ndexing--cCCCCCCLCLECCLCCC

86 ‘ binary station data f:le
7 apen(1l.files'/agr/ncv2CC1CD/binaries/vind.bin",
a8 t Accesse’'direct’, forze'unforzatted’, recleled)
89
90 ' index file for binary f:ile {day, record nuzber of beginning, end}
91 open{12,f1le='/agr/nov2001CD/binarses/vind. 1dx’,
92 [} forne'forzatted*)
93
94 ' skip first line (by reading it) because 1it's junk
95 read(12,25) record_day(1), racord_start(l), record _end(1)
96 * thus record_day( 1) :is going to be equal to FIRSTDAY
97 ' and  record_day(NDAYS) is going to be equal to LASTDAY
98
99 do 11 NDAYS
100 read(12,25) record_day(1), record_start(:i). record_end(1)
101 enddo
102 close(12)
103 25 format(3112)
104
105
106 cccccccceccc--~~==~~read the station infozation
107
108 ¢ station latitude and longitude in integer format
109 opnn(10.rllo-'nndlunomnro.wm.pm',ton-'fomauod')
110 do 1e1 NSTATIONS
1t read(10,21) stazionlD(1), tempb, tempc ' integer forzat of lat/lon
112 station_lat(:) e convert(tampb) ' convert it to decizal lat/lon
113 station_lon(i) = convart(tempc)
114 anddo
t1s close(10)

116 2t forzat{A7,15,16)

118 ' grid point locations for each polygon

L19 open(15,file="gridedp_sorted.gat’)

120 do 1=1,NPOINTS

121 read(15,26) texp:d, pointstatus(i), point_lat(i), point _lon(1)
122 point _in_poly(i)stempid

123 enddo

124 close(15)

128

126 28 format(I4,A10,F13.2,F15.2)

127

128 do 1el,LASTPOLY!D

129 polyiD_1da(:) = -999.9 ' invalid polygon td's get a -999.9
13¢ enddo

131
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142

199

6L
202
202
204
08
206
207
208
209
210
211
212

open(i4,f1le='polylD_1nfo_edp.prn’) * output filenaces
do 1=1 NPOLY
read(14,24) polyID_char{1). poly!D.int(1)
polyID 1dx(polyID_int(1}) = , ' store the index which paints to polygon id
enddo
close(14)
23 format(A7,17)
ccceccececc-=~==~calculate the distance table---~--cca=- cceceeccecece
write(0,®) ‘Calculating distance table...’
do je1 ,NPOINTS
do 1! NSTATIONS
dtable(i,3) e distance(station_lat(1i), station_lon(i),
13 point_lat(y), point_loa(}))
sorted_stations(i,)) = : ' store the : index, which gets svapped later
enddo
enddo
cccecccecece-==~~gort the distance table------ccc ccc

vrite(0,*) 'Sorting the distance table...’

Ve are sorting the distance table dtable(:i,;) with ) fized.
Usn laction sort, which looks for the largest distance and placas
1t 1p position.

do ;=1 ,NPO(NTS ' fix your grid point

election sort begins heres=-----ccec-een.
do 1=MSTATIONS,Z,-t
‘ find the zax distance from i to 1
2=l
do i=2,:
1f (dtable(s,}).lt.dtabla(k,))) then
E L 3
andaf
enddo
zax_idxsg

! swap max_idx with the guy who s therse
tecpreal = dtable(zax_idz,})
dtable(zax_1dx,)) = dtable(:,))

dtable(i,})e tespreal

tuzpint = morted_stations(mar idx,))

sorted_stations(max_idx,}} = sorted_stations{i,})
sorted_stations(i,)) e tazpint
' sorted_stations(l,)) nov contains the index of the station nearsst to grid point
enddo
€----30l@Ct10n BOrt €NdS Her@=-===s-mec oo -
' print the distance table, just to be sure
anddo ' end all grid points
€CCCCeCeCCCcEEa = mamr=m== nearest-station assignhoent---=--- Siniietddeieied cceceececceccecccece
* for avery day...
‘ assmign ta ch grid point..
' the value of the nearwst atation that has data (that is, not -999.9, -999.9)
wr:ta(0,*) ‘Begin nearest-itation assignuent and averaging...'
¢ compiler complained when [ tried to store points and days 1n one array
' 80 ve have to do one day at a tize and not stors the intermediate response
' i1mtialization loop
do 1 e |, NPOLY
do day = 1, NDAYS
polydata_uv(l,day,:) s 0.0 ' this array MUST be empty to use it
polydata_uv(2,day,1) « 0.0
enddo



213
214
215
2:6
a7
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
223
234
235
236
237
238
239
230
241

258

261
262
263

265
266
267
268
289
270
271
272
273
2745
275
276
27T
278
279
280
28!
282
283
284
285
286
287
288
89
290
2981
292
293

anddo
write(0,*) ° Done init:alizatiocn loap.’
do day s FIRST,LAST
' initialize stationdata array; stations without data will be -999 9
do ie1 NSTATIONS
stationdata_uv(l,1)e-999.9 ‘o
stationdata_uv(2,1)»-999.9 L
snddo
recstarteracord_start(day)

racandarucord_end(day)
fecdayssrecend-racstartel

do 1=1,recdays
read(1l,recerecstartsi~1) a, tezpspead,tecpdir
index=1int(a) ' get the station index
1f ((tezpspeed.gt.-99.9) or.(tespdir.gt.-99.9)) then ' check for zissing values
tezpdir & (90 - tempdir)s p1 / 180.0
stationdata_uv(l,index) < tecpspeed * cos{tempdir)
stationdata_uv(2,1ndes) = tecpspeed * sin(tempdir)
wlsa
stationdata uv(l,index) e tespspeed ' -999.9
stationdata_uv(2,index) = tecpdir ' -999.9
eadaf
enddo

do 1 e 1 NPOQINTS

‘esese look until you find a station with data that day eeees
nearest « O
260 ReArest = nmarest o ! ‘1 13 the closest, 2 :is the 2nd closest,.
index e sortad_stationstnearest, i) ' get the index for the statiaon
1f {stationdata_uvtl,index) It.-99 9) zhan
goto 200
end1f

+f (nearsst.gt NSTATIONS) then
vrita(0,®) ‘eesERROR: nuzber of stations sxcesded.
[3 No 4. on that day?ese’
gota 999 ' wxit the entire program
and1f

' assign the data for that day
griddata_uv(l,1) = stationdata_uv(l.index)
griddata uv(2,:) = stationdata_uv(2,index)

c print 32, i, nearest, Jdtadcle(nearesz, 1) ' useful for printing which distances
< 32 forzat(218.F8.2) ' occur in grid point nearest-station
' assignzent

* end aof search ees

anddo ' snd over all points

! esees averags points aver all polygona

' intialization leop
do 1=1 ,NPOLY

num_points_ in_poly(1) = O
wnddo

do =1 NPOINTS

index = poly!D idz(point_1n_paly(1)) ' gets the polygon :ndex froc the polygon id

polydata uv(l,day,indez) « polydata_uv(l.day,index) «
t griddata_uv(l,1) ' running total for thae average
pelydata_uv(2,day.:ndux) = polydata_uvi2,day.indezr) o
13 griddata_uv(2,1)
num_points_in_poly(index) = num_points_in_poly(indez) * 1 ' keep track of how sany
enddo ! ve’'re adding

1f(zo0d(day,1000) .aq.0) then
vrite(0,35) day
endif
35 forzat(’ day: ', 18)

' finish the averaging by dividing through
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294
295
296
297
298
299
Joc
301
302
03
304
305
306
307
o8
309
310
REEY
312
313
314
315
316
317
313
a9
320

224

a7

as0

342
KEX)
RES)
345
346
37
48
kL3
aso
ast
352
as3
354
155

587

162

164

66
367
368
369
are
a7y
372
n
374

do 1=1,NPOLY
polydata_uv(l.day,1) = polydata_uv(l.day,.) /
[ real(nu=_points_in_poly(i))
polydata_uv(2.day,:) « polydata_uv(2.day,1) /
t real(num_points_i1n_poly(1))
snddo
anddo ‘' end aver all days
fceccecccceLL T ptoduce the output ---+ee-se--c-wocoo, ccccececeecccccaece
write(0,*) 'Processing and writing final output...’
do 1«1 ,NPOLY
taspnaze= INTERPTYPE // polylD_char(i) ' puts a single character before the filenase
opan(18,f1lestanpnaze) ' open the output file for each pelygon
write{0,34) i, polylD_int(1)

34 forza

t(’ Polygen: .2

do day=FIRST,LAST

18)

call fromJO(daysDAYOFFSET,zonth,tezpday,year)

uv(l,day,1)
uv(2,day,1)

tezpepasd ¢ sqrt{useleves?)

tecpdir = 90.0 - (datan2(v,u) * 180.0 / p1)
1f (tezpdir.1t.0.0) then

teazpdir e tempdir + 360.0

endyf

tecpspesd_int = nint{teczpspeed=10.0)
tezpdir_int * nint{tempdir)

1f (tezpspeed_int eq.0) then

tezpdir_in
LLUT 4

t e 0

' final output to each polygon file
“rite(18,13) year. month, tezpday, tezpspeed, tempdir_int
Rk format(14,213,F6.1,14)

enddo

close
anddo

ceececceeecee
closa(l

999 stap
and

cceecceccecec

‘ and over all days

' round direction to nearest whola number

' speed of O should have direction of O as vell

(18) ' close the output for each polygon
‘ end over all polygons
-------------------------- ceecceceeeccececee
1) ' binary station data file
-subroutines ---ccccecooecececceece

doutle precision function convert(a)
< converts the integar forzat latitude/longitude fros dddza te
< decizpal degrees ddd.dddd
izplicit none
integer a, degrees, =zinutes

degrees = int(real{a)/100.0)
zinutes = a - int(real(a)/100.0)e100

convert ®» real(degress) « real{minutes)/60.0

return

and

cceccececeeece

ccecececececgeeccee



ars
376
77

378 ¢

179
280
st
a2
383
84
s
86
aar
RI::)
kLE]
aso
391
192
393
394
395
396
197

double pracisiecn function distance(ay, ax, by, bz)

gives

great circle distance in «3 from two points (lat N. long W)

in decizal degrees, based on & spherical zodel of the earth

wmplicat

none

double precision ax, ay, br, by
double precision aax, aay, bbx, bby
double precision pi, x

prL = J.1415926525d979322836265313832795

® = 111.120 ¢ am/(degres of latitude)
aax = ax * p1/180.0 ! convert to radians

aay = ay *® p1/180.0

bbx = bx * p1/180.0

bby = by ® pi/180.0

distance * & ¢ 180.0 / p1 ¢ scos(s:n(aay)esin(bby)

return
end

¢ cos(aay)ecos(bby)ecas(aax-bbx))
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Appendix D

Temperature Interpolation
Code

This appendix contains an abridged version of the temperature interpolation
code. which implements the inverse-distance algorithm.

<

2 ¢ $Id: interp.dpg.f.v 1.12 2002/01/02 06:19:32 darren Ezp §

3 c

4 llu:'l///hml/dnrr-n/clxzntn/tncp-rllutnl:nl-rp_dpgvf

5 ¢

6

7 cceecccecgegmm—--==~ declarations-- “"=-CCCCCCCCCCaCEaececccecace

8

9 1mplicit none

1c

11 integur DAYOFFSET, FIRSTDAY, LASTDAY,NDAYS

12 paraziater(FIRSTDAY = 2415386) ‘01 Jan 19C1

13 parameter(NDAYS = 16525) ' 100 ywars

14 parazeter (DAYOFFSET e FIASTDAY-1) ! the day bafore Ol Jan 1901

15 parasater(LASTDAY e FIRSTDAYeNDAYS) ' 31 Dec 2000

16

17 integer FIRST,LAST

18 parazetar(FIRST « 1) ' vhere the starting date you want cccurs :n 1. .NDAYS
19 paranater(LAST = NDAYS)

20

21 integar NSTATIUNS,NPOLY, NPOINTS,LASTPOLYID

2 < parameter(NSTATIONS~2611 ,NPOLY=149,NPOINTS=6633) ' adp 1901-2000

23 ¢ parazetar({LASTPOLYID=1019)

24 parazeter (NSTATIONS=2611 NPOLY=894 ,NPOINTS=6746) ¢ slc 1901-2000

25 paramater (LASTPOLYID=5130)

26

27 ¢ se* MAKE SURE to change the grid and polygon filwnaces from edp to slc, wtc.
28 ¢ and to change the station iafo file from 619C to 9197

29

a0 charactarel8 GRIDSTATS FILENAME

HY pdru-l.r(GR[DSTATS_F:LE.“‘HE-'S.’ldllnll_lep dat’')

3z p.ru.:-tur(GRIDSTITS_FXLF_‘MHE-'gndlllu_ulmdat‘)

az

24

a5 double precision LENGTHSCALE

36 paraneter (LENGTHSCALE = 200.0) ' 200.0 4= length scale for the temparaturs field
a7

8 characterel [NTERPTYPE

a9 parametar (INTERPTYPEs t*)

40

1 integer 1, ), %

4

43 integer teapb, tempc

a4 character®!6 tempname

45 characterel5 palylD_char(NPOLY) ' gives the polygon 1d {filename) given the inde:z
46 1nteger polyID_1nt(NPOLY) ' gives tha polygon id (1nteger) given the indaex



37 integer poly{D_1dx{(LASTPOLYID) ' gives the indexr given the polygon 1d
S8 characterelS stationID(NSTATIONS)

49

s¢ doutle precision station_lat(NSTATIONS), station_lon(NSTATIONS)

51

52 double precision point_in_poly(NPOINTS) ° returns polygon id which contains that grid point
53 double precisien point_lat(NPQINTS), point_ lon(NPOINTS) ' grid point latitude and longitude
54 character®10 pointstatus(NPOINTS) ' tead from file but not umed

55 integer tempid

56

58 double precision dtable(NSTATIONS,NPOINTS) ' distance to wach station for eve gr:d point
59 inteager sortad_stations(NSTATIONS,NPOINTS) ' for each grid point, this gives a list of
60 ‘' stations (indices) from closest %o farthes:
61

62 integer =, zax_idx, tempint

63 double precision tespreal

64

65 double precision stationdata(2,NSTATIONS) ' for a single day: toax, tamuin

66 double precision griddata_nearest (2 ,NPOINTS) ' can't hold NDAYS®NPQINTS -- too big *
67 double precis:ion griddata_invdist(2,NPOINTS) ' can't hold NDAYSeNPOINTS -- too big °*
68 double pracision 1avdiststation(2,8) * holds the data for the 8 nearest stations wvith data
A9 double precision invdistdistance(8) ' holds the distance for the 8 nearest stations
70

kA integer year, zonth, tezpday

2 integer day, station, datatype, nearest, index * loap indicies

T3 iNteger counter, stationcounter

4

75 double precimion polydata(2,¥DAYS,NPOLY) ' holds the averaged data for all days

’6 integer num_points_ in_poly(NPOLY) ! number of grid paints involved in

v ' the averaging for that polygen

va

79 double precision a,d,c.d ! nuserator and denominator in inverse-distance forzula
40 integer gridstats(9) ' stores a histogras count for the nuzber of stations used for EACH
81 ' grid point {can be 0 to 8, vhich gets translated to 1 to 9 i
82 ' this array)

83

85 integer record_day(NDAYS) ' index file stuff

a5 integer record_start(NDAYS)

86 integer record_end(NDAYS)

av integer recdays, recstart, recend

48

as * subroutine declarations

9C double precision distance

91 double precision convart

32

93

94 ccccccecceaemmmmmman binary file openning and indexing--cccceccccecccccee

95

96 ' binary station data file

97 cpen(11l,fi1le=’/agr/novz001CD/binaries/tasppcpn.bin’,

98 X acceas=’'direct’, forme'unforzatted',reclsdes)

99

100 ' index file for binary f:le {day, record nusber of begianing, end}

10t open(i2,f1le='/agr/nov2001CD/binarias/tacppepn. 1dx’,

1c2 13 forne’forzatted’)

e

105 ¢ sxip f:irst line (by rwading it) becausa 1t's junk

105 read{12,25) record_day(!), record_start(l), record_and(1)

106 ' thus record_day( 1) 1% going to be squal to FIRSTDAY

107 ' and record_day(NDAYS) i3 going to be equal to LASTDAY

108

109 do i1=1 ,NDAYS

110 read(12.25) racord_day(:), record_start(:i), racord_end(1)

o anddo

112 close(12)

113 25 format(3i12)

118

115

116 cceecccceceg=--~---~ read the station infocatlon~-=--====- €ceegcececceccece

117

118 * station latitude and longitude in intager format

119 open{10,f1la="stationinfo_1901.prn’, forae’ formatted')

120 do 11 ,NSTATIONS

12t read(10,21) stationlD(1), tempb, tespc ' integer format of lat/len

122 station_lat(1) = convert(tezpb) ‘ convert 1t to decimal lat/len

123 station_lon(1) = convaert(tampc)

126 enddo

125 close(10)

126 21 forzat(A7,15,16)

127
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128
129
13¢
131

133
134
135
136
137
138
139
140
141
142
142
144
145
146
187
148

199

201
202
203
204
205
206
207
208

' grid point locations for each polygon

apan(1
do 1el

S,f1les’'gridslc_sortad.dat’')
NPGINTS

read(15,26) tecpid, pointstatus{i), point_lat(i), paint_lon(i)

pain

enddo
close(

6 forzmat

do 1s1
poly
enddo

open(!
do 1el

t.in_poly(i)etempid

15)
{14.A10,F13.2,F15.2)

.LASTPOLYID
ID_:dx(1) o -999.9 ' invalid polygon 1d's get a -999.9, just 2o bw safe
4,f1le='polyID_info_slc.prn’) ' output filenaces

JYPOLY

tead(14,24) polylD_char(i), polyID_:int(1)
polyID_i1dx(polyID_int(1}) = :

enddo
closa(

foroat

X
&

ccecececcee™

write(
do )=t
do ief

14)

(A7,17)

---- calculate the distance table

0,¢) ’'Calculating distance table.
NPOINTS
JNSTATIONS

' store the index which pointa to polygon :d

----------- ceececececece

S ' write

ges to standard error

dtable(i,)) e distance(station_lat(:), station_lon(1i),

i
dt.
andi

sort

anddo

waddo

cegececccece

writa(

point _lat{)),

dtable(i,)).1e.0.001) then ,
able(s,}) = 0.001 '
f

point _lon(})))

va vant to elizinate
divistion-by-zero errors for

' inverse-distance forzula
whan grid points are on top
of stations (d=0)

ed_stations(1,]) = 2 ' store the 1 index, vhich gets svapped later

----- fs0rt the distance table-----

0,¢) ’Sorting the distance table. ..

~CCLCCECCCLeCaCCeceeatieeeceeacee

< We are sorting the distance table dtable(:i,j) wvith ] faized.

n

< it 1in
do et

c---~yelecty

position.

Use selection sort, vhich looka for the largest distance and places

NPOINTS ¢ fix your grid point

on sort begins here

do 1eNSTATIONS,2,-1

' find the cax distance froa ! to :
aat
do k=2,:
1f (dtable(sz,:).!t.d2able(k,])) then
z e i
end:f
anddo

cax_idzeq

' swap zax_idx with the guy who 18 therw

teapreal « dtable(max_idz,))
dtable(zaz_1dz,)) = dtable(1,))
dtable(i,))e tezpreal

tazpint = sorted
sorted _stations(zaz_idz,})

ations(zax_1dx.))

sorted stations(i,}) < tempint

« sorted_stations(i,})

' sorted_stations(l,)) nov contains the index of
the station nearsat to grid point }

enddo
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209 c----selection sort ends here

210
218
212
213
214
218
218
217
218
219
220
221
22
223
224
225
226
227
228
229
220
231
232
233
224
235
234
237
238
238
240
251

251

254

257

27
272

278

283
282
283
284
285
286
287
288
289

1f(mod(),1000) .«q.0} vrite(0, 36) )
36 forzat{’ completed grid point: °, [8)
wnddo ' end all grid points
cLccecCceccee === lﬂl‘l.ll!‘tlon lDOp' =~~€CCCCCCCELCCCEGCECT
write(0,*) ’'Begin :nitialization loop of polygon data space...
do 1 = {, NPOLY
do day = 1, NDAYS
polydata(l.day,:) = 0.0 ' this array MUST be empty to use it
polydsta(2,day,1) =« 0.0
wnddo
enddo
do 11,9
gridstats(i) « 0
snddo
ccecocecececece~~ “-1nverse distance interpolation= cceeceLeccecccccece
‘ for avary day...
' assign to each grid point.
' the distance-veignted average of the values of the
. 8 (or less) neareast stations
* that have data (that :s. not -999.9, -999.9)
777 write(0,*) 'Begin inverss distance-intarpolation and averaging...
' co@piler complained when ! tried to store points and days in one array
' 30 we have to do one day at a tize and not store the intarcediate responss
4o day = FIRST,LAST
' initialize stationdata array; stations vithout data wvill be -999.9
do 1e] NSTATIONS
stationdata(l,1)=-999.9 ' tzax
stationdata(2,1)=-999.9 ¢ tain
enddo
recstartsrecard_start(day)
racendsrecord_and(day
recdaysereacend-recstarte]
do 1=1,recdays
read{11,recerecutarte;-1) a,b,c,d
1ndex=int(a) ' get the station index
stationdata(l,index) = b ' tmax
stationdata(2,:ndex) a ¢ ' tmin
anddo
do 1 = 1 ,NPOINTS
'eeses search until you find 8 stations vith:n 200 k3 vith data that day seeee
countaer = G
stationcounter = O
201 counter e counter * 1 ' 1 is the closest, 2 is the 2nd closest,.
1f (counter.gt NSTATIONS) goto 202 ' wve've ezhausted all possible statians s0 exit
154 (-tntxoncuun:-r.g-.s) guto 202 ' wve've found the 8 that ve needed s0 er:t
indax = sorted_stations(counter,i) ¢ get the :ndex for the station
1f ((stationdata(l,:ndex).1t.-99.9).01. ' if either tzax
3 (stationdata(2,:indux).1t.-99.9)) gote 20t ‘ or tain is missing look again
1f (deable(counter,1).le.LENGTHSCALE) than
stationcounter & stationcounter ¢ 1 ' wa found a usable station
tavdiatatation(l,stationcounter)  stationdata(l,index) ' store its data
invdistatation(2,stationcountar) e stationdata(2,index)
invdiatdistance{stationcountar) « dtable(counter,1}
endif
goto 201
‘esese end of search-until loop
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dat (0 %0 4)

29t ' store the nusber of stations used for each grid point to gridstat

292 202 gridstats(stationcountar+l) e gridstats(stationcounterel) e 1

293

294 ' 1f, after all that searching, no stations vare found

295 ' (1e, stationcountar = 0) then we have to resort to

296 ' nearest-station assignzent

297 1f (stationcounter.sq.0) then

298 . look unt:l you find a nearest-station with data that day esees

299 naarest = O

30 203 nearsst ® nearest * 1 ' 1 18 the closest, 2 18 the 2nd closest,.
301 1f (nearast.gt.NSTATIONS) then

302 write(0,s) ‘eesERAOR: numbetr of atations axceeded.

303 3 No data on that day’ess’

304 writa(0,s) ‘jday = ', day * DAYOFFSET

308 goto 999 ' exit the entire program

308 endif

3o7 index = sorted_stations(nearest,:) ' get the indez for the station
208 1f ((stat:iondata(l,index).lt.-99.9).or. ' 1f either tmax

309 L3 (stationdata(2,index).1t.-99.9)) goto 203 ' or tmin is miserng look again
10

31! lessee and of nearest-station search

a2

1 ‘ assign the data for that day

318 griddata_invdist{l,1) = stationdata{!,indaz)

215 griddata_invdist(2,:} = stationdata(2,index)

316

17

18 wlse ' atationccounter is not zero

319 ' calculate the :nverse-distance estizate for that point for

120 ' that day

2t

22 a 0.0 ' nuzerator for toax
222 b e 0.0 ‘ nunerator for etm:in
324 c =0.0 ! denoainator for both
325 do statione!,stationcounter

326 a ® a ¢ invdiststation(l,station)/invdistdistance(station)

327 b ® b ¢ invdiststation(2,station)/invdistdistance(station)

328 ¢ @ c + t/invdistdistance(atatian)

329 enddo

330 griddata_invdist(1,1) = a/c

aat griddata_invdist(2,1) = b/c

332

333 andif ' end (1f stationcounter = 0)

34

35

336 enddo ' and over all paints

37

338

aas ! e=ses svarage points over all polygens

340

341 ' intialization loop

342 do 1e1 NPOLY

333 nuz_points_ia_pely(1) = O

384 wnddo

338

356 do =1 NPOINTS

57 index e polyID idx(point_in_paly(:)) ' gets the polygon index froz the polygon id
358 palydata{l,day,:ndex) o polydata{i,day,index) »

139 t griddata_invdist(1,:1) ' running total for the averagm
asc polydata(2,4ay,1ndex) e polydata(2,day,index) o

351 t griddata_invd:at(2,1)

352 Aus_points_ia_paly(index) = num_points_in_poly(index) + 1 ' kwep traca of how
353 enddo ' sany ve're adding
358

155 1f(z0d(day,1000) .uq.0) write{Q, 35) day

356 35 format(' cocplated day: *, IB)

357

358

3s9 ‘ finish the averaging by dividing through

360 do =1 NPOLY

361 polydata(l.day,:) = polydata(l,day.:) /

362 3 real(num_points_ in_paly(1))

363 polydata(2,day,1) s polydata(2,day.:) /

364 [ real(nua_points_in_poly(1)})

65 enddo

k{11

167

68 anddo ' and over all days

269

370
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a7y
a7z

373

ass

91

410

413

419

21

ceCeeeeeaeecgemmomonn produce the outpuyt ===-==--=-=c-cce.., cceeeeoeccecceccee
488 write(0.¢) ‘Procassing and eriting final output...®
do 1e1,NPOLY
texpnames= INTERPTYPE // poly[D_char(i) ' puts a single character before the filenace
opan(18,f:lestempnase) ' open the output file for each palygon
write(0,34) 1, polyID_ :int(1)
34 format(’' Polygon: °',218)
do day « FIRST,LAST
call fromJD(daysDAYOFFSET ,zonth,tecpday,year)
write(18,33) year, month, tecpday, ' final cutput to
13 polydata(l.day.:), polydata(2.day,:) ' each polygon file
32 fornat(14,213,2F6.1)
andda ' end cver all days
<lose(18) ' close the output for each polygen
snddo ' end over all polygons
$CCCECCEEeEen==-gridatatg==-sssmoamoooaomaaooaan cececeecceccecccce
© statistical file for rwporting histogram infor=ation on the
< auzber of stations used for EACH gridpoint interpolat:iecn
open(19,f11a=GHIDSTATS FILENAME)
do 3e1,9
vrite(19,37) 1-1, gridstats(i), real(gridstats{i))/
[3 real (NDAYSeNPOINTS)*100.0
snddo
37T format(2012,F12.5)
close(19) ' close stats file
ccceeccecccee -ceccccecceceieceee
close(ll) * binary stat:on Jata file
999 stop
end



Appendix E

Shell Script for Manipulating
Station Files

8¢/bin/sh

s

8 Id: check.sh,v 1.4 2001/12/13 22:34:18 darren Exp darren
s

8 Darren Paul Griffith. November 2001.

3

8 This shell script manipulates the station files

# from the nov2001CD data to check one file at a time

& for problems such as (tmax < tmin), (tmax > 50), or

¢ (tmin < -70), etc.

3888888 list of station files by climate parameter $228sss
TEMPPCPN="

1010066 1010235 1010595 1010774 1010780 1010960 1010961 ...
2100120 2100160 2100163 2100167 2100174 2100182 2100200 ...
3010080 3010160 3010164 3010175 3010232 3010234 3010301 ...
4007 4013740 4015400 4015867 4018160 4018161 4020 402002
5000 5009 5011 5015 5020 5038 5043 5091 5153 5163 5169 ...
6008 6218 6230 6233 6235 6236 6237 6238 6302 6307 6364 ...
7047 7148 7156 7159 7204 7228 7234 7248 7250 7258 7265 ...
8021 8043 8087 B093 8101 8152 B156 8161 8202 8207 8211 ...
9033 9047 912 9185 9186 9187 9493 9498 9900 °*

CANTEMPPCPN="

1010066 1010235 1010595 1010774 1010780 1010960 1010961 ..
2100120 2100160 2100163 2100167 2100174 2100182 2100200 ..
3010080 3010160 3010164 3010175 3010232 3010234 3010301 ...
4013740 4015400 4015867 4018160 4018161 4020020 4020121 ... '

USTEMPPCPN='1017 1080 1081 1202 1217 1231 1272 1336 1342 ... '

WIND=’
1012475 1012710 1013998 1014820 1016640 1017101 1017253 ... '’

1012710 1014820 1017101 1017254 1018598 1018610 1018611 ... '
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RAD=’
1025C70 1096450 1108487 1125223 1127800 1192940 1192950

2101300 24131 24143
3012208 301222F 3033890 3036240 3070560
4028060 404037Q 4055736 °

83888888 user defined parameters 83888388888888
8 this allows one to specify which climate
8 elements to check

DIR='/agr/nov2001CD/temppcpn’

PROGRAM=./check
LIST=STEMPPCPN

83883888 ond of user defined parameters $38sss

for variable in SLIST

do
echo -n  XXXXXX Svariable.txt XXXXXx
SPROGRAM < $DIR/$variable.txt

done
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