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'ABSTRACY

| In this thesis, the“implementation'of the Petrovic
code with a self-sustaining monostable clock recovery
| circuit is described.’ The Petrovic code [7], which
belongs to _the 1B-2B family of block codes, is
attractive for optical fibre communications sinci»it has
’zéro dc content, sméll low freQuency content, contains
‘frequgnt transitions, is bit sequence independent, and
provides  error detection capability. ; Using computer
simulatioh, the bandwidth requirements of the Petrovic
vcdde are compared with those of the NRZ coée for the
‘case of an additive white gaussian noise channel. It
_was discovered that when the receiver transfer function
is a first or second-order Butterworth filter, the
‘Petrovic'cgde requires twice the“bandwidth'of the NRZ
vcéde. This additional required bandwidth results in an
optical power penalty of approximaﬁely 3dB, as compared
to the NRZ code, and a decrease in thé repeater spacing
by a factor of 3/a, where o is the fibre attenuation in
dB/km, under attenuation limited situations and by a
factor of two when the system is dispersion limited.
An experimental optical fibre communication system
employing the Petrovic <code was constructed andA

measurements were made. The system operated at a bit

'

iv



rate of 44.736 Mb/s over multimode graded index fibre.
The expérimental Petrovic spectruﬁ was found to be in
close agreement with the theoretical spectrum‘obtained
by Petrovic. In the experimental.system, the Petrovic
code reﬁuifed a bandwidth 1.9 times greater than that
required by the NRZ code and it incufred a sensitivity
penalfy‘of 3.2dB.

One of the main reasons(for employing a line code is
to provide ease of timing récovery. In this project, a
novel self-sustaining mgnostable clock recovery circuit
[31]'was‘used to extract the sampling clock frqm the
incoming signal. Upon implemenfation of this circuit it
was discoveréd that,rat low received power levels, the
recovered clock signal contained excessive jitter,
resulting in reduced receiver sensitivity. = A simplé
circuit modification was de;eloped to reduce the clock
.jitter. Tﬁis\ggdification resulted in a reduction of
jitter power by a“factor of 15, and aﬁ increase in the
receiver sensitivity of 1.4 dB. The receiver
sensitivities for a BER of 10-9, using first the delayed
.transmitter clock and then the clock éighal produced by

the modified self-sustaining monostable clock recovery

circuit, were virtually the same.
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CHAPTER 1
INTRODUCTION
1.1 Overview of Line Coding in oOptical Fibre

COmmunicatién Bystems

The function dfﬁdoding is‘to adapt g'signal source
to a transmissiqﬁ¢médi§m fo: the purbose of efficien£1x
aﬂd reiiable cémﬁqﬁipgiions, 1?he subject of coding is
.diviéed into goﬁfcéfééaing:aﬁd’channel coding. Source
coding is the cqnvéréiod df the messages produced by a
source into a striné of binary digits. Channel coding,
on the.otber hand('is.the‘transformation of the binary

digits generated by the source into & form suitable for

a specific transmission medium. Line coding‘'is a subset

of channel coding that normalihﬁdoes not include error
correctiqn codes and is mainly concerned with matching
the transmitted signal spectrum to the transfer function
of the transmission chahnei while providing resistance
to impairments such as timing jitter, ISI, baseliﬁe
wander, etc: [1]. |

‘A/line code that 1is attractive for optical fibre
communications should possess the following
characteristics [2;6]: ‘

1. Frequent transitions.

2. Zero dc and small low frequency content.



3. Two ieyel (binary).
4. BitiﬁééQence independent.
TR R

5. Error detection capability.

6. Modergte‘redundancy.

7. Simple to'implement.

A brief discussion of ﬁﬁese characteristicé is now
given. THe line code must have frequent transitions in
order to easily extract a St%ble clock signal at the
receiver (Clock recerry techniques will be discussed in
Section 1.3). Furthermore, the longest interval between
transitions must be restricted to a small value in order
Ep prevent~the clocf reco?ery circuit from drifting to
;%s free running(/%requenqy, and hence losing data
synchrohization. deally, the line code sﬁould provide

'a transition for eQery source bit..

The continuous spe;trum of the line code should have
zero dc content and a small low frequency component in
order to minimize baseline wander, which is the shifting
of the receiver ddtput,iﬁ the presence of a long string
of ones or zeroes due to ac coupliﬁg in'the receiver.
Baseline wander is undesirable because it results in a
reduction of the signal aﬁplitude at the sampling
instanﬁ, and hence in a reduced receiver sensitivity.

Multilevel transmission incrgases the information

- capacity of a fibre optic channel but it suffers from

_the following problems:



1. Due to signal dependent shot noise, the receiver
threshold levels for multilevel systems need to be non-
uniformly spaced, : thch . complicates the receiver
circuitry.

2. Lasers are non-linear devices, making the
generafion of multilevel signals more difficult than‘the
‘generation of binary signals.

Theoretical.considérations by Brooks and Jessop [5]
reveal that multilevél“codes show a small sensitivity
penalty for single.modéwgystems and show an advantage
only in multimcde systems whefe dispersion effects are
significant. Since the majority of the fibre that is
being installed today is ~sing1e mode, the line code
chosen for operation over these fibre should be binary
(assuming intensity modulation).

A line code is bit sequence independent if the

communication 1link can function properly fegardless of

‘what bit stream is emitted by‘Ehe source. For example,
if the message source were to emit all ones, the line
code should provide sufficient transitions so that the
systénl performance would not degrade due to baseline
wander or drifting of the clock signal. In general, a
line code is bit sequence independent if it contains
only a small amount of low frequency energy, i.e., a

long string of ones or zeroes is not possible.

.
~



The addition of redundancy into the 'source bit
stream is essentiel for providing frequent transitions.
Hdwever, the required syetem bandwidth is proportional
to the amount of redundancy added. As the systenm

bandwidth increases, the *noise power at the receiver

output increases, and the receiver sensitivity
decreases. Thus, a compromise concerning redundancy is
required.

In addition, the line code should provide a means of
determining the bit error rate (BE@Y in real time and be

'simple to implement.

Al

During the past decade, several line codes for fibre

optic communicbtions have been proposed [4,7-16] (see
, _
f

Fig. 1.1). These include simple 1B-2B (1 bit in, Zbits:‘
B : . 3 & . . +

|

J ST
out) codes spch as CMI, DMI, Manchester, Petrovic,
Modified Millér, and more complex block codes like 3B~

4B, 5B-6B, aﬁd 7B-8B, 10B-1C. However, 'the majority of

the commerc1al fibre optic systems developed to date
/
employ the NRZ code. - This is because these systems are

mainly 1ntended for long haul appllcatlons where it is

essentlalj to max1mlze the receiver sen51tiv1ty and
minimize fthe system bandwidth. Among the two level
codes, fthe NRZ code requires the least amount of

bandwidth (because it does not contain any redundancy)

L
»



(a?)

(b)

(d)

(e)

'Fig. l.1 Various Binary Line Codes

(a)
(b)
(c)
(d)
(e)

NRZ

RZ

CMI
Manchester
Petrovic




and provides the greatest sensitivity, for a given
source bit rate, provided that it is scrambled. A data
scramblef is required because the NRZ code is not bit
sequence independent, 1i.e, a long string of ones or
zeroes can result in loss of synchronization at the
receiver. _

In the‘ future, it is anticipated that short haul
fibre optic systems, e.g., local area networks (LANs)
and suscriber feeder loops, will find wideSpread%
application. These systems have ample bandwidth andvdo
not require the ultimate in receiver sensitivity. In
these systems; simple 1B-2B codes such ~as the ones
mentioned above can be utilized. Compared to the NRZ-
code, these.codes proQide ease of timing recovery, error
detection capability, ‘large dynamic range, and do not
require ascrambler.

- 1.2 The Petrovic Code

The Petrovic code is a simple 1B-2B code with the
following desirable features [7]:

a) zero dc content |

—

b) small low-frequency and high—frequgncy content

c) good timing content . y
d) bandwidth which seems to.be glightly greater than
' the NRZ format

e) error detection capability



f) simple to implement

The Petrovic code has the following coding rule: 1
is encoded by 11 and 00 alternately; 0 is coded by 10
after 11 and 01, and by 01 after 00 and 10. The

Petrovic -code waveform for an arbitrary binary signal

are shown in Fig. 1.1. ° The maximum encoded ﬁhlse
duration is 2T and the minimum is T/2. However, the
majority of the pulses are T seconds 1long. The

restriction of the maximum time interval without a
transition to 2T seconds gives this code excellent
~timing content. |

Compared to _the other simple codes, the Petrovic
code ié superior. This is obvious whén the power
spectral density (psd) curves for the various codes,
shown in Fig. 1.2, are examined. The NRZ and Miller (or
delay modulation) [17) code formats require a narrower
bandwidth but they both contain a dc component. The
Manchester code, on the other hand, has a =zero dc
component and small low frequency energy but it containé
larger high freéuencybcomponents. ‘

Incidentally, the Petrovic code is identical to the
first of a group of three céding schemes proposed by
w.R..Hedeman‘for digital magnetic recording [18). Both
Hedeman and Petrovic reported the same code just a month

apart. The first Hedeman code, also known as the_ H-1

code, has been further investigated. by Lo Cicero,

C e~
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costello, and Peach [19], and R. Woods [20). Lo Cicero
et al. point out that the H-1 code has features that
also make it attr;étive for data communications and they
obtain its autocorrelation function and power spectral
density function (which is identical to Petrovic's).
They also comment on the synchronization properties of
this code. R. Woods describes the H-1 code as a rate
one-half, convolutional code and proposes a soft
decision decoding structure.

To date, implementation of the petrovic, or the.H-1,
code in a fibre optic system has not been reported.
Since this code has properties that make it attractive
for optical fibre communications, it is worthwhile to

examine the performance of this code in a fibre optic

system.

1.3 Clock Recovery

In digital communication receivers, the received
baseband s;gnal must be sampled at precise instants in
order to récover the original transmitted signal. This
sampling procdhure requires a clock signal that is
synchronized (frequency and phase) with the transmitter
clock signal. The most popular method of obtaining tﬁe
clock signal is to extracf it from the incoming message
signal. The alternatives to this self-synchronization

scheme include having the transmitter and receiver



slaved to a common timing standard or transmittihg the
clodk signal along with the data. These methods,
however, are costly and seldom used. :

A block diagram of the self éynchronization scheme
is shown in Fig. 1.3 {21]). 1In this method, the received
data signal is first applied to a non-linear circuit and
then to a clock recovery circuit. The -output of the
clock recovery circuit is used to sample the received
signal.

The non-linear element generates a spéctral line at
the clock rate. If a spectral line already exists in
the line code, e.g., RZ and CMI codes, then the non-
linear element is omitted. A non-linear e! ment is
capable of generating a clock spectral line because the
input data signal 1is not truly random; it contains
regular transitions at multiples of the bit interval.

The non-linear element esseﬁtially converts tﬁe
negative transitions in the input signal into positive

ones, and ensures that a positive transition occurs,\fn

the average, every T seconds. Some common non—lineif
elements include: a differentiator followed by a full

wave rectifie; {21], squarer (23], and an exclusive OR
gate with oné input delayed with respect to the other
[24,25]. -

The spectrum of the signal produced by the non-

linear circuit consists of discrete spectral lines, at

10
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.
multiples of the bit rate, superimposed on a continuous

spectrun. The continuous spectrum arises since the
output of the non-linear circuit is not periodic, i:e.,
it does not contain a positive going pulse every T
seconds. This occurs because a line code, usually, does
not contain a transition every T seconds.

Practical and useful clock recovery circuits have a
narrow bandwidth centered at the clock frequency. Thus
the output of the clock recovery circuit will not only

contain the clock spectral line but also some of the

surrounding continuous spectrumn. This continuous
spectrum gives rise to Jitter [26], i.e., phase
modulation in the clock signal. A useful figure of

merit 1s the ratioc between the power contained in the
clock spectral line to the power contained in the
continuous spectrum that falls within the passband of
the clock recovery circuit. This ratio is proportional
to theé frequency of transitions in the input =ignal.
Thus, in order to minimize Jjitter and extract a stable
clock signal, the input signal must have a high
transition density, which is obtained by coding the
source data.

The clock recovery circuit 1is generally an LC

bandpass filter, a surface acoustic wave (SAW)'

resonator, or a phase locked loop (PLL) tuned to the

pulse repetition frequency. It is reported that a high

12



gain, second-order PLL is superior to an LC filter for
timing extraction ([27,28]. The main reason for the

L 4
PLL's superiority 1is due to 1its constant output

amplitude. The output'émplituge of a bandpass filter ‘is
a function of its input bit sequence. If the incoeming

pulses occur at regular intervals, then the_}output

amplitude of the filter will be fairly constant. 1In the

absence = of . pulses, however, the output decays
' ? . o B

exponentially at a rate that is inversely proportionai

- to the Qiof.the filter. Since the line code that is

R g

used may not have a pulse occurring in éﬁery bit

interval, the output of the filter will contain

amplitflde modulation.

" The an§litude moéulated’sinuﬁéid from the bandpass
filter is usually applied to a threshold detector, whicﬂ
drives a pulse generator. The threshpld is set to zero
but, in ppacticeg it is offset from\%épQ.By,a small
amount.',The presence of this offset results in phase

modulation or Jjitter of the clock. pulses due to the
¥ : .

sinusoid crossing the threshold at irregular intervals.

Since the output of a<PLL has a cdnstant output
amplitudé,.ithe amplitude—to-phase conversion problem
wii} not be present. The PLL has many other advantages
[29]. Fof»example, itsjgfatic phase errér and noise
bandwidth can both be made small at the same time. In a

bandpass filter, a small static phase error is possible

13

s



4, ’34 .
+ only if“the n@ise bandwidth is decreased, i.e, its Q is
decreased.
The SAW device suffers from the same problems as the

LC filter, but not to as large én'exten; because it has

a muchihigher Q (values of 1000 are pessible) ([30]. A

furtl. .y disadvantage of the SAW ilter is that it

suffdrs from a large insertion loss, typically 10db to
15dB. A PLL is superior to the SAW resonator, ‘but a

high bit rates (300 Mb/s and higher), it is difficu1ﬁ7fz
construct a PLL circuit and hence SAW filters are often

i 14

employed.

. 1.4 Thesis Objectives and Organization
1.4.1 Objectives

Although the Petrovic code has several attractive

featufes, its implementation in a fibre optic system has -

not yet been reported. The purpose of this thesis is to
impléhent the %etrovic code in avfibre optic system and
determine its performance both theoretically and
Wexperimentally. Since ease of timing recovery is one of
the maf*n reasons for using ‘a line code, clock recovery
for the Petrovic code will also be studied. The ‘self-
sustaining monostable mulfivibrator clock recovery
circuit [31] was used to recover the clock signal from

the received Petrovi& signal.

The main objectives of this thesis are as follows:

14



1. Compare the bandwidth and sensitivity
requitrements of the Petroviq code with‘those of the NRZ
code.

2. Compare the repeater spacing for the Petrovic
code wiﬁh the NRZ code for some repiesentative fibre
optic systems.

3. Analyze . the jitter ' produced by the self-

sustaining monostable clock recovery circuit. During

15

this analysis, it will be discovered that a simple

modificaéion to this circuit will rosult in significant
jitter réduction.

4. Design and construct the Petrovic encoder and
decoder, and the clock recovery circuit. The operating
bit*ﬁete'will be 44.736 Mb/s (the.DS-3 rate). A fibre
optic éystém emplaying these components will then be set
up. |

5. Experimeﬁfally compare the bandwidtg and
sensitivity requirementé between the Petrovic and NRZ
code. )

6. Verify that the experimental ﬁower spectrﬁm
agrees with'£he theoretical speétrum derived by Petrovic
andaLo Cicero. |

7. Experimehtally‘ verify that the proposed

modification to the clock recovefy‘circuit does result

in jitter reduction.



8. Determine, the sensitivity penalty, if any, when
‘the recovered clock ie used to sample the received

waveform instead of the delayed transmitter clock;

1.4.2 Organization
Chapter 1 has presented the characteristics that a
line ‘dode should possess for optimal fibre optic

transmlssion, showed that the Petrovic code satisfies

these requiremenﬁe; rendr has Wietredﬁeedr theiﬂfopic of
clock recovery.

Chapter 2' wili try to answer the following
questions: |

1. How much additional bandwidth does the Petrovic
code require over the NRZ code?

2. What is the optical power penalty incurred when
the Petrovic code is employed instead of the NRZ code?

3. quﬁﬁjthe bagdwidtb'and sensitivity requirements,
what kind of repeatef;@pecings can one expect?

Chapter 3 willd ‘describe the self-sustaining
'mpnostable clock recovery circuit and analyze its clock:
jitter.: A simpie modifieation to reduce this clock
jitter will be proposed. The experimental Petrovic
system will be described'in Chapter 4. Chapter 5 will
present the experimental results that were obtained. It
‘Nwill give »the experimental bandwidth and sensitivity

‘.’requirements and show that the modification to the
v .

le
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monostable clock recovery circuit ‘does result in jitter
reduction. Finally, a summary of the majo& results
obtained in this thesis and recomendations for fufther

research will be given in Chapter 6. e



CHAPTER 2
SYSTEM PERFORMANCE COMPARISON BETWEEN THE PETROVIC

AND THE NRZ CODE

As poinfed out in the preQious chapter, the
Petrovic code has many advaﬁtadés over the NRZ code,
e.g., =zero dc content, small low frequency content,
frequent transitions, and error detection capability.
- However, the power spectrum of the Petrovié code .
contains larger higher frequency components than ' the NRZ
code, due to the occurrence of half width~(T/2 seconds
long) pulses. The Petrovie code thereforé requires a
larger ‘transmission bandwidth than the NRZ code, at a
given binary bit rate. Since thermal noise paewer is
proportional to the receiver bandwidth, the noise level
at the decoder is higher for the Petrovic code. In
order to achieve the same signal-to-noise-ratio (SNR)
and hence error performance, the signal power for the
Petrovic code must be raiéed. Thus the receiver
sensifivity, i.e., the signal power‘required to achieve
.a certain pit error rate (BER), 1is poorer for the
Petrovic codé than for the NRZ code. . The increased
bandwidth and the  reduced sensitivity réSglt in a
decreased repeater spacing if the source 1is power

limited.

18



The purpose of this chapter is to compare the NRZ
code with the Petrovic eode in terms of bandwidth
requirements, receiver sensitivity, and repeater
spacing. The results obtained from'this comparison will

allow the accurate design. of a fibre optic system

employing the Petrovic code.

2.1 BANDWIDTH REQUIREMENTS A

.The bandwidth required in a naseband digital
communication syséem depends on several parameters,
e.g., the line code, the desired BER, the channel and
receiver transfer function, the noise characteristics,
the sampling instant, the jitter in the sampling clock,
etc. In this thesis, the term "bandwidth" will refer to
the frequency at which the combined channel and receiver

transfer function is down by 3dB from its mid-band

value. Among the two-level codes, the NRZ code requires -

the least amount of bendwidth."(In practical systems, a
general rule of thumb is that the NRZ code requires a
bandwidth of _approximately 0.8 times the bit rate).
Thus, NRZ signalling is a popular 'choice ,emong fibre
optic system designers. ‘Héwevef, a scrambler must be
used in conjunction with the NRZ code to ensure bit
sequence independence. Scrambling goes not offer the
possibilit? t!E""o'f er;or;kdetectien ené can result in

significant error multiplication. An alternative to

19
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scrambling is to employ coding techniques, which do
offer error detection capability. _Since codiné the data
reqguires an increased system bandwidth, one question
that needs to be answered when evaluating a particular
line code is how much additional bandwidth tﬁe code will
‘require, as compared to the NRZ code.

There are conflicting views in the 1literature
regarding the bandwidth requirements of line codes.
Several authors feel that the code's power spectral
density (PSD) gives'a valid indication of its bandwidth
requirements [7,19,32,33]. The bandwidth required is
that which contains a certain fraction of the total
. power. ~ Other aﬁthors state that the required bandwidth
is inversely proportional to the .mean time between
transitions [7,34]). Still others claim that the
bandwidth 1is inversely proportional to the code's
efficiency [5,35].(The efficiency of a code is défined
as the reciprocal of the average number of bits needed
to répreSent a single source bit.)

r

Lét~hs compare the bandwidth requirements of the
NRZ, Manchester, and Petrovic codes using the abgge
criteria. If we examine the bandwidth that contains 90%
of the total power, then we find that the NRZ code.

requires a bandwidth of 0.8/T Hz,. where T is the

20

incoming binary bit interval, the Petrovic code requires

1.6/T Hz, and the Manchester code needs approximately



3.2/T Hz of bandwidth [2.4]. From these values one
“would conclude that the ?etrovic code requires twice the
bandwidth of the NRZ code and the Manchester code
requires 4 times the bandwidth of the NRZ code.

If we consider the mean‘time between transitions,
TM, then we fina‘that TMyrz = 2T, TMpetrovic = 18/15 T,
TMManchester 2/3 T. If the required bandwidth is

assumed to be'inversely proportional to TM, then one

would conclude that the Petrovic code requires 1.7 times

the bandwidth of the NRZ code and the Manchester code
requires 3 times the bandwidth of the NRZ code.

Since the Manchester and Petrovic codes belong to
the 1B-2B class of block éodes; they have an efficiency
of 0.5. If one assﬁmes that the banawidth is invefsely
proportional to the efficiency, then one would conclude
that both the Petrovic code and the Manchester code
require twice the bandwidth of the NRZ code.

Note that all the three bandwidth comparison
methods yield different results. Which one is correct?
How much additional bandwidth does the Petrovic code
require over the NRZ code for a given BER and under
similar channel and receiver conditions? In order to
-answer these questions, a computerlsimulation stuﬁy was
performed to determine thé BER versus receiver bandwidth

for a simple additive white gaussian noise channel. The

21



system model used in the simulation is preéented in the

next section.

2.1.1 8ystem Model

To compare the bandwidth requirements between the
NRZ code and the Petrovic code, the simplified baseband
communication model shown in Fig. 2.1 will be assumeéi
In this model, the input to the encoder ‘consists of
independent, equiprobable, binary symbols
asn { asn € (0,1}], at a bit rate of 1/T. The encoder
will be of the 1B-2B type, i.e., each'incoming bit a,,
will be”converted into two outgoing bits bp and boiq-
The output bits b, will have a bit interval of T/2 and
will not be ihdependent since adjacent bits are
correlated. For the NRZ code, both the encoder output
bits are equal to the incoming bit, i.e., b, = Y
asrn. For the 1B-2B codes, e.g., Petrovic, Manchester,
CMI, the eneeder output bits are determined by applying

the appropriate encoding rules.

The transmitter is assumed to generate rectangular

pulses. Its output, p(t), can be represented as
follows:
p(t) = bnhp(t - nT) (2.1)
where hp(t) =1, 0< t<T/2 (2.2)

It

o, elsewhere

22
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The received signal will be corrupted by additive
white gaussian noise (AWGN) n(t), which is assumed to
have a zero mean and variance °r3' The transmission
channel will be assumed to have an infinite bandwidth.
The received signgi and the noise are applied to the

receiver, -which consists of a low pass filter, a

threshold detector, and a decoder. The filtered‘signal

and noise are applied to a threshold detector, which has

a threshold set to 0.5 volts. The output of the
threshold detector will be a 1 whenever its input is
greater than 0.5 volts and a0 whenever its input is
less than 0.5 volts. The rectangular pulses from the
threshold detector are then appiied to a 1B-2B decoder.
The decoder configuration for the Petrovic and the CMI
codes is shown in Fig 2.2a while the decoder
configuration for the Manchester code is shown in Fig.

2.2b. The NRZ decoder is shown in Fig 2.2c.

2.1.2 Calculation of BER

In order to compare the bandwidth requirements of
the 1B-2B codes .with that of the NRZ code, the BER of
the system described in the previoﬁs section (see Fig.
2.1) wili be calculated for .several bandwidths of a
given filter type. The noise variance, signal
ampiitude, and sampling instant will be held constant.

The filter bandwidth that gives the lowest BER will be

24



(a) Petrovic and CMI codes
(b) Manchester Code

clock
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taken to be the bandwidth that is necessary for that
particular line code
To illustrate the calculation ofxBER, consider the
system response to a source output of 001. The Petrovic
encoder output will be 10 01 00. (see Fig. 2.3a). The
high frequency components of the transmitter output will
be attenuated by the filter and hence the filter output
will contain rounded pulsegf The amount of high
frequency attenuation (or filtering) will depend on the
filter type and 1its 3dB bandwidth. The filtered

transmitter output for a first order Butterworth filter

with a bandwidth of approximately 0.5/T is shown in Fig.

2.3b. Figure 2.3c shows the output of the threshold
detector. This signal 1is applied to the Petrovic
decoder. In the decoding process, the threshold

detvector output and a delayed version of it (delay =

¥/2) are applied to an exclusive-NOR (EX-NOR) gate. The

output of the EX-NOR gate, shown 1in Fig. 2.3e, \is

sampled every T seconds (at the end of each bit
interval) to recover the original source NRZ bit
sequence. The first bit will be decoded incorrectly if

the voltage at point A (Va) in Fig. 2.3e, due to noise,
is greater than 0.5 volts in amplitude. This will occur
if either point B 1is less than 0.5V or point C is
greater than 0.5V. 1In the filter output, this situation

corresponds to point D being less than 0.5V, due to

26



(a)

(c)

(4

r, T >l
| 'l ) ' . ) |
. | |
'
[ I §
I ! |
| i ! 1 ] ! !
, | | I 1 I I
' ! I 1 [ | |
. D i c : [ I
Threshold~ . ' /\ '
—/ ! 'E ! C N '
, I , , ! o
[ i } [ l 2 !
N I | 1 ! 0 I
[ ot | | | ! 1
| 1 | ! ! [ !
| 1 i C ld: | [ !
—'I—_‘ | Al ' I [ !
| 1 [. ' | [ |
| 1 -0 B ' i ] §
| 1 T 1 I , |
] 1 ! ! I | ]
| t | | | ] 1
| i ! | ! t |
| { ! { l | !
, 1 | i 1 l |
] i | ; I I B
i I 1. { t t |
, 1 A ‘ | ' ! !
i 1 i ' [ ' !
[ i

Sampling

Fig. 2 3 System Waveforms

(a)

(b)
(c)
(d)
(e)

. s il
Petrovic Encoder output for an 001.

NRZ input e

Filter Output (first order Butterworth)
Threshold Detector Output

Waveform (c) delayed by T/2 seconds '

~EX-NOR Output

27



~ noise, orfgpoint E becoming greater than 0.5V. - The

£ .
probability of -such an event ocurring is given by [36)

. J
[}

, Po = Q[(0.5 = V;)/ op) +QL(Vp = 0.5)/ 0x]  (2.3)
where Q(x) = 0.5 erfc(x/ v2) (2.4)

. L, -

- =1 [et/2 4 (2.5)

s

‘If we let m; and m, repregent the noise margin for the

first and second bit interval respectively, i.e., m =

0.5 - Vg and‘m2 = Vp - 0.5, then ’
Py = Q(My/op) + QMy/opn ) ’ (2.6)
Using similar reasoning it can be shown that the

average probability of a bit error for an N bit Petrovic

‘encoded sequence is

N -
Po = 1/N 2 Q(mp/oy) = (2.7)

n=}%
where m_  is the noise margin of the nth pit s
ir val. |
For the NRZ cede, ﬁ in the above equation has'to be
replaced by 2n. Since*thewEMI decoder is the same as

the Petrovic decoder, the same %guation will apply for

the BER of an N bit CMI sequende Even though the

28

Manchester decoder is sllghtly different (see Fig. 2. 2),"

it can be shown that the above equatlon will apply for

1t as well.



If the bandwidth of the loQ pass filter 1is Vefy
high and sampling is assuﬁed to take place at the end of.
the bit interwval, then the filteréd waveform will have
risen to 1V or fallen to OV by the time sampling occurs,
i.e., the rise and fall times of the filtered signal
will be small, when compared to the‘bit intexrval, and
thué m,' = 0.5V. If we substitute mnx= 0.5 in the above

equation we get:

P = Q(q.S/o';) (2.8)

But o, = /noise power = Yn BK (2.9)

where n = noise spectral density

‘B = 3 dB bandwidth of the low pass filter

K noise'equivalent bandwidth constant

i

l

1.57 for a first order Butterworth LPF

= 1.11 for a second " : " "

As the filter bandwidth is reduced from a very.

large value, ,0, will decrease but initially the noise

n

o
]

marg%g,‘mn, will not decrease significantly because the
rise and fall time of the signal will be much less than
the bit interva15 Thus the argument of the Q function
will increasé and the BER will decréase.J As the

) . .
bandwidth is further.decreased, however, a point will be

A

reached where the rise and fall times become comparable
B h ’ ’
to the bit interval. Decreasing the bandwidth further

from this point g%ll result in the noise margin m,

reducing significantly. The decrease in 'the noise

>
P
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‘margin will be greater than the decrease in the noise
power and the BER will increase. Thus there is an
optimum bandwidth for a given filter\ type and noise
charactefistics which will yield the lowest BER.

The noise margin will be constént from one bit
interval to the next for only very large bandwidths.
For small bandwidths, m, will vary between adjacent bit

intervals due to ISI and pattern variations. This point

can be explained with the aid of Fig. 2.4. Fig. 2.4a

shows a encoder output of 0110100; Fig. 2.4b is the

corresponding fi}te i put when‘the bandwidth is very
large. “Notice that due to the small rise and fall time
of thé<fif%ér output, the noise margin is approximately
0.5 for every.bit interval (sampling is assumed to take
‘ place'atvthe end of the bit interﬁal). In this case the
BER will be given by equation 2.8. However, if the

bandwidth is small, i.e., less than 1/T, then m, will

vary from one bit interval to the next due o pattern
variations and ISI from neighboring pulses} as shown in

Fig. 2.4c. In this case, a closed form expression for

BER cannot be obtained and the general expression given

by equation 2.7 has to be. used. One solution to this

problem is to determine all the possible values of m, if

ISI from only the neighboring pulses is taken into

account [37].  Then the average BER can be determined by

the following equation:
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(a)
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(b)

Fig.

2.4

(a)
(b)

(c)

Dependence of the noise margin (mn) on the bit

pattern for large and small filter bandwidths.
( The dotted line indicates the threshold, which
is 0.5 V. )

Encoder output
Filter output when bandwidth is large, e.g., 2/T.
Note that the noise margin is constant from one
bit interval to the next.

Filter output when the bandwidth is small. Note
that the noise margin is not constant from one bit
interval to the next.
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BER = 1/L 2, P, Q(My/ op) (2.10)
k=1 |

where, L = number of different noise margins
m = xR noise margin
Py = probability of my
The problem with this approach is thaf determining
the values of Py and my is vefy difficult unless one is
déaling with a simple Iine code and a simple receiver
tra;sfer function. Another approach is to determine the
noise margin for each bit in a representative, finite
data sequence'by simulating the filtering operation on a
computer and then using equation 2.7 to determine the
averagevBER. This approach is attractive because, once
the softwaré is written, the BER for any encoded bit
sequence can be determined for various filter transfer

functions, noise power, sampling instant, etc. In the

- following analysis, this method was chosen. -

2.1.3 vCOmputer S8imulation £6 determine;the BER

Several computer proérams were written to
humerically determine the system BER as various
parameters were changed. The program listingghmwhich
contain ample documentation, are given iﬁ Appehdix A.\\A

description of the BER calculation is as follow;x

Program Random generates 128 random binary digits.
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These bits are encoded by the appropriate encoding |
' /
scheme by programs Petrovic, Manchester, CMI, NRZ.’
Then, each bit is spread out to 16 points and the
spectrum is determined by invoking the fast fourier
transform (FFT) in Program Spectra. An incoming bit

rate of 44.736 MHz (DS 3 rate) is assumed. The spectral

resolution is 710 Khz (1/256T,‘where T = bit interval)
71-,_: .

éﬁd'the spectrum repeats every 1.43 Ghz (16x2/T) [38].
The épectral componenté are welghted by -the filter
transfer function and the time domain signal is obtained
by determining the inverse FFT (program Filter).
i} o
First- and second ordér low pass Butterworth filters are
used for £he filter transfer function. The filtered
time domain éignal is sampled every T seconds at the end
“of each bit interval to determine the noise margin m, .
}%?Th% BER is determined by evaluating equation 2.7. The Q
function is approximated by the relation
Q(x) = (1//Z7 x)exp(-x?/2)

This approximation is valid for x > 4, i.e., small

values of BER.

2.1.4 Results

The relationship between the BER and filteé
bandwidth for the first-and sgcqnd order Butterworth low
pass filters are shown in Fig. 2.5 and Fig.- 2.6

respectively for the following 1line codes: NRZ,



Petrovic, CMI, and Manchester. These results are
obtained for an incoming bit rate of 44.736 Mb/s, a

signal amplitude of 1V, a noise spectral density of

10710 W/Hz, and with sampling occurring at the end of'

each bit interval.

2.1.5 Discussion §f Results

As the filter bandwidth is reduced from a large
value, the BER for both the first-and seCOnd order
filter decreases until a certain optimum bandwidth is
reached.” Any further reduction in bandwidth from this
value résu;ts in the BER increasing, as predicted in
Section 2.1.3. For each filter type the relationship
between BER and filter bandwidth is almost identical for
the 1B-2B codes. For the first order Butterworth #he
optimum bandwidth for the 1B-2B codeskis 36 MH2 (O.B/T),
while for the second order case, it is 48 MHz (1.07/T)
For the NRZ code, however, the optimum bandwidth for the
first and second order case is 18 Mhz and 24 Mhz
respectively.’

These results indicate that the petrovic, CMI, and
Manchester codes require double the bandwidth of the NRZ
code. Referring to Section 2.1, this result agrees with
the value obtained by assumiﬁé that the required
bandwidth 1is inversely proportional to the efficiency,

i.e., since the 1B-2B codes have an efficiency of 0.5,
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they require twice the bandwidth of the NRZ code.
Since the 1B-2B codes contain half width pulses,
intuitiyely; one would expect them to require twice the
bandwidtg of the NRZ code.

It is surprising to note that, although the power
spectral density (PSD) of the Manchester code contains
significantly larger high frequency components than the
Petrovic code, they both require the same bandwidth. An
intuitive explanation of this phenomenon is as follows.
The PSD of a line code is simply an average spectrum for
all the possible encoded bit sequences. The probability
of occurrence of a short pulse (T/2 seconds long) is
higher for the Manchester code than for the Petrovic
code. Thus the PSD for the Manchester cog% contains
larger high frequency components. However, in order to
obtain a reasonable BER, the receiver must haveﬂa:ﬁarge
enough bandwidth to faithfully -reproduce the _;hort
pulse. - Since a short pulse can be found in boﬁhvthese
codes, these codes will require a similar bandwidth.

The optimum bandwidth for the second order
Butterworth LPF is found to be higher than for the first

order Butterworth. The reason for this is that the

second order filter attenuates the high frequency

components more than the first order case, due to the

steeper rolloff. Thus in order to ensure that the
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signal has a sufficient rise time, the bandwidth for the
second order filter must be increased.

Also notice that the lowest BER for the NRZ code is
a few orders of magnitude better than.the 1B-2B codes
for both the first and second order filter. This 1is
because we have assumed equal signal amplitudes (and
hence signal power) for all these codes. Since the NRZ
code requires half. the bandwidth, the noise power
entering the NRZ decoder will be a factor of 2 smaller
than the noise power entering the decoder for the 1B-2B
codes. Thus the argument of the Q function will be
higher by a factor of v2 for the NRZ code (see egn. 2.7).
A factor of Y2 dif‘erence in the argument of the Q
function results in a significant difference in the BER
due to the exponential nature of the Q function. fo
obtain the same BER péfformance, the signal power of the
1B-2B codes must be increased by a factor of 2. Thus
the Petrovic code requires double the éignal power to
achieve the same BER as the NRZ codeji.e., it suffers

from a 3dB receiver power penalty.
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2.2 OPTICAL POWER PENALTY

The optical power penalty incurred when the

Petrovic code 1is employed instead of the NRZ code is.

equal to the difference between the réceiver sensitivity
for the NRZ code and the receiver sensitivity for the
Petrovic code. In the previous section it has been
shown that, for an AWGN channel, this power penalty is
3dB, since the Petrovic code requires twice ‘the
bandwidth and the nojse power is linearly proportional
to the bandwidth. Extension of the results obtained 1in
the previous section to a fibre optic system 1is not
straight forward since the noise present in a fibre
optic receiver is signal—dependent, non-gaussian, and is
not white, i.e., constant with frequency.

Brooks and Jesscp [5] have determined the power
penalty for mB-nB block codes for several optical
receiver configurations. In their calculations they
assume that the xﬁ425 codes require doublé the bandwidth
of the NRZ code. 1In view of the results obtained in the
previous section and the fact that the 1B-2B codes
. contain haifwidth pulses, this is a reasonable
assumption. Before their resulfs are presented, it is
instructive to briefly examine the noise sources pregent
in a fibre optic systenm.

A block diagraﬁ\gf a fibée optic receiver showing

the major noise sources is shown in Fig. 2.7 ([39].
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g

In this éiagram, the detector, which is normally a PIN

diode or an APD, is modelled as a current source, is(t)x

~in parallel with a capacitance Cq. The noise generated
by the detector is represented by ij.. The bias
circuitryfof the’detéctor‘énd amolifier 1s represented
by an equivalent resistor Fi,. The thermzl noise
generated by'this rééistor is denoted by i,, which is

white and has a spectral density jiven by 4KkT/R,, where

k = Boltzman's constant and T = absolute temperature.
The amplifier has an input resistance R,, input
Jcapacitance_cé, and a gain A. The noise generated by

o
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the amplifiér is represented by a series-voltage source‘

e, (t)\and a shunt current source i alt). The‘stréhgth‘df

these noise sources will depend on the actlve dev1cé

Ty

used for the flrst stage and its dc bias p01nt ‘Af

‘ quantltat}ve assessment of e, (t) and 1a(t) for a bJpolar

transistor and a field effect transistor can be found in
) o P P

. reference 40.  The oﬁfput of the preamplifiefjmis G

equalized to obtain a flat frequencylresponse'over the

desired pass band. Since the egualizer follows a hlgh
éain stage, its contribution to the overall n01se W111

be negligible. ~ §$?. .
ralent 2

The input equivalent current noise power <ip“> éan

be shown to be equal‘tq‘[39,46];
i 2y = 2 X i Yo fegl
<1 “> = (hv/n)* [(g /e) <ig>p BI2 + z2/9<] . (2.11)

where, hv = photon energy

"‘L'\’il_



N = quantum efficiency of the detector

g = mean gain of the detector (g=l for a
PIN diode)'

X = excess noise factor of the APD

e = electroc charge o

<io>,I.'= mean unity gain photocurrent over

the bit time
B = bit rate

5 . o 2

12 =] |Houe(W)/Hp(v)| dy ez
: A

where, y = f/ﬁ

Z = dimensionless parameter reﬁresenting Ehe
signal independent noise terms
- [(B/ed) (S; + 2KT /R, + Sp/Rp?)I2 +
(2% cy)? sg I3 B3/eéj . (2.13)
where, Rp = total input resistance = Ry//R,

Cp = total input capacitance =C, +Cq+C

stray

2

w

13 =[ |Houe (¥)/Hp(y) |y?dy T (2.14)
: !;K
The above équation is essenti&@ﬁy a- sum cfféignal—
level dependént noise, Jrepresenfed by 1 <i>p, plus,

signal-level independent noise, wnich is represented by

the paraméter Z. The signal-level dependent noise at
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the decision point is determined not only by the signal
powe:‘and pulse shape during the present bit interval
but also by the ISI that occurs from neighboring pulses.
Since the sequence of pulses that is received depends on
the line code used, kio>T will be a function of the line
:code.' In the literature, a worst case value of éio>T is
often used. This is calculated by assuming all the
neighboring pulses are 6n. In this case the dependence

of <iz>p on the line code is removed. In the present

~analysis, this assumption will also be employed., ~The

+ . 1 . .
mean unity gailn photocurrent over the bit time for an onge

pulse is
<ig>p,0n = ne/hv égn/T (2.15)
where, b__. = energy in the pulse

on

and similarly
) <iQ>T,off = ne/h. bon/T (1 =y ) » (2.16)
'whe:e y = fraction ofvthe energy of a single pulse

whicﬁ.islcontained within the bit interval.

N Ty,
N 2N

Y i The signal independent noise parameter Z arises due
t?-the noise in the bias resistor and amplifier. It is
interesting to note that the thermal noise of the
resistor and the&amplifigé.current noise generator.have
a noise contributﬁ@ﬁ}tbat‘ﬁaries as the bit rate while

the noise due to the series voltage generator varies as

the bit rate pubed. Thus, the noise spectrum at the
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output of an optical receiver is not flat, as in the

AWGN model described in the previous section.

'fn‘the power penalty analysis by Brooks and Jessop,

R
| théy dalculate the power penalty associated with block
codes when an APD or PIN diode is used as the detector
and when the input stage is a FET or a bipolar
transistor. For the FET case, they examine fhe
foilowing.two limiting casess: Y
, a) when Z is dominated by the 12% (noise that
varies linearly with the bit rate, e.g, éhermal noise)
and |
b) when 2 is ddmiﬁated by the I3 term (néise that
varies as the bit‘rate cubed, e.qg, FET channelfﬂbise).
| For the bipolar front-end, théy examine the
OptimiZéd case which occurs when the series and shunt
amplifier noise sources are made equal by judiciously
selécting the collector bias current. ‘The six cases
that result from their §1%plification are:
(i) APD; I2 dominates Z; denoted as app-12° ./
(ii)\ APD, I3 dominates Z; denoted as APD-13
(iii) APD, optimized bipolar; denoted as APD~OB;
(iv) PIN, I2 dominates Z; denoted as PIN-I2
(v) . PIN, I3 dominates Z; denoted agrPIN—IB
(vi) PIN, optimized bipolar; denotedias PIN-OB '

AThe approach that Brooks and Jessop have taken is

to determine expressions for the receiver sensitivity
. . o
: A



for the NRZ code and the mB-nB code for the ébove six
cases. The power penalty i§ \then obtained by
subtracting the fwo receiver sénsitivities. Their
results for 1B-2B codes when fibre ”diSpersion is
negliq&ble'is-shown in Table 2.1. , For the optimized
bipola}'caée, the power penalty 'is 3 dB for both the APD

ghd PIN detector. For an APD-FET receiver, the power

Sy
penalty varies from 273 db to 3.8 dB. In the case of a
PIN~FET receiver, thé power penalty varies from 1.5 dB
£0.4.5 dB. It should be noted that in a practical PIN-
?ET or APD-FET receiver the power penalty:will be some
Qher; between theih limits because neither the I2 or the
13 term,would‘domigate. Thus ih a practical system

employing a FET front end or a bipolar front end, the

receiver penalty—is—areund3dBs—-—-—

2.3 REPEATER BPACING

The distance between repeaters 1is an important
parameter for the design of fibre optic systems. The
maximum spacing of repeaters in an optical fibre
communication system is determined by the following two
transmission parametefs: attenuation and dispersion.
Dispersion reduces the bandwidth available while

attenuation reduces the power available“at the receiver.

The distance between repeaters is then determined as the

+ smaller of the distance limitation due to dispersion and
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[

Table 2.1 Optical Power Penalty for the 1B-2B Codes,

as calculated by Brooks and Jessop [5].

For the APD case, the excess noise factor

.1s assumed to be 1.

Case

APD-12
APD-13
APD-OB
PIN-12
PIN-13
PIN-OB

Optical Penalty (dB)

46



thgt due to.étténuation. In general, repeater spacing
is limited by attenuation at lower bit rates and limited
by:dispersion at higher data rates.

Since the fetrovic code requires apprOfimately
double the bandwidth and power as éompared to Ehe NRZ
code, the reéeater spacing for the pPetrovic code will
vary «<onsiderably from that of tﬂg' NRZ code. - The
repeater spacing of the NRZ code and the Petrovic code
will be compared for three representative systems:

1. a 0.83 um LD with multimode fibre and a Si APD-
bipolar receiver |

2., a 1.3 um LED with single mode fibre and a Ge
APDJbipolar receiver .

3. a 1.3 ym LD with single mode fibre and a Ge AéD—
bipolar receiver.

Impértant specifications for the above system are
given in»%able 2.2.

' If ~he system is attenuation 1limited, then the

repeater ~acing, L, is given by the following equation:

L= 7 = Pry = Pgyg)/a knm (2.17)
where = power coupled into fibre (dB)

P,y = receiver sénsitivity (dBm)

PSys = system degradation margin (dB)

a = fibré attenuation (dB/km)

If the system is dispersion 1limited, then the

repeater spacing is given by:
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L = BDP/B -/ (2.18)

where B = bit rate

BDP bandwidth distance product of fibre (optical)

I

440/D e¢MHz km (2.19)
where D = pulse disﬁersion in ns/km (FWHM) .
The sensitivity versus bit rate curves for a Si
APD-bipolar receiver and a Ge APD—bipolar receiver are
given in Fig. 2.8 for the NRZ code (BER = 1079) [44).
The receiver sensitivity of the Petrovic code was
obtained by assuming a 3dB power'penaltyQ The repeater
spﬁgihg'for the three systems under consideration were
.calculated; the results are shown in Figures 2.9 to
2.11.
From these curves we see that the repeatq&bspacing
for the' Petrovic code is always less than that of the
NRZ code. Under attenuation 1limited conditions, the
repeater spacing is smaller by 3/a km, where o is the
fibre attenﬁafion in dB/km. Under dispersion limited

situations, the repeater spacing is smaller by a factor

of 2. Usually, theéggifference in repeater spacing’

between the NRZ and the Petrovic code is smallest when
the system is attenuation 1limited. For example, 1in
System 3, the repeater spacing is smaller by 6 km when
the system is attenuation limited and smaller by 25 km

when the system is dispersion limited (bit rate of

1 Gb/s). = Thus, in order to achieve the smallest

1
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Table 2.2
Parameter System f1
Wavelength 0.83 um
Fibre Type Multimode
Fibre 3 dB/km
Attenuation
Fibre 1.5 ns/nm km
Dispersion
Source Laser Diode
Type (LD)
Source—$pectral 2 nm
Width
Bandwidth Dist. 300 MHz km
Product (BDP)
Power Coupled 0 dBm
into Fibre
Detector Si APD
System 6 dB

Margin

System Specifications

System #2

1.3 pm
Single mode

0.5 dB/km
(43]

3 ps/nm km
[41]

Edge Emitting

LED

60 nm

2.4 GHz km

-20 dBm
[42]
Ge APD

6 dB

System #3

1.3 um
Single mode

0.5 dB/km

3 ps/nm km

LD

2 nm

73.3 GHz km

-3 dBm

Ge APD

6 dB
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reduction in repeater spacing, the Petrovic code and
other bandwidth expansion codes should be seriously
considered only under attenuation limited conditons.
Under  dispersion limited conditions, multilevel
signalling mgthods are attractive [5]. One ¢roup of
systems‘which are virtually always attenuation limited

are local area networks. (Dispersion and attenuation is

between terminals, which 1s usually under

kilometres).

9
. .
o ¥)

b

Atho&ﬁh this section has emphasized that, with the

Petrovic code, a shorter distance between repeaters is

realized, the positive aspects of this code must not be
forgotten, 1i.e., it is bit sequence independent and it
provides ease of clock recovery.

A novel clock recovery circuit that can be used to
recover the sampling signal from the Petrovic code will

be described in the next chapter.
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. CHAPTER 3

THE SBELF-8USTAINING MONOBTABLE MULTIVIBRATOR

CLOCK RECOVERY CIRCUIT - o>

Recently,va novel clock rééovery circuit consisting
. “of a self-sustaining monostable multivibratét, shown in
Figure 3.1, was repofted by Witte and Mouétakas [31].
This timing extractionndevice is very attfactive beéause
it is simple to implement, inexpensivé énd, sincé it is
digital, it can be constructed using logic gate array
technology. Furthermore, this clock recqvefypcircuit‘is
not restricted to only thé NRZ code with a scrambler
k(the application reported in [31]), it can be Gsed with
any line code that has ﬁfreasonable‘restriction piaced
‘on the;number of consqutiveﬂohes and zeroes adllowed,
e.g., simple'lB—éB codes; such as the Petrovic, CMI, DMI
aﬁd Miller. Even/|though the seif—sustaining monostable
multivibrator clo récovery circuit has many attféctive
eratures, it has'rgééivqg very little attention in the
literature. The original and only papef on this clock '

recovery circuit,:whichLWas by Witte and Moustakas in

.

October 1983 [31], concentrates on the circuit oﬁération
and gives an equation'for determining the“makimuh number -
of consecutive 1s or 0Os allowed in the input signal for

N . . ‘r:&
proper operation. -~ It also' gives experimental
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(3

verification of the circuit operation for a 16 Mb/s

fibre optic local area network (LAN) employing NRZ

signalling with a scrambler. The jitter performance and

2

the application of this clock recovery circuit to other
liné codes have not yet been reported, to the author's

knowledge. Thus in this project, it was felt that it

4 :

would be worthwhile to implement the self-sustaining
monostable circuit in an experiméhtal,Petrovic system
‘ , ’ / T
and examine its jitter performance.

3.1 Circuit Operation *
A timing deagram of the self-sustaining monostable

multivibrator clock recovery circuit is shown in Figure

. , » ¥
3.2 (from (31]),,, For convenience, the propagation delay

(.-L‘:ﬁ') s
e

of the gates and the monostable multivibraﬁor'(MM) are

assumed to be zero. In order to understand the.

operation of this cireuit, consider the circuit
reéponse, after being turned on, to the input bit
séquence 10001, 'waveform s1 in Figure 3.2. (s1 is
obtained directly from the receiver output)i . The
.trénsition detector generates a pulse on every rising
and falling edge of the input éignal, as shown 5y S2 in
Figure 3.2. (Reffering to Section 1.3, the transition
detector forms the non-linear @lément which is requiged
’to genératé tge cibck spectral line) 'The_width of these

pulses is eq%@l to the delay T, and is not critical as

p
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Fig.#3.2 Timing Diagram of the Self-Sustaining
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Monostable Clock Recovery Circuit for an

10001 Input.Bit Sequence
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long as it is of sufficient duration to trigger the MM.
In Figure 3.2, Tp is arbitrary chosen to be 3T/8, where
T is the bit interval. A'monostable multivibratér with
a feedback path around it follows the transition
detector. The MM produces a pulse on every rising edge
of its input (S4). It can be triggered by the pulses

generated by the transition detector, here referred to

as the primary pulseé, or by the feedback pulses (S5 in

Figure 3.2): TheAfeedback delay T1 is chosen to be
slightly greater than T, i.e. Tl = T + A where A is a
sméll positive quantity. Thus, the .feedback\ pulse
triggers the MM only when the primary éulse is missing
(or late). In practice, h is chosenfib be as small as
possiﬁle, in Figure 3.2 it is chosen to be T/8 for ease
of illustratlon The thlrd and fourth bit 1ntervalwof
the input 51gna1 shown in Figure 3.2 do not contain
transitions. Hence, the transition detector does not
produce. a pulse ~during these intervals. In this
_Situation‘the feedback pulse triggers the MM to produce
the clock pulse A seconds after the ideal time for the
third bit inﬁerval and 25  seconds aftér%the ideal time

-~

“or the fourth bit interval. In the fifth bit interval,

a transition from a 0 to a 1 occurs in the input blt
stream and hence a primary pulse triggers the MM at the
ideal time. Thus, we see that when aglong sequence of

0s or 1ls occur in the input, the clock signal advances
. p 3
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in time by A seconds during each bit interval until a
transition occurs. This is a simplified‘aescription of
the circuit operation and is valid oﬁly when jitter is
negligible; the'effect of jitter will be considered in
the next section.

. The feedback delay must be greater than the bit
interval T. If this is not so, the positive edges of S4
will not~ coincide with the input bit transitions,

independent of S3, and the clock will drift out of phase

and synchronization will never be attained. The maximum \

number of consecutive 1s or Os that can occur in the
input with synchronization still being maintained is
determined by how small A can'be.made, i.e. how closely
T1 approximates' T, but with the restriction T1 > T.
This depends on the variation of propagation delays of
the logic gates and the delay:network with temperature.
In additien, the recovery time of the MM, T,
affects the maximum interval betwWeen transitions b&
limiting the maximum possible phase Shlft '(In.this
context, the recovery time of the MM is defined as the

time required by the MM, after its output has rethrned

to the stable state, before it can be triggered again).

étﬂm'output pulse width Thus,

the maximuh length of consecutlve 1ls or 0s allowed in:

v W

the 1nput bit stream, N is [31] . ?

" shift that is allowed is



N=1+ (T =T, —Tp)/8 S (3.1
The "1" in the above equation accounts for the fagt
that the first bit in the input has already been
received before the MM output begins to drift out of
phase. From this equation, we see that for high bit

rate operation (i.e., small values of T) T, and T,

m

should be made as small as possible. Also, notice that

for fixed values of T, T,, and T,., the value of

m’
A increases as the number of consecutive 1 or 0s in the
input signal, N, decreaées. It is advantagecus to make
N small sincebit is easier to construct a delay network
that provides a delay of T +4A seconds fér large.va}ues
of 4 than for small values of A .  Since theUPeErovic

'code haé a small bblue of N, this type of clock recovery

circuit is easier to implement for the Petrovic code

than for the NRZ code.

3.2 Clock Recovery in & Petrovic System

The selffsustaining monostable'multivibrator‘clock

r%sgvery circuit described in the previous Section can

'

eésily be used to recover  the clbc

cdbe However; due to the mld-blt‘

1n the Petr0v1c codga the reco erf KR 1 operaté

g
rl L TE "\l

. , {
at tw1ce the b1t rate. Thus theu ; u put has to be

d1v1ded by two beforé‘lt can be’ applled to the decoder.

Flgure 3.3 shOWS th tran51tlon;detector output for an .

61
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(a)

(b)

(c)

(d)

L4

Fig. 3.3
(a)
(b)

(c)

Transition Detector Qutput

100010 NRZ bit sequence

Output of the transition detector when waveform
(b) is its input, The missing primary pulses are
shown in dotted lines.

Output of transiton detector when the EX-NOR

. output of the decoder (for the Petrovic blt stream

shown in (b)) forms the input. Note that' this
wavefofm contains a greater number of primary

pulses than waveform (c).
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arbitrary Petrovic encoded bit stream. The delay in the

transition detector is chosen to be T/4. Notice that

the output of the transition deteqtor contains pulses
occurring at multiples of T/2 seconds: The pulses in
dotted lines represent the pulses that will be ihserted
by the self-sustaining MM circuit. = Also, since the
maximum interval between transitions in the input is 2T,

a maximum of 3 consecutive pulses can be missing from

the transition detector output. This is one of the-

advantages gf the Petrovic code. With the NRZ code,
tﬁere is no such restriction, unless a scrambler is
used. |

In the Petrovic decoding process, the incoming
Petrovic bit stream and a delayed %ersiop of it are
applied to an exclusive NOR (EX—NOﬁ?@mﬁmTﬁé resulting
output signal still has transitions at multiples of ./2
seconds but the maximum interval between transitions is
reduced from 2T.to 3T/2. WQen this signal is applied to

G
the clock recovery circ@i%, the maximum number of

consecutive pulses that 7gan be missing (N) from the

=3

transition detector dﬁtgut is now 2. From jitter

considerations (see ééctién 3.3) it will be seen that
one would like to make N as small as péssigle. Thus it
is advantageous to use the EX-NOR odtpungg%ﬁhe decoder
instead of the received Petrovic signal as the input to

the clock recovery circuit. The resulting transition
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detector; output when the EX-NOR output is applied to the

input is shown in Fig. 3.3d.

3.3 Jitter Analysis ‘

v

In the ;deal case, when Jjitter is absent, the
pulses generatéd by the transition detector (the primary
4§ulses) will trigger the MM at integral multiples of the
bit interval T for the NRZ code and T/2 for the Petrovic
code. In practice, the arrival times of the primary
Jﬁ_pplseé will fluctuate or "jitter" around the ideal
arrival times. Jitter in the primary pulses will be
assumed to have a gaussian probability distribution
function (pdf) with a zero mean and a variance oiz. This
is a reasonable assumption and its jﬁstification is as
follows. If the fibre-receiver bandwith is large enough
so that intersymbol " interference will be negligible,

then pattern jitter (or systematic Jjitter) will be

negligible and the jitter will be mainly 'due to the

receiver noise [45]. The relationship between input

jiﬁter jj(t) and receiver noise n(t) can be obtained
with the aid of Figure 3.4. When the received signal is
first applied to a logic gate, it will cross the gate
threshold every T/2 seconds. However, .due to noise
contained in the input signal, the threshold crossings
will deviate from the ideal times. In Figure 3.4, the

received signal will ideally cross the threshold at time

64



Gate
Input
(volts)

A

4
: signal + noise,
F  s(t) + n(t)
signal s(t)
L
‘w»
- z 2 t-’-
™ Mo
Fig. 3.4 Relationship between jitter, j(t), and

receiver noise, n(t), when the received

signal is first applied to a logié‘gate.
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to- pue‘to noise, tbe signal actually crosses at t,.
The difference t; - t, is the jitter (e, If the
rising edge of the received signal is assumed to be

linear, then [46]

]

A/t (3.2)

t,. n(ty)/A - (3.3)

n(t;)/3(ty)

]

or j(tj)

Thus, the Jjitter is a function of the receiver
noise characteristics and is porportional - to the rise
time of the input signal. Noise in fibre optic systems
is non-gaussian due to the poisson statistics of the
incoming photons and the complex statistics of the APD

gain (if an APD is used). However, in most cases, the

thermal noise of the preamplifier dominates the total

noise and thus the receive noise can be assumed to be

gaussian. If the noise is assumed to be a zero mean,

2

gaussian process with a variance an’.

then the jitter
will also be gaussian, have a zero mean and its variance
2

0;“ can be obtained from equation 3.3 to be

0;2 = t,° o 2/A? (3.4)
Let us next qglculate the output jitfer pdf of the

£
self-sustaining moﬁostable multivibrator clock recovery
circuit for a gaussian input Jjitter pdf. For
convenience, the delay of the gates and of the MM will
be assumed to be zero. Assume that initially a primary

pulse triggers the MM‘at the ideal time (i.e. Jj(t) =

0), causing the delayed output pulse to arrive at the OR
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gate (see Figure 3.1) T + ji(t) seconds later. If j;(t)
<4, then the primary pulse will trigger the MM because
it will arrive at the OR gate before the delayed output
pulse. In t#is case, the output pulse will occur ji(E)
seconds away from the ideal time and hence the output
jitter j,(t) will be equal to jj(t). If j;(t) > 4, then
the delayed output pulse will trigger the MM and j, (t)
will be equal teo A, irrespective of the actual value of
ji(t); Note that the feedback has inhibited any primary
pulse arriving A seconds or more after the id=al time
from triggering the MM. 'The output jitter pdf for this
case 1is shown in Figure 3.5. This is an example of a
half-wave rectifier transformation; an impulse exists at
t =4 to ensure that the area under the pdf curve is
unity [47]. The ahplitude of this impulse, A, 1is equal

to the area under the gaussian curvé from A to«, i.e.,

) 2 2
A= 1 [ e "t/200 at (3.5)
A

2n o.
i

The calculation of the output jitter variance, 002

is as follows:

052 = E[3,2(8)] - E2[3(t)) (3.6)

where E'(.) denotes the expectation.
Although the input jitter has a zero mean, the

output jitter pdf will have a non-zero. mean.
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N ,L‘
T (b /-tz/ZO? . NI ’ ;
E(jott)) = 1 |t Y i'dt + As (3.?)
' - : v 2n Oi‘w L
) A 2 . C
= -0, 4 1 ft e-ﬁz/2°1 dt + AA (3.8)
. V2 2n 9; 0 : T :
: =09 + _a*-+ Aa (whenp<ojy /10) (3 9)
V2 n 2/2n o A :
similarly, R o
‘ : . 2, . S ’ .
. EGR) = 1 Jt2 e 295 ar + An? (3.10)
{ /f'rr—oi, '
© - o . 2. ) 2 . .
but _1  ft2 e %20 gt = 0.50 (3-11)
o, | - -
1 .
. ) -£/242
.. E(3o2(t)) = 0.50;2 1 f e~t/29i gt
4 - : /2" 0 .
A+ AN e (3a12)
. - S S AV
; ~ For small values of A/(e g., A < o /10), then the

' 1ntegral denoted”by ¢ becomes

. ) i
. L ’ Y 7
I ) ) ¢

A { t2 at. A T (3.13)
'/ZTO \/—_0‘1 3 \ . . T

. E(:oz(t)) = _g_- + 2ol A2 (3.14)
. mTo; 3. o , o

1
P
t

SuBstitutinng3.l4) and (3.9) into (3.6) we get:
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0,2 = 0.3012 + 1 L%+ Ara?
” 21 o, 3 '
\>1‘ .
- (=% o+ A + Ap )2 : (3.15)

Y2r 2@ i

Gk

u‘ 1 B ““—G‘ N . '
. v 5 .
If o =0 (the ideal case); theg%l ~ﬂo.5‘and ,
Do ag? = 0.50;%2 - og%/2m T (3.16) -
= 0.341 olZ‘V o o (3.17)
The ratlo “of. the Output jitter variance to the

input jitter variance, 00'2/0 i2' is 0.341.

If 4 = 03/10, then A = 0.5 and from (3.15) we get:

602 + 0.384 oiz_: | © - (3.18)

. } Y . 2
P% i WV &atlo 9o / iy is now 0 38& (asy compared to
T g N i .
~0. 3%?1 for A = 0) Notlce that as the value of
-3 : ‘ ‘

A 1n\creases, the ratio between the output jltter variance

to the input jitter variance increases. ;
. y

‘The output jitter pdf is not time independent.
‘When' prj;mary 'pulvses afe ‘missing or 1late, the MM 'is

trlggered by the feedback signal. This extend‘sx the pdf

/
to the rlght by A seconds for each such event For

&
example ﬂ1f a prlmary pulse is mlsSJ.ng and the de]‘;@yed

. output pulse trlggers the MM A second’s after the 1dea1
. V Q« 5% ..'-' .

~arrival tlme, then the output Jltter p&ﬁ ﬁ‘or “the next.‘

e
R

4
bit 1nterva1 will be as shown in Elgum 6.. wﬂ?he ratlo.
/a‘-
o 2/0 2 for this case with °a f‘-—é\ol/lo (us:mg equatlon
" 3. 15) is approx1m§fe’1y 0.432. An ve_xact(.} value of go,gof

‘ 1s.d1ff1cu1t to obtain. However, if A<< ¢ i, it can be
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intuitively seen that the average value of 002/012 will

be approximately 0.34 , i.e., the value obtained with

&;A gL 0 (see equation 3.17).
" 3.4 Ciféuit Modification
If early arriving primary pulses were inhibited
foF ﬁrigge}ing 'the: MM as wellxrés the late arriving

[ L 2

R S . :
ory fﬁ%phen a substantial further reduction in the output

variance“would occur. If all the primary pulses

-t arrive earlier than A' seconds before the ideal

//

/time were made to trigger the MM only 4' seconds early
and the late pulses are inhibitedﬁgs(before, then the

output jitter pdf will take the form shown in Figure 3.7

(for the case when ‘a primary pulse triggers the MM in

y
the previoys time slot) with jj(t) '= 0). If A= & = :
6;/10, then E(jo(t)) = 0 and -
2 1 b, —t2/262 | \
0 = Je2e "L ar + 24 0% - (3.19)
/27 o -A L \
100
| | " (3.20)
o : 2 .
= P9 | ot
Y21 o; 3000 100 , s
| ) o { , ~(3.21) ’
= 20% / (3000 VZn) | | |
.\" ’ﬁdwﬂﬂ‘ﬂljz-ﬂ
_and o 2/0i2 = 0.01207. - | , L

The ratio 602/(32 is approximately 37 times less

‘than when the early pulses +are not inhibited. Thus,
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inhiting the early arriving pulses from triggering the

MM ‘as well as the late arriving ones; does result in

on of the .output clock’ signal, as shown in

I" 3

The outéi feedback path pulls the AND gate

AN

*A' seconds * before the  ideal time. - The

1 - . .
inverter in the feedback path is essential for proper

:..—'/

operation. Initially, the MM output is low. If the
inverter were‘n‘.ﬁﬁncluded,‘then thé input' to the AND
gate would be-  10% and the primary pulses would never b&® -~
able to tigger the MM. The delay T, = f - Tg - 8,
where Tq is equa;,to the monostable pulée Qidth. Thg
timé‘i?terval, A' should be made as close to zero as ’,(
‘practiéable, |
' Experimental verification that the simple
~‘%pmodification‘described;ih-thié sec;ioﬁ results in jittef~
. re@égtibnv.will be given  inu Sectibn‘”5.4. The

experimental Petrovic system will be described in thé””

next section.
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CHAPTER 4

THE EXEERIMENTAL PETROVIC SYSTEM

An experimental optical fibre communication system
emplOYinqt, the - @etr@vic Woode was ¢ désigngd“';and#
CE;struiﬁed. The main objectives for.setting up this

experimentaf system were the followingf
* 1. Compare the bandwidth and power requirements for
the Petrovic code with that of the NRZ code, for a BER
of 1077 \

2. ve-ify that the circuit modification to the
self-sustair.:ng ,monostable clock recovery circuit,
described in Chapter 3,‘résults in jittef peduction:'

3. Determine thé perr penalty (if any) when the
recoveredwclocklis used to sample the fecéived'signal
instead of the transmitter clock. ¢ '

‘A block diagram of the experimental system is shown
in Figure 4.1, The expef;mental system consists o; a
Petrovic encoder, 1laser transmitter,‘multimode optical
fibre,‘APD—preamp&ifiér, main ampliﬁieg; clock recovery
circuit, and a Petrovic decoder. The encoder accepts
binary NRZ data at 44.736 Mb/s (PS-3 rate) and génerates
a Petrovic encoded data stream which modulates the laser

transmitter. The optical signal' from the laser diode,

which operates at a wavelength of 0.83 um, is fed to a

A (:2%
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multimode aoptical fibre. A% the receiving end, the weak
. optical signal is converted to an electrical signal by
an avalanche photodiode (APD). The signal current
produced by the APD is ampllfled to a useful level with
a low noise preampllfler followed by a main ampllﬁler
The' output of the main amplifier is applied to the
?decoder, thich performs the inverse operation of. the

’

encoder, resulting in the or1g1na1 binary NRZ, data  The
v

‘sampllng clock required in the de01s1on 01rcu1tr9 of -the

decoder is derived from the recelved 51gnal by qugovelf

¢y
self-sustaining monostable clock recovery c1rcu1t In

this chapter, the design and operatioﬁ”bf each of. the

experimental components is described\}n detail.

ke)
4.1 Petrovic Encoder

The Petrovic encoder converts a binary NRZ input

data stream at 44.736 Mb/s into a Petrovic encoded data

stream at a bit rate of 89.472 Mb/s. Each outgoing bit
] o ,

is T/2 seconds in duration, where T is the bit interval

of the incoming NRZ bit stream. The encoding ruld® for
the Petrovic code are the following:  an incoﬁing 1 is
encoded by 11 and 00 alternatély; an incoming 0 is coded
by 01 if the previous two encoded bits_were 00 or 10,
~ and by 10 if the previous two encoded bits were 11 or

01l. Due to the simplicity of the encoding rules, the

78



encoder is not very complex. A schematic diagram of the
encoder is shown in Figure 4.2. , o

The data and clock inputs to the encoder are
obtained from an HP 3762A Data Generator. This unit
produces péeudo-random binary bit sequences (1023—1,
1015-1, 1010-1y as wel{ as periodic 16 bit and 10 bit

word sequences in the ency range 1 KHz to 150 MHz.

The output data can the NRZ, R2Z, or CMI code
format. ,% The bit rate &f the data ® stream céhlnbe
determined by an external clogk\ sQyrce . or by two
internal crystal 05cillator;, whiéh are set at 44.736
MHz and at 137.088 MHz.

For proper operation of the encoder, the clock and

data signals must have coincident rising and falling

edges. However, it was observed that the clock signal

from the data generator lagged the data signal by
approxiwately lzns. In order to make the transitions
coincide, the data signal is delayed by the AND éaté 1c
1A (sée Figure 4.2), which has propagation delay of
approximétely i ns.

Even though the Petrovic code is a 1B-2B code, a

-

clock at double the incoming bit rate is not required in

T

the encoding process. In the encoder, mid-bit

transitions, which are‘characteristic of 1B-2B codesgy
are triggered by the falling edge of the clock signal.

Thus, in order to have transitions occurring at exactly

79
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in the middle of the bit interval, ig;!ﬂ imperative that

the clock signal have a 50% duty cycle.

When a 1 is to be transmitted, the encoder must
determine what was sent for the previous 1 and output

its complement. For example, -if the last 1 was encoded

by .00, then the next 1 should be encoded by 11. IC 1B,

IC2 and - monostable multivibrators MM1 and MM2 are

'respon51ble for encoding a 1 in the input data stream.

») \

When the 1nput data is a 1 and the clock underdoes a
positive tran51tlon, i.e. from low to kdgh, then point A
in Figure 4.2 goes high. Tnis causes outputs B and B'
of the Toggle flip;flop to change state. (The Toggle
flip flop is .implemented by a JK flip flop with inputs
J=K=0). The Toggle flip flpp serves as a memory device
for eneedrﬁg the ones. When its output (point B in Fig.
4.3) is low, a 00 was semt for the last 1; when‘it is
‘high'a 11 was sent. Mon;stable multivibrators MM1 and

\MMQrare des;gned to trlgger on the r1s1ng edge of their

:'u“ Ve

oétput flip flop IC3;while pulses from MM2 reset this
flip flop.‘ Thus, when the 51gnal at p01nt ‘B becomes
high, indicating tﬁht a 1 is received and 1? should be
encoded by 11, Mﬁl is triggered. The pulse generated by
- MM1 sets fllp flop ICc3, causing the output to go high.
'g?he length 3f flme the output wllll{jemain a 1 is

1@ N
’ependent upon the value of the next 1ncgm1ng bit. TIf

1nput‘ 51gnal v The pulses generated by MMl set the
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f
the next incoming bit is a 1, the output will remain

high for T seconds (IC3 will be teset by~-a pulse
generéted by MM2, T seconds later). If the next
incoming bit is a zero, the output will r%sain a 1 for
3T/2 seconds. %

The monostable multivibrators MM1 :nd MM2 are
realized by logic gates [48]). A schematic diagram of
their circuitry is shown in Figure 4.3. Thé monostables
trigger only on the rising edge of their input signa}.

When a 0 1is received, the outpﬁt of the encoder
must) toggle states after T/2 seconds. ~ This is
accomplished by gating the clock signal and the data
signadl by IC7, a NOR gate. When the inpuf'is a 0, the
output of IC7. point E in Figure 4.2, becomes high on
the féfaiqg edge of the clock signal. Since the clock%
_signal, has a 50% duty cycle,, point E g;es high T/2

seconds after a O is received. This sggnal is then
. : o

;- delayed by an additional 3ns by a delay network

consistiﬁg of 3 OR gates (EeétFigure'4.4) and applied to
the clock input of the outpu& flip flop (IC3). The 3
nsecbdelay compensates for the delay introduced by;the
monostables .in the encoding process for a 1. When the
clock input to IC3 goes high, the output ;ill toggle
states, as required, because both the J and K inputs to.
the output flip flop are iow. » |

In order to encode the 0s successfully, both the

K
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J and: K inputs to ‘IC3 must pe low when its clock input

becomes high. This is the reason why the monostables
»

"are?included. If they were not‘includedf~then either

the J or K 1nput would be high, ‘and the output will not
toggle states \for an incoming-. O. s Simple RC

differentiators can be used instead of the monostable

‘multivibrators at low speeds. .However, at speeds at

.which the encoder‘operates,'it was found that due to

stray capacitances, RC differentiators did not produce
pulses w1th fast enough rise times.
The encoder was constructed % a 7cm by 1l4cCm

printed ‘circuit (pc) board and placed in a die cast

"metalk Chassisiﬁ(fdr’ shielding) . ¥Since high speed

Y ; oo . . .
operation was desired, emitter &oupled logic (ECL) gates

were used: Power supply lines coming into the chassis

were shielded by feed through'capacitofs (filter—cons)

and ferrite beads. Coaxiél BNC connectors (50 ohm)" were

used at the inputs and-output. Circuit interconnections

/
/ .
were kept as short as possible. In order to_ avoid

problems due to reflections, ° fifty ohm microstrip
transmissioh‘?‘ lines were used whenever the

interconnection length exceeded 5 cm. ECL outpufs were
terminated with a 51 ohm resistor to -2V at the

destination point. Power supply lines on the‘pc'board

.were decoupled to ground by high quality RFu (mylar)

capacitors (0.1 yF and 47 pf) at several points..
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i.z Laser Transmitter

A -Gemeral 'Opt¥onics. short wavelength (0.83 1m)
single longitudinal mode laser diode was used for the
opticély source. -This laser diode ‘'has the drive
ciécuitry, which = incorporates automatic power’ and
temperature control #nd performance warning alarm, built
into the same package (model GO-ANA). Thé laser can be
modulated over a frequedcy range oﬁ 20 Hz to 1.25 GHz,
has an average odtput power of 1 hw, and,Qas a fairly
'linear:output‘power versus current ch&racteristic. Thes
électri¢al input to  the  laser transmittef is
capacitivély coupled and has an impedance of
‘approximately 50 ohms.  The laser is biased at the
centre of ifs linéar operating region. An input peak to
peak voltage swing'of,o.e‘volts is sufficient to turn
off the laser for fhe zero 1evei.

4.3 Fibre ~

The experimental system utilizes graded index,
multimode fibre manufactured by Northern‘Telecom. This
fibre has a numerical aperyggwe of 0.2, an -average
attenuation of 2.75 dB/km, and a dispersid; of 1.5’ns/km

(FWHM) at a wavelength of 0.83um. The experimental

s

~

system waslmxgsted with 5 km of fibre in place. A

.bafiable bptical attenuator was placed in'serieé'with

l

—



the fibre link to control the amount of optical power

A . o
©

falling upon tﬁe APD.

Multlmode flbre,was used in this project because it
wae readilyvavailable in the laboratory. , Single mode
fibre aéd;a long wavelength source (1.3 um or';.ssum)

could also have been used. In this case,_aAcohéiderably

longer length of fibre would have been required because

of the lower dispersion of the single mode fibre and th%¢

lower fibre attenuation at longer wavelengths.

The 3 dB electrical baﬁhwidth of the fibre (F34p)

can be.easily determined from the -well known equation

[49]:
| Fygp = 311/D  MHz.km, (4.1)
where D = pulse dispersion in ns/km (measured
at FWHM) |
For the experimental fibre, Fy4p = 311/(1.5 X 5) =
207 MHz.km. Since 5 km of fibre was used, the bandwidth

for the total section is approximately 207/5 = 41.5 MHz.

This is a conservative figure because the total

dispersion should be smaller than 7.5‘ns (5 km x 1.5

ns/km) because of mode mixing, which is caused by-

microbending and splices [49].

The bandwidth of the fibre should be sufficiently

1arge or else a power penalty is incurred at the

receiver. According to Personic¢ and Smith [40], less

’vtﬁan 1.5 dB power penalty occurs if
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' 6/T < 0.3, | N (4.2)

where T biﬁ interval

o]

0.5 x rms pulse width of impui;e response

of the fibre

2.355 D ¢
= 3,18 ns for the experimental fibre. -
Therﬁfo;e, o/T = 3.18/1}.18-= 0.28. éince o/D <
0.3, the bandwidth of the fibre should be.sufficient to

transmit the 89.4716 Mb/s Petrovic encoded bit stream.

4.4 Optical Preamplifier

The optical receiver qgnsists of a detector,
preamplifier, and a main amplifiér. The sensitivity of
the receiver is determiped mainly by the noise sources
in the preamplifier stage. _The noise generated by fhe
optical detector (APD or PIN diode) and by the front-end
electronics usually dominate the noise entering the

decoder. 1In order to achieve a low BER, it is necessary

to minimize the contributions from these noise sources

while maintaining signal integrity. Thus, a proper °

design of the preampiifier stage is essential for good
system performance..
The ekperimental optical receiver employs a silicon

APD followed by a 1low gain bipolar transimpedance

preamplifier. An APD was chosen instead of a PIN diode

”

because an APD~receiver is more sensitive than a- PIN-

4
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y
receiver at a wavelength of 850 nm [40]. The particular
detector " used _is an RCA C30908E.- APD., Important
charagteristics of this deviée are as follows: operating

voltage and breakdewn ‘voltage = of 228V and - ' 241V
, P

§r

respectively; dark current ‘of 18 nA;- respon51v1ty of 65,

i

A/W; and a noise current of 2E-13 A/ Hz. Although the.

—

high~impedance preamplifier design offers’ the . best
éensitivity, a transimpedance design was “employed in the

experimental system because it offers a wide dynanmic

‘\range and does not need equallzatlon [50 51].

A schematlc dlagram of the preampllfler is given in

Figure 4.4. The preampllfler con51sts of 3 stages The
first stage is a low gain common emitter amplifier.

This is followed by a differential .pair and finally a

common collector stage. Bipolar transistors, each with

an. fnq of 4 GHz (BFR 90) were used for the active

—

dev1ces
The flrst stage of the preampllfler, i.e. the stage
immediately folloW1ng the photodetector, should have a

low 1nput capa01tance (C; since the bandw1dth is

i)
inversely proportlonal ‘to Cye The first stage should
also have sufficient gain, so that no;se generated by
succeeding stages will be small when‘referred‘to the
inpﬁt of the first stage [52]. A cascode stage is often
used for the first stage [53] because itAhas a low input

capacitance and a reasonable gain. In the experimental
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preamplifiér, a common emitter stage was used for the
first stage. The drawback of this confiquration is that
thg Miller capacitance is large when the gain ié large.
>Thus, thé gain of the first stage was kept low.

In the experimental preamplifier, the: shunt

capacitance of the APD, Cd,‘is approximately 0.3 pF, the

base-collector junction capacitance is 0.5 pF, the base-
emitter dlftuaéow papa01tance is approximately 10pF, and
»!&F*te lead lengths, pc

'mated to be 2 pF.

the stray capﬁgﬁtance due tQ,

board trace for the base, etc.,
The mid-band gain of the first stage is approximately
Ro/hjp = = (RgIg)/26 mv . (4.3)

100/43 = -2.3.

o

The effective 1input capacitance due to the base-
collector junction capacitance, invoking ‘Miller;s
theorem, is approximately ([1 - (-2.3)]6.5 = 1765pF.
Thus, the base—emi£ter capacitance dominates the total
capacitance at the input and the use of a low gain,
common emitter first stage does not increase the input
capacitance significantly. -

A differential pair was ased fof the second stage.
This stage was capacitively coupled to the first stage
in order to simplify biasing. Since the spectrum for
the Petrovic_code.confgins a null at dc and hasISmall

low frequency components, the low frequency - pole

(approximately 20 KHz) due to the coupling capacitor



should notfi cause any problems. The differential pair
provides adequate gain, and has a good high frequency
response. The collector of the first transistor (Q2)
was tied_;irectly to the power supply, which is an ac
ground, thereby reducing the Miller capacitance. The
output signal is taken: from the éollector of Q3 because
signal inversion is not required (Ql provides the ;ignal
inversion necessary for negative feedback).

A common collector configuration is used for the
third stage. This- stage provides a 1low output
impedance, which |is necessagy té drive the main
amplifier, and exhibits gdod high frequency response.
The output of this stage is filtered by a first-order
1ow pass filter (R1l1 and.-C8). A low pass filter was
required-for some of thg experiments that were carried
out (see Chapter 5). Resistor R11 was chosen to be 24
ohms ég’that the output impedance of the preamplifier
would be épproximately 50 ohms (to minimize reflection;
between the preamplifier and the main amplifier).

In order to reduce the effective resistance seen by
the input capacitance, voltage-shunt feédback is
employed. [The signal from the emitter of Q4 is fed béqk
to the base of Q1 via Rf-and Ce. Capacitor Cg serves to

block dc. The value of Ry determines the bandwidth and

transimpedance of this circuit. The transimpedance 1is
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/ directly proportional "to thé value of R but the
bandwidth is inversely proporiioﬁal to it. - o

Since the preamplifier was réquired to have a large
bandwidth (ébout‘ 100 MHz), - certain preéautions were
taken in iﬁs Jconstruction. The preamplifier was
constructed on a 4 ¢m x 5 cm printed circuit board with
the components surface mounted on the top surface of the
board:; fhé bﬁttomﬁsurface was a ground plane. Care was
_ taken to ensure that the copper'vtraces were short,
especiaily for the feedback path and the forward path
(i.e. between Q1 and Qé). High quality RF capacitors
were used for decoupling the V,. and APD bias voltage
lines. The pc board was enclosed, in a die cast metai-
chassis with fhe APD mounted to one 6T its sides. Care
was also taken fo block stray RF energy from entering
the preamﬁiifier. Short, twisted pair wires with
ferrite beads placed in series were used between the
power supply and the preamp chassis. Power lines enter
the’ interior of the chassis through ‘feedthrough
capacitors ~ (Filter-con conneétors), 'which helped to
" further suppress any stray RF energy.

- . ——
_4.4 Main Amplifier

The output of the preamplifier is applied to a

Keithley Instruments Pulse Amplifier (podel 165). This

e

amplifier provides a voltage gain of 100 (40 dB), has a
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pandwidth of 500 MHz, and an input impedance of 50 ohms.
At low power levels (around -48 dBm), the outbut of this
amplifier was approximately 0.2 v *p-p. Since this is
too low to trigger ECL gates, it was amplified further
by a HP 461A amplifier, which has a voltage gain of 10

(20 dB) and a bandwidth of 150 MHz.

4.6 Petrovic Decoder

The Petrovic Decoder converts the received Petrovic
encoded data to the corresponding NRZ data. A schematic
~diagram of the decoder is shown in Figure 4.5. 1In the
Petrovic encoder, each incoming NRZ bit is encoded into
a block of two outgoing bits. Adjacent bits in each

block are identical if the incoming bit is a 1 and are

different if the incoming bit is a 0. Thus, the

v

Petrovic encoded bit stream can be easily decoded by
éimply comparing the first and second bit in each block.
In the experimental decodef, this comparison is
performed by an exclusive NOR (EX-NOR)-aate.

Circuit operation of the decoder is as follows.
Since the -optical receiver is ac coupled, the signal
entering the decoder is symmetrical about the 0 volt
1éve1, i.e. it has zero dc content. In order to trigger
ECL gates, however, the received signal must be level
shifted. The level shifting "is accomplished by

‘ R
capacitor €1, diode D1, and resistors R3, R4. These
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elements form a clamp clircuit . By adjusting the value’

of potentiometer R4, the dc level of the signal at point
A (see Figure 4.5) can be controlled. Potentiometer R4
was adjusted until the peaks of the incoming signal were
¢lamped to ~0.8 volts, the high level for ECL gates.

The incoming level-shifted sfbnal is applied to the
inputs of the AND gates IC 1A and IC 1B. The outputs of
these gates are' identical. The output of IC 1B |is
applied directly to the input of the EX-NOR gate (IC 2)
while the output of IC 1A 1is first delayed by T/2
seconds with a coaxial line and then applied to the
second input of the EX-NOR gate. The oytput of IC 2 can
be sampled to give the origiﬁal transmitted signal. "If
the two inputs to IC 2 are identical, its output is
high, indicatingbthat a 1 1s received. Similarly, the
output of IC & will be low when its inputs differ, which

indicates that a 0 1s received. It is 1inevitable that

in this decoding scheme, the first bit of a'particularv

block and the last bit of the previous block will also
be processed by the EX-NOR circuitry. In order to avoid
errors, therefore, sampling must occur when the EX-NOR
output contains the resulting signal when its inputs are
the first and second bit of the same Dblock.
Furthermore, the received signal must be sampled at the

centre of the eye pattern, i.e when the SNR is the
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greatest. The optimum'sampling'instant is achieved by
delaylng the clock signal by a suitable amount.
The output of the EX NOR gate 1s sampled via a D

flip flop (IC 3). A clock signal .at a frequency of

44.756'MHZ is applied to the clock input of the D flip“

«
flop- IThe .output of the D flip flop contains the
deqeded NRZ signal. This signal is then applied to the
HP 3736A Error Detector to determine the BER.

'One of the’ objectlves for setting up this

experimental system. .was to compare the  system

performance obtained when the delayed transmitter clock
Iis used. in the decoder with the system performance
obtained with the recovered<clock. ‘When the tf%nsmitter
clock yas used, the clock output of thefHP 3762A Data
Generator was delayed by .a suitable amount using an HP

1906A Delay Generator, whlch is adjustable from 0 to-.100

ns in 1ncrement5«o£§§ ns. This Delay Generator-requlres

a TTL.»compatlble ,1nput 'signal. Thus, the ECL clock

\
51gnal from the Data Generator was first level shifted

by an HP 1910A Rate Generator ‘and then applled to the
Delay Generator The TTL output of the Delay Generator
was level shlfted in . the decoder by clamp circuitry
) 81m1Lar to that used fOr the main amplifier output (see
-Flgure 1\5) Whenmthe recovered clock from the clock
recovery c1rcu1t was u;ed as the decoder cleock, it @as

found thht only a few. nanoseconds of delay was required
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for proper operation of the decoder. Thus, instéad of

the Delay Generator, a short coaxial transmission line

/

/
was used to provide the necessary delay. Lfsince the
output of the clock recovery circuitry isfalready ECL

compatible, the level shifting ciréuitryyﬁas not needed

/
(see Figure 4.7). ! !

E

The decoder was constructed on qflo cm by 8 cm-pcC
board and enclosed in a die qé;t me%él ch;ssis.
Construction practices incorporatgéqur the encoder (see
Section 4.1) were employed ;iere as well. The

performance of the decoder will be discussed in the next

chapter.

4.7 Clock Recovery/éircuit

The self—sﬁstaiﬂing monostable clock recovery
; -
circuit (see Chapteﬁ 3) was used to recover the clock

i

signal from the iﬁéoming‘data. A schematic diagram of

the experimental clock recovery circuit is shown in

Figure 4.6. Tﬁé original circuit developed by Witte and
Moustakas [31] is obtained by connecting point. C to
point B andcleaying point H open. The modified clock

recovery circuit is obtained by joining point i to point

C as shown in Figure 4.6.
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The input to the clock recoyery'cifcuit is obtained ,

from the timing output of the decoder (see Figure 4.5).

This input signal is applied to the transition detector,
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which produces approximately'a 4‘ns wide pulse on each
rising and falling edge. The EX-OR and the transition
- detector fofm the non-linear element required to
generate a spectral line at twice.the incoming NRZ bit
rate. vThe transition detector. is realized by a NOR
.gaﬁg;;*an EX-OR.‘géte, and a coaxial delay 1line (see
Fiéﬁre:~416). on every input transition, a -pulse -is
genefatéd at Fhe output of the EX-OR gate because its
two inputs ha#e unequal propagation delays (due to the
delay 1iﬁe). The duration of the pulse is equal to the
lqngth of the delay+- In the-experimenta1 system, a
0.78m long coaxial line was. used (RG 174/U). This
corresponds to a  pulse length of 3.9ns, which is of
sufficient duration to trigger the monostable

‘multivibrator (MM).

The pulses from the transition detector, which will:

be referred/to here as the primary pulses, are fed to an

¢ .
AND gate (IC 1B). If the original clock recovery

circuit is ‘desired, both the inputs to this gate ére
tied tbgether and hence its output Qill‘be equal to its
input. However, for the modified circuit, the
transition detector output is géted( 5y an AND gate)
with the delayed clock 6utput (delay < T/é), This AND
operation prevents primary pulées that arrive too early
from triggering the MM, which results in clock Jjitter

reduction. The output of the AND gate forms one of the



N
inputs to an OR gate (IC 3A). The other input to the OR
gate is the outpuf clock signal delayed by the inner
feedback loop by Tl seconds (T1 > T/2). If the primary
pﬁlse is late or miésing, this delayed clock signal will
Fri&ber the MM. \ |

The monostable multivibrator is similar to thoée
used in the encoder. It produces a 4.8 .ns pdise on
.every rising edge of its input signal. The outpﬁt of
tﬁe MM is at twice the clock rate (i.e. 89.472 MHz).
since the decoder clock shoqld be at half this rate,
this clock signal is divided by two using a T flip-flop
(IC 4).

When the input tO‘the-cléck recovery circuit is
left open, the circuit oscillates at a free running
frequency of 0.5/T1. This oscillation is started by a
transient pulse triggering the -MM when the power is
‘turned on. Due to the inner feedback, the MM is then
repeatedly triggered Ebery T1 seconds. = Since the MM
output i; divided by 2, the osaillation frequency at the
_éiock output terminal is " 0.5/T1. By measuring the
frequency of oséillation, which was accompliéhed by an
HP 5326A Timer-Countef, the exact value of the delay Tl
can be obtained. Alsoj\when the -2V ECL power suﬁply is
adjusted, slightly, the frequency of oscillation changes
slightly (by a few hundreds of ;KHz). This occurs

because the amplitude of the gate outputs are slightly

N
N
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changed, resulting in changes iﬁugfépggation delay due
to amplitudef£ofphase conversion‘that occurs because of
non-zero gate thresholds. When thé input to the clock
recbvery circuit is connected, the frequency of
oscillation locks to the bit réte (44.736 MHz);

The clock recovery circuit was constructed on a 7
cm by 14 cm pc board -and enclosed in a metal céntainer
for shielding. Delay 1 was realized by é 1.6 m coaxial-
line (RG 174/U), whose delay of approximately 8 ns
together with the' propagation delay of the gates makes
Tl = 11.21 ns. «Delay 2 was realized with two AND gates

and a 20 cm coaxial line (T2 = 11.0 ns).

4.8 Jitter Measurer

In order to determiné;the reduction in clock jitter
power obtained .by the simple circuit modification to the
self-sustaining monostable clock recovery circuit a
jitter power measuring. device was constructed. This

jitter measurer consists of an EX-OR gate.fq1ldwéd»by-&;
5 S

low pass filter. The transmitter Ci
recovered clock form the two inputs to the'ﬁX;OR_gété;
The output of an EX-OR is high’ whenever its th inputs
differ. Thus, the output contains pulses of width equal

to the phase difference, or jitter, between 'the

" transmitter clock and the recoveredaclock. A blocking

capacitor is used to remove the dc component of the
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output signal. The dc component results from a constént
phase difference between the two inputs. The low pass
filter remoVes;the’clock.frequency,from the signal; its
3 dB cutoff ffeqﬁency. is approximatély 23 MHz. The
output of the jitter measurer is measured using an HP
8557A spectrum ‘analyser: The area under the jitter
spectral curve is proportional to\ the jitter rpower,
which, neglecting the dc offset, is equal to the jitter

variance. A similar scheme to measure the jitter power

is reported in [45].
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' CHAPTER 5

EXPERIMENTAL RESULTS

The experimental Petrovic system'described in thé
previous chapter was set up and various measurements
were made. The relationship between BER, received
power, and receiver bandwidth was obtained for the
Petrovic and NRZ codes. These results will be used to
compare the. bandwidth and power requirements of the
Petrovic code with that of the NRZ code. The clock
jitter spectruﬁ of the original self-sustaining
monostable multivibrator clock recovery circuit and of
the modified self-sustaining monostable circuit was

obtained for various values of feedback ,déﬁa% and

v

- )
receivgd power. An examination of these results will %%

.aid in understanding the jitter performance of the clock
recovery circuits and in determining whether _ the
proposed modification will result in jitter reduction.
The performance of the encoder, optical receiver,
decoder, and- CIdck recovery circuits ‘are presented
first. Then a comparison is made between the
experimental and theore@ical power spectral density of
the Petrovic code. NeXt, the experimental relationship
between BER and various parameters, i.e. received power,

‘receiver pandwidth, - bit sequence are given. Finally,

¥
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the jitter performance of both the clock recovery

circuits is discussed.

5.1 syétem Operation and Waveforms

5.1.1 Petrovic Encoder

Figures 5.1 to 5.4 demonstrate Ehe operation of the
encoder fof various incoming NRZ data sequences at a bit
rate of 44.736 Mb/s. »When ﬁhe encoder input is all
zeros, the output should lalternate between 10 and 01

(i.e. 10011001 ...), as shown in Figure 5.1. Figure 5.2

illustrates the encoder output for an input ten bit

repeating sequence of 1001060000. Note the occurrence
of short pulses (of duration T/2, where T = incoming bit
interval) for this input sequence. The Petrovic encoded
bit stream fo; an NRZ input of 101010 ... is shown in
Figure 5.3. This input sequence produces pulses of
length 2T, which are the longest that are possible for
the P§t;dVi¢ code. An examination of these encoder
outputs reveals that the encoder is functioning
properly. Finally, the eye diagram of the encoder
output for an input 1023 - 1 pseﬁdorandom binary

sequence is shown in Figure 5.4.

5.1.2 optical Preamplifier and Main Amplifier

Figure 5.5 shows the eye diagram of the main

amplifier output for a 1023-1 pseudorandom NRZ input to
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the encoder, at a received power of =-48.6 dBm (which
results in a BER of 10~2) and without a low pass filter
at the preamplifier output, i.e. C8 (Figure 4.4) is
absent. Note that the eye is open, indicating that the
fibre-receiver _ bandwidth isi sufficient. The
transimpedance of the preamplifier circuit was measured
to be approximately 1980 ohms (intg a 50 ohm 1oad)i The
measured 3 dB bandwidth of the receiver, y}th C8 absent,

[

is approximately 65 MHz.

5.1.3 Petrovic Decodef

The operation of the decoder is demonstrated in
Figure 5.6.. Figure 5.6a illustrates the decoder output
eye diagraﬁ for a 1023-1 pseudorandom Petrovic input
(see Figure 5.5). Figure 5.6b shows the decoder output
for the Petrovic encoded bit stream corresponding to the
following repeating ten bit NRZ sequence :1001000000.
These waveforms were obtained with the decoder clock
taKen from the modified self-sustaining monostable
multivibrator clock recovery circuit. Tbe decoder
output was applied to the HP3763A Error Detector. The
various BER curves that were obtained are given 1in

Section 5.3.
~During the course of thq measurements, it was found

that as the received power is varied, potentiometer R4

of the level shifting circuitry in the decoder (see
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Figure 4.5). had -to be adjuéted to give minimum  BER.
This is because when the received optical power is
?changed1 the amplitude of the maiﬁ .amplifier .output
c?anées beéause AGC (automatic gain control) is not
ingqrporated in the optical receiver. This resﬁlts in a
slight phase shift in the output of the EX-NOR gate
(IC2,“see Figure 4.5) due to the incoming signal
vcrossing the ECL gaté“threshold at a slightly different
time. This phenomenon is Xknown és amp}f%ude-to—phase
.conversion. Since tﬁe sampling instaﬁ£ is fixed, a
phase shift in the EX-NOR output will result in a
deviation from ¥he ideal sampling_instant resulting in

an increased BER. In order to compensate for the phase

shift, and thus ensure that sampling occurs at the ideal.
£

By

"time, i.e. when SNR is the highest, the input signal
must be level shifted (up or down) until minimum BER is
achieved. - Shifting the incoming signal, which is

R

accomplished by varying R4 (of Figure 4.5) until minimum

110

BER is obtained was tedious and time consuming. To

avoid this problem, an amplifier that provides a
.dbhstant‘output amplitude and phase shift for a large
input signal dynamic range ‘would be required.

S.1.4 Clock Recovery Circuit

The input: signal to the self-sustaining monostable

multivibrator clock recovery circuit, which is obtained
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from the "timing" output of the decoéer, is shown in
Figure 5.7a for a 1023-1 .pseudorandom Petrovic bit
. stream input‘signal to the decoder Ysee.Figu{g 5.5) ‘and
ca- recelved power of -48.5 dBm.b The clock output from
j,the m%dlfled clock recovery circuit, for the input shown
in Figure 5.7a, is shown in Figure 5.7b. The ciock
s%@nal from the original clock recovery circuit contains‘
more Jjitter althqugh if appears virtually the same on
the oscilioscope. " The ckrock Jjitter power of the
original and of the modifie self-sustaining monostable
multivibrator clock recovery circuit will be discussed

in Section 5.4.

_s.z'ggwer Spectrum :
The é#ﬁgrimental Petrovic code spectrum is shown in
Figure 5.8a. Thislspectrum was obtained by applying thev
encoder output, for a 1023-1'§seudorandom NRZ input, to
an HP8557A spectrum analyzer. The theoretical spectrum,
‘ whiéh was derived by Petrovic {7] fg;ﬁzectangulay output
pulses, is shown in Figure 5.8b. Comparison beﬁween the
theoretical and the experimental spectrum reveals that
they are viftually identical. The'experimental spgctrum
approaches zero at dc and near 89.5 MHz, has a maiﬁ lobe
centered at 20 MHz, and a secondary lobe at 68 MHz, as-~

predlcted by theory. The ratlo between the helght of the

main lobe to the height of the secondary lobe for the
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experimental spectrum (see Figure 5.8) is approximately
12 dB. In the theoretical spectrum, this ratio is

approximately 11.5 dB. This 0.5 dB discrepancy can be

explained by the fact that the encoder output does not.

contain perfectly rectangular pulses, i.e. the encoder
output pulses have finite rise and fall times. Since
rounded pulses contain 1less higher \frequency content
than rectangular pulses, the ratio betweeh the heights
of the main lobe and the secondary lobe should be
g}eater for the”experimeptal spectrun.

5.3 BER Measurements

The bit error rate (BER) of a digital optical fibre
communication system depends on several parameters,
e.g., réceived power, receiver noise characteristics,
fibre transfer function and bandwidth, receiver transfer
function and bandwidth, received pulse shape, APD gain,
sémpling instant, Jjitter in sampling clock, decoder
thrteshold, bit sequence, etc. In this section, the
relationship between BER -and the following parameters
will be presented: 4received optical power, receiver
bandwidth, and source bit sequence. A delayed vérsion
of the transmitter clock will be used to sample the
recgived waveform in the decoder; BER results with the
recovered ciock will be given in Section 5.5. Where

applicable, ~a comparison between results obtained with
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'the Petrovic code and with the NRZ code will be made.
(The NRZ code results are obtained by bypas;ing the
Petrovic encoder and decoder). |

The BER measuremenfs'reported in this section were
obtained with the experimental setup located inside a
screened room. The laboratory environment contained
significant stray RF energy from various sources, e.é.,

high power industrial lasers located on the same floor,

switching circuits in elevators, soldering irons, campus

FM radio station, etc. 1Inside the Faraday cage, this
interferencé was reduced by approximately 40 dB and

reliable and repeatable BER measurements were obtained.

5.3;{‘BER Versus Received Power
A plot of BER versus received power 1is shown in
Figure 5.9 for the NRZ, Petrovic, and CMI 1line codes,
for a 10%3-1 pseudorandom sequence (the CMI code is
Havailable from the Data Generator and can be correctly
decoded by the Petyovic decoder). The received power
" was varied using an optical attenuator and was measured
by using a Photodyné model 22XLA optical power meter,
whiéh has an accuracy of + 0.1 dB. The output of the
preamplifier wés not filtered by a LPF. The receiver
bandwidth was 65 MHz, and all other parameters, e.g.,

samplihg instant, power supply voltages, etc. were kept
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Fig. 5.9 BER versus Received Power for the NRZ, CMI
and Petrovic Line Codes.

(1023-1 Pseudorandom sequence, Bandwidth = 65MHz)
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constant.The following observations can be made from the
BER veréhé received power curves shown in Figure 5.9:

1. The Petrovic code and the CMI code require
virtually the same power for a given BER and receiver
characteristics. ' This observation agrees with the
computer simulation resulﬁsrobtained in Chapter 2, i.e.
even though the Petrovic and CMI codes have different
spectral distributions; they both have almost the same
BER for a . given receiver bandwidth, signal, and noise
level. | - )

é. The;sensitivity of the NRZ_code for a BER of
1072 is approximately 1'dB better than the Petrovic or
‘the CMI code for this particular receiver bandwidth.
(In the next section it will be seen that this
sensitivity will vary with the bandwidth).

3. The shapeqof the BER curves closely approximates

the Q function [Q(x) = 1/2 erfc (x/v2)]. This indicates

that the noise at the decoder is mainly gaussian.

5.3.2 BERvVersus Receiver Bandwidth

In Chapter 2, computer simulation studies showed
that, for a given receiver signal power, filter type,
and noise power, an optimum bandwidth exists which will
yield the lowest BER. Furthermore, for a BER of 10;9,
ﬁhe NRZ code will reqﬁire apfroximately 3 dB less power

and half thégreceiVer bandwidth, when compared to the
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Petrovic code. ‘'The receiver bandwidth in the
experimental system was varied by changing the value of
C8\(see Fig. 4.4). The bandwidth was determined from
the noise spectrum of the optical receiver (with -48 dBm
of optical power, witho;t.modulation, falling upon the
APD) . The noise spectrum of the receiver outpu% takes
the shape of the receiver's transfer function since - the
noise generated at the front-end of the preamplifier,
which can be assumed to be white, ie the ‘dominant noise
source. Figure 5.10 shows the relationship between BER
and receiver bandwidth for the NRZ code at a received
power of -54 dBm and for the Petrdvic code at a received
’ power of =51 daBm. Figure 5.1). shows the relationship

between received power and receiver bandwidth for a BER

of 1079. From these curves we see that the minimum

118

received power required for a 10”9 BER is -50.2 dBm for

the Petrovic code (bandwidth = 51 MHz) and -53.4 dBm for
the NRZ code (bandwidth =.27 MHz) . Thus the Petrovic
code requires approximately 3.2 dB more power and
approximately 1.9 times more bandwidth. This agrees
quite well with the compuEer simulation results of
Chapter 2.

It may also be noted that the best sensitivity yet
obtained for a 10~2 BER at a bit rate of 45 Mb/s and NRZ

signalling is =-56 dBm (using direct detection) [40].
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Fig. 5.10 Relationship between BER and Receiver Bandwidth
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received optical power for the Petrovic

code = -51 dBm.)
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fhis was obtained with a bipolar, high impedance APD-
preamplifier. In the experimental system, a BER of 1079
was achieved for the NRZ code at a received power of
-53.4 dBm. This sensitivity is only 2.6 dB below the
bést that has been oLtained so far. The experimental
sensitivity would be improved if a high impedance

preamplier had been used instead of the transimpedance

type and the preamplifier is optimized with respect to

noise.

5.3.3 BER Versus Bit S8equence

The BER for the expegzmental Petrovic system shquld
be independent of the incoming bit pattern because the
"petrovic code is bit sequence independent. The BER for
the NRZ code, however, depends on the bit’ sequence
because this code suffers from baseline wander. Table
5.1 shows the BER for the Petrovic and NRZ codes for
Qarious source bit sequenceé. For these measurements,
the received power was held constant (-50.7 dBm for the
petrovic code and -52 dBm for the NRZ code), receiver
pandwidth was 65 MHz, and the sampling instant and
decoder threshold were fixed.

From Table 5.1, we see that for the Petrovic code,
the BER remains relatively constant for any incofing bit
pattern. (The small fluctuations in BER that do occur

may be attributable to slight variations in optical
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’
power, e.g., a change of 0.1 dB in the optical power
will change the BER by a factor of 2, or by small static
phase shifts in the decoder output from one pattern to
the next). The BER for the NRZ code, however, is a
strong function of the bit sequence; it fluctuates over

'
4 orders of magnitude,

5.4 Jitter in the Recovered Clock

The spectrum af the self-sustaining monostanji
A v

multivibrator clock rccoveryﬂcircuit, with the feed?&S% .

i,

i

delay parameter = 0.04 ns (& = Tl - T/2 where Tl“
feedback delay, T = incoming NRZ bit interwval) 1s shown
in Figure 5.12a; the clock spectrum of the modified
circuit is shown in Figure 5.12b for 4= 0.04ns and &' =
0.12ns (4 = T/2 - T2, where T2 = outer feedback delay +
monostable pulse wid%h). For comparison, the spectrun
of the transmitter clock is shown in Figure $.12c. The
recovered clock spectrum consists of a continuous
spectrum and a discrete spectral line at the bit rate.
The continuous spectrum arises due to the jitter in the

clock signal. Quite often, the ratio between the clock

spectral 1line amplitude to the continuous spectrum

amplitude adjacent to the discrete line, R qyy. is used

as a figure of merit (24]. Oone would like to have a
\

. . ’ T v en )|
large value of R.jy, 1l.e., a small continuous power
4

spectrum. For the self-sustaining monostable circuit,
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N

v

Rgyx 1S approximately 36 dBixhile for the modified self-

sustaining monostable circuit, it 1is approximately
P

42 dB. Thusf the modification to the self-sustaining

monostable clock recovery c¢ircuit does résult in

significant jitter reduction.

‘The clock jitter spectrunm for both the self-

125

sustaining . monoStable'/multivibrator clock recovery.

circuit and the modified #elfisustaining monostable
circuit wexe measured for ‘;arious values of feedback
delay. The jitter spectra, were obtained by applying the
transmittepﬂclock and the recovered clock to a jitter
measurer, which consisted of ah EX-NOR gaﬁe followed’by
a first order LPF (see Section 4.6), and. then monitoring
the Jjitter output. spectrﬁm on a spectrumx_anaiyzer
(HP8S557A) . Note that the 3 dB cutoff frequency of the
LPF is approximately 20 Mﬁz. Since this is much higher
thén the 3 dB cutoff frequency of the jitter spectrum
(approx. 2 MHz), the LPF has a negligible effect on the
jitter spectrum. The afea under the jitter sbectral
curye is proportional to the clock :jitter power, Jpl
For a gaussian jitter pdf, J, is equal to the jitter

p
pz. If the jitter pdf is non-gaussian (as.in

~

variance o

the experimental system), Jp will be proportional to the

jitter variance.
v 2

Figure 5.13 shows the clock jitter
spectrum of the original clock recovery circuit for

various values of 4. The jitter power is simply the



area under the jitter spectral curve and is determined
from the following equation:

J, = KNB/R, " (5.1
whe;g N

spectral density at low fréquency

'R = resolution of spectrum analyzer

B = 3dB bandwidth of jitter spectfal cufve

K = proportionality constant, whicﬁ depeﬁds
on the heighg}of the pplses generated by
the EX-OR gake of the jitter measurer
and the shape of the spectral curves.

It is chosen to be 1, for convenilience.

The jitter power corresponding to the spectrum
shown Jn Figure 5.;3~_isu~given in Table 5.2. An
examinatioﬁ;_of the Jjitter power reveals that it
decreases as A 1is reduced. This is to be expected
because, as A = 0, the monosfable mgltivibrator is
triggered closer to the ideal time, thﬁs reducing the
positive portion of the élock jitter pdf (see Section
4.3), and decreasing its jitter variance. We also
notice that the jitter power .does not decrease by a
large amount as A is reduced. For example, changing
A ;rom 0.11ns to 0.04ns decreases the jitter power by
'ﬂpniy a factor of 1.5. Tgis is because, as 4 is
decreased, the.positive portion of the input jitter pdf

becomes smaller- but the negative portion remains

unchanged. The negative portion of the input jitter pdf
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Jitter Spectrum dBm/Hz

" 40 L

127,

-80 |-

_90 b

Frequency (MHz).

Fig. 5.13 Clock Jitter Spectrum of the Original Self~

Sustaihing Monostable Multivibrator Clock

L ]
Recovery Circuit for various values of 4,

with received‘optical power = -48°dBm, Teceiver

bandwidth- = 65MHz. (Resolution of Spectrum
Analyzer = 30KHz.)

v s W

A = 0.llns

A = 0.08ns

A = 0.06ns

A = 0.04ns
Modified Clock Recovery Circuit with
o' = 0.12ns and & = 0.04ns



“Table 5.2 Jitter Power corresponding to the Jitter

s (ns)

0.11
0.08
0.06
0.04

Spectra shown in Fig. 5.13

Jitter Power (W)
6
6
6

2.2 x 10°
2.0 x 10°
1.8 x 10
-6
1.5 x 10

Table 5.3 Jitter Power corresponding to the Jitter

¢a'(ns)

1.95
0.88
0.12

Spectra shown in Fig. 5.14

(4 = 0.04ns)

" Jitter Power (W)

6
7
7

1.7 x 10
4.0 x 10
1.0 x 10~
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will determine the lower limif of the output clock
jitter power, which occurs when 4 = 0. When the input
jitter pdf is gaussian with a zero meah and a variance
oiz, the minimum output jitter variance will be
0.341_0i2 (see Section 3.3). This corresponds to the
maximum jitter power reduction of 2.9 that is possible
with the self-sustainind™ monostable clock recovery

circuit.

129

The clock jitter spectrum of the modified .

monostable clock recovery circuit is shown in Figure

5.14 for & = 0.04 ns and various values of the outer
feedback parameter 4a'. The jitter power corresponding
to these spectra is given in Table 5.3. . Notice that,

when &' is large, the jitter spectra is similar to that
of the original clock recovery circuit. As A' + 0, the
jitter power drastically reduces because the early
primary pulses are prevented from triggering the MM.
The clock jitter power for the modified circuit is
considerably less than that of the original circuit.
For example, with 4 = 0.04 ns and A' = 0.12 ns, the
modification results in a vfactor of 15 reduction in
jitter power.

The cloék output of the original circuit was
synchfonized with' the transmitter clock when 'aA Wwas
between 0.51 ns and 0.06 ns. When p was outside these

’
values, the clock recovery circuit oscillated at a



Jitter Spectrum dBm/Hz

- =40

=70

-80

-90

Frequency (Miz)

<

]

Fig. 5.14 Clock Jitter Spectrum of the Modified Self-
Sustaining Monostable Multivibrator Clock
Recover& Circuit for various values of A',
with.A’- 0.04ns, received optical power = -48dBm,
receiver bandwidth = 65Miz. (Resolution of

Spectrum Analyzer = 30KHz.)

1 - A' = 1.95ns
2 -~ A' = 0.88ns
3 -A' = 0.12ns
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+

frequency of [1/(T/2 + A )] Hz. The modified clock
recovery circuit lost synchroﬁization ‘with the

transmitter clock when A' < 0.10 ns (with & = 0:04 ns).

5.5 System BER With Recovered Clock

The exberimenﬁal Petrovic system BER, as a function
of received power, was difficult -to obtain when the
decoder clock was obtained from the original self-
sustaining monostable circuit. This was because the
clock signal experienced random 180 degree pq?se shifts
at low power levels. (These phase shifts prevented the
Error Detector from obtaining synchfonization):’ For
example, at a received powér of -48.4 dBm and b =
0.06 ns,\\an average of 3 clock invérsions, i.e. 180
phase shifts, were observed per second; at a received
power of -49.0 dBm, 10 inversions occurred every second.

Clock inversions occur whenever the output of the
‘MM (monostable multivibrator) is missing pulses. Since
the output of the MM is divided by 2, these missing
pulses result in 180 degree phase shifts in the clock
signal. The MM output will be missing a ﬁblse whenever
a primary pulse arrives bdore the MM has recovered from
the previous triggef pulse. Since jitter is
proportional to SNR, the prokhability of a primary pulse
arriving eariy‘increases as the signal power decreases.

Thus, phase inversions occur only at low received power
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levels.. A BER of 10”2 was achieved with the original
clock reco%ery circuit at a received optical power of
-48.2 dBm (2 erfors were observed 1in a span .of 30
seconds, which was the interval between clock
inversions, giving a BER of 1072 at 44.7 Mb/s).

The clock signél from the modified clock recovery
- circuit did not suffer from 180 degree phase shifts
because the outer feedback in this circuit inhibits the
early primary pulses from triggering the MM. The
experimental BER versus peceived. power curve for the

case when the sampling clock is obtained from ‘the

modified clock recovery circuit is shown in Figure 5.15..

A 102 BER was achieved at -49.6 dBnm. This is 1.4 dB

better than that obtained with the original clock
recovery circuit and 0.2 dB poorer ghan when the delayed
transmitter .clock is used (see Section 5.3.1).  Thus,
only a small power* penalty is incurred when the
recovered clock from the modified self-sustaining
monostablevmultivibrator clock recovery circuit is used
to sampiéﬂ the rééeived signal instead of the ideal
transmitter clock. Also the modification to the self-
sustaining monostab}e circuit by Witte and Moustékas

[31] does result in significant jitter reductien and

improved BER performance.
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Fig. 5.15 BER versus Received Optical Power when the
clock signal from the Modified Clock Recovery
Circuit is used for the Decoder clock.
(40 = 0.04 ns, &' = 0.12 ns, receiver bandwidth
is 65 MHz.) )
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CHAPTER 6

SUMMARY AND CONCLUSIONS

A line code used in an optical fibre communication
system should have the following characteristics:

a) zero dc content and small low frequency content

b) frequent transitions and the longest interval

between transitions must be restricted.

c) bit sequence independence

d) error detection capability

The Petrovic code, which belongs to the 1B-2B
family of line codes, has the above characteristics.

The bandwidth requirements of the Petrovic code
were theoretically determined for an additive white
gaussian noise channel with a first and second order
Butterworth receiver transfer function. From this study
it was determined that, even though the power spectral
density (PSD) of the Petrovic code does not contain
sigﬁificantly larger high frequency components than the
NRZ code, the Petrovic code requifg% twice the bandwidth
~of the NRZ code. The reason that the PSD of the
Petrovic code does not contain 1a;qé‘,high frequency
components is that due the enéoding rules, the
probability of a short pulse (T/2 seééhds long, where T

is the source bit interval) being transmitted is small:

E3
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the majdrity of the pulses that are transmitted are T,
3T/2, or 2T seconds imn duration. However, the receiver
must contain sufficient bandwidth to reproduce the short
pulse (in order to achieve a reasonable bit error rate)
Since the shortest pulse length found in the Petrovic
code is exactly half that of the shortest pulse lenéth
found in the NRZ code, the Petrovic code should require
twice the bandwidth of the NRZ code.

If the system noise is white and gaussian, the
Petrovic code will suffer from a 3 dB sensitivity
penalty, when compared to the NRZ code since it requires
twice the bandwidth. In a fibre optic receiver, where
the noise is not white, the power penalty is
approximately 3 dB when the front end is an APD-BJT or a
PIN-BJT cqombination and the circuit is optimized to give

minimum noise. For the case of a PIN-FET front end, the

power penalty varies between 1.5 dB and 4.5 dB, and for,

.an APD-FET, the power penalty varies between 2.3 dB to
3.8 aB.

The repeater spacing for the Petrovic code is
smaller than the NRZ égde by 3/a (where o = fibre
attenuation and the power penalty is 3 dé) when the
system is attendation limited. Under dispersion limited
situations, the repeater spacing for the Petrovic code
is smaller than the NRZ code by a factor of two. The

differehce in repeater spacing between the NRZ and

13%



Petrovic codes 1is least»when the system is attenuation
limitw}. Hence, one should seriously consider employing
the Petrovic code only for systems that are not
dispersion limited, e.qg., local area network
applications.

Jitter analysis of the monostable clock recovery
circuit, developed by Witte and Moustakas, showed that
this circuit inhibits the late arriving data pulses from
triggering the monostable multivibrator. The clock

jitter variance 1is proportional to the difference

136

between the feedback delay and the bit interval, denoted.-

by &. In the limiting case, when the feedback delay is
equal to the bit interval, i.e., 4 = 0, the.ratio between
the output jitter variance to the input Jjitter variance
is equal to 0.341 when the input jitter }s a zero mean,
gaussian process. Wwhen & 1is non-zero and positive, a
simple expression for the output jitter variance cannot
be determined since the output jitter pdf is not time
independent; it varies from one bit interval to the
- ~~next.

The output jitter variance can be reduced further
by also inhibiting the early arriving pulses from
triggering the monostable. A simple modification to
prevth the early arriving pulses, and hence reduce the

j jittet, was presented.
\\\

™~
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A 44.736¢ Mb/s optical fibre communication system
employing the Petrovic code and the self-sustaining
monostable clock recovery circuit was constructed and
set up. Due to the simple encoding rules of the
Petrovic code, the encoder and decoder circuitry

consisted of only a few ategrated circuits. The

experimental Petrovic spectrum agreed with the

theoretical spectrum obtained by Petrovic (7} and Lo
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Cicero [19]. A 3.2 dB power penalty was observed when5

the Petrovic code was used instead of the NRZ code.
Since the front end device in the experimental receiver
was a bipolar transistor, the theoretical power penalty
is 3 dB. The 0.2 dB gifgé;e;ce S;;;;en the theoretical
and experimental values occurs since the receiver was
not optimized with respect to noise. The Petrovic code
was found to require a receiver bandwidth, 1.9 times

greater than the NRZ code and was found be bit

sequence independent.

The self-sustaining monostable <clock recovery

circuit did not perform satisfactorily at low received
power levels due to 180 degree phase shifts in the clock
signal. These phase reversals were caused by primary
pulses arriving before the recovery time of the
monostable mu.tivibrator had expired. The modification
to prevent the early arriving pulses from triggéring the

—monostable resulted in the following improvements:



1) A factor of 15 reduction in clock Jjitter
. power. l
2) Elimination of the 180-degree’ppase shifts in
the clock signal at low received power levels.
3),A 1.4 dB increase in the receiver sensitivity.

The & receiver sensitivity with ' the = delayed

transmitter clock and with the clock signal from the

- modified monostable clock recovery circuit are virtually .

the same. @' Thi=z 1is partly due to the frequent

transitions found in the Petrovic code and partly due to

the substantlal jitter reduction characteristics of the,

modified self-sustalnlng monostabde clock recovery
circuit.

Due to time_ constraints, this project was

138

necessarily limited in scope. -, Some suggestions . for

further research include:

l. The computer sxmulatlon used to compare the i

bandw1dth requlrement of the Petrovic code w1th that of
the NRZ code assumed a channel fw1th an 1nf1n1te

‘bandw1dth and addltlve whlte gau551an noise. It WOuld

be - 1nterest1ng to modify the software to cater for flbre .

dlsper51on and opthpl receiver nolse characterlstlcs

and then determine the bandw1dth requlrements. v

2. The jitter ana1y51s.nof the °self-—sustaining
‘monostable cloda recovery c1rcu1t was malnly qualitative

in nature. - An analytical (or numerlcal) solution of

.



jitter variance as a function of feedback delay; t;kinq
into account the time dependent nature of the jitéef pdf
and the statistics of the line code, should be obtained.

3. The time deléys used in the clock recovery
circuit and the decoder were obtained with coaxial
cables. This gives satisfactory performance in a
laboratory environment buf may ﬁotvse suitable for field
use, where large variatjons in temperature will result
in variations in the propagation delay of the coaxial
_cables. An'investigatidn into a more stable realization
for the delay is required for field use.

4. The accumulatioﬁ of jitter produced by the self

sustaining monostable <clock recovery circuit over

\
-

seve:al‘repeaters should be .studied before this clock
) ' \ ' Fo
‘ : . L . Wi s
recovery circuil is used in a long haul fibre éptlc

system.
5. The jitter produced by the self-sustaining
.monostable clock recovery circuit should be compared

with the ' jitter produced by other clock recovery
3

&

circuits, such as a: PLL, SAW filtef, and an LC filter.
This could be done for various line codes, and receiver
bandwidth and noise characteriétics.
It is sigderely hoped]‘that this thesis has
- ' P

generated intere#t -in  the Petrovic code and in the

o

~ - - ;
. . ~ . Lt 3
modified self-sustaining monostable clock recovery
# . . ¢ »
circuit. ' . N : . i,

~

. i » - .
(qs, -, ¢ B B
tda e G -
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APPENDIX A: COM?UTER PROGRAMS
/

The computer programs used to determine the BER for
an N bit filtered data sequence are given here. These
programs contain ample documentation. Note that the
programs used to convert a random bit sequence into the
NRZ, CMI, and Manchester codes are omitted. These
prégrams are identical to Program Petrovic with the
exception of the program segment used to encode the

inconing data.
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