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ABSTRACT '
~ The watef'Resources«Management Model (WRMM) of Alberta
Environment is a,large computer efogram developed to help

‘the overall,water=resources‘planning of Alberta Environment.

Ne

. B 3
‘The WRMM uses a special ﬁype of linear'programming routine,

/
known aS(the out of- kllter (OKA) algorlthm to derive an
optimal allocation of water in the basin.

‘ ,The~OKA algorithm was originally developed by D.
Fofherson and L. Ford,in 1961 as a special type of linear
programmingvroutine$for network optimization problems. In
1974, R. Barr, D. Klingman and F. Glover presented a

reformulated‘OKA which was claimed to be three to ten times

more efficient than the OKA of Ford and Fulkerson.

£

. Two different codes ‘based on the reformulated a oorithm )
were developed in overall compliance with the WRMM. '
of them, Barr's idea of partitioning was slightlf modified
with.turther sub-partition of arc sets associated with each
node: rather than having only one,%artition of all“arcsi |
associatedeith a‘node;; :

As prev1ously repogted by Barr;gthe cruc1al parc‘etr

AT
»,ﬁor~o

impu;ational 1mprovements was the number of no ,
ratherithan the number‘&f arcs in the network The [best
results that they achieved were on networks w1th ower 500
nodesx According to their.report, networks mith less than

100 nodes weére solved only 2 to 3 times faster. The new

L ver51on of. the WRMM 1nd1cates sxmilar 1mprovement for

j:networks with less than 30 nodes and the total cpu time is

\
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15% to 25%nless than in the case/ of the old version, ance
the maximum numbe: of nodes in {;e WRMM is limited~to 102,
it didn't seem logical to expect dramatic changes %or largér
networks. However, the imprdQéments of the cpu time.fof,the
largest networks surpassed the expecpafions»based on Barr's
paper. The SouthvSaskatchewan ten year simulation .run was
executed in 30.03 Secondé totalf while’the old vérsion
needéd 87.5 seconds for-the same job. For this particular
run, thévold OKA subfoutines took 73.47 sedoﬁas, or roughly

' 84% of the total CPU time.
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PREFACE |
The main purpose of this project wes to reduce the
computation time of the Water Resource$ Management Model
(WRMM) of Alberta Environment. B

The WRMM is a deterministic surface water allocation
model written in fOﬁTRAN 77. 1t derives an optimal
allocation pollcy within a modelled region with respect to
glven input (inflows, water demand and management priorities
among the users).'Originelly developed for the South
Saskatchewan River BasinhPlanning Program;.the WRMM can-
model any river hasin for a very large nhmber of prescribed
management'priorities.

For each component of the ;system (natural channel,
reservoir, etc.) a finite number of flow zones is specified.
An ideal zone for each elemeht is assigned a penalty of -
zero. Other zones below and above the ideal zone have
pehalties specified by the user such that “the-further a’zone

is from the ideal zone, the greater is its penalty. This

zoning concept was originéiiy developed by the U.S. Army

- Corps of Engineers [35], and implemented in Canada by Acres

Cénsulﬁing Services [38]. u

8
There are 51xty three. subr utines in the WRMM

altogether- seven of them are optlmlzatlon subroutlnes basedi

on thej%ut of ‘Kilter algorithm (OKA) of Ford and Fulkerson,
[36] and they account for the major portlon of the cpu- time,
The FOrB*Fulkerson algorithm was the fastest linear

=N o :
programming routine for solving minimum cost flow problems

.
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in networks at the t1me 1t wa's developed However the_
,'computational_nost of using WRMM was st1ll proh1b1t1ve.-In
| 1974, Earr, Glover and Kllngman [52] reformulated ﬁhe OKA,
ispl&ttind eaoh‘aro in the network into two-"psebdo arqs v
New'primal=and dual variahles were associated with-eaeh%
pseudo arc. They also 1ntroduced three more arrays to keep

‘track of the label el;glblllty of arcs. These’ changes were

almedgat s1mp11fy1ng the labelling and the potentlal.ohange
. procpdores; whiCh'apCount‘for most of the'computatlonal ~
efffort reqUired by the OKA.
'Other propertles of Ford—FuLkerson's original algorithmv
are still maintained in the new ver91on. The ma1n featuge of

bot h yer51ons is to br1ng each art of ‘the network one by

-~ .

*
L4

‘one, 1nto one of the."good condltlons" dx, 1n—k11ter"
states. It-all arcs can be'broughtLlnEkllter, an‘optimal
solution is found; if not, -the problem Ts declared

oinfeasible The kllter state of an arc 1is deflnéd by the"

IValues‘of its prlmal and dual variables.

- The purpose of this" pro;ect is summarlzed as follows.
a) Develop subroutlnes based-on the reformulated algorlthm
in FORTRAN 77 w1th the same varlable names as in the
WRMM and test them out51de the WRMM. ) -gm
b) Replace the exis: ; subroutlnes in the'WRMM w1th the
new subroutines, taklng care that: ‘
- iginal arrays related to the internal hetwork of . the

WRMM are preserved.

- Existing output 2Btions of the WRMM are still available.

viii
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This means that the internal network used in the old

.ver51on is stored " since one of the output options

g T

includes a printout of the entire internal network. -

Evaluate pgrfdrmahce 6f the new method with respect to.

accuracy and execution efficiency. Also, examine the

poséibilities.pf further improvements of the new method.

-Following the above criteria results in minimal changes

'

of the ex1st1ng WRMM documentation. This is 1mportant since

thls model is currently used by two. prov1nc1al governments

(Saskatchewan and Alberta) an% the Federal Government of

~Canada.

'

Q
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o 1. WATER RESOURCES MODELLING

1
L
"

1.1 introduction
| The fielq>of'water.résources mahagément has = »wn a
remarkéble growth over the paSt.few decédes. The - roblem of‘;_
water resources management (in its'most;general'form (1)
arises from the fact thét water ‘is usually available in
locatibn, guan;ities; qﬁalities and at times which ére not
hbst suifable to the users. This has been the case even in
tHe earliest stagés df,humah development. However, the
amount‘of wéfer'COnSUmpfioﬁ per cépité.ih'foday's
industrialized wofld hasyéxceeded tﬁat of early pfihitivé‘
societies by hundredsbof times. Thisfhaﬁ placed'égaéideraﬁle
requirements or presenf'and futureﬁwater resources |
management.

| A number of major issues related to energy, food and
en;ironment are closely associéted with Qater resources,
manageﬁent.'Listed below are some. of the'activitieS'which

are incorporated in water resources management:

_\Municipal and_indu?trial water supply 7
- Irrigation and draiﬁage

- Fiobd control -’

- dero power

- Fish and wildiife

- Navigation

- Recréation .



'~ Watershed management

- Pollution control ‘ :

Due to the 5'nplexity'b%ﬂall'the;issues involved, a
ngmber of reiatively recent problem solving techniquéé
(uéuélly_identifiéd_under,terms like "operational research",
.or "systeﬁs anélysLs"),‘have become valuéblelpeols in water
resources ﬁknigement; Most of these techniques have in
.common a ﬁathematical modei 0° the feal world system. Modern
"Qatef'rééouf&eé modelling™ :s basej:on'extensive \

apnlication of these techniques. Some of éhe characteristie$
¢ ater feséurces systems are: |

- Conflict among different users

- Increasing aréalispread

- Dyhamig character of most of the parameters

- Stochastic éharacter of the input param;ters

_‘f‘Envifonmental impacts
- Spécific economic nature
-~ Socio-political nature

Water resources models still maintain a.very limited
» - Y

scope in dealing with these issues. They are able to tackle,

3 l’ . J .. I3 : 13 '4'
with varying success, only one issue at a time, subject to

the limitations of the model and to the experiencé of the

-«

modeler. In spite of thésemlimitations, modelling 'is viewed
as a useful tool in modern water resources management and
efforts devoted to development and implementation of var iQys

-

models have been growing in recent years.

Y



1.2 Types of Water Resources Models

A
Vo

There are many typeS'bfvmqgelé in water resources
J  management today. The following discussion‘is restricted to
those'kﬁowﬁ as the computer simulation. models.
/
"1.2.1 General Model Structure:
Similar to any other mathematical m&del, water
resources models consiéf‘of three parts: |
v i) Input variables |
2) Functidns which lihi input to output

3) Output

)

© . . : » ) 4 .
This holds for all models. In a broader sense, modelling can

!

be1vféwed as a search for 1), 2) or 3), depending on ‘which
of them is unknown. | _ . -
Mathematical functions in water resources médels are -
deribed from basic natural principles, such aé the
conservation of mass or conservation ofxenergQ. However,
practical straightﬂorwa;d application of theée‘pfincipleé is;
_often impossible, mainly due to the Aifficulty of isolating
the bduﬂaary of thé control volume, in particular cases. The
rainfall-runoff mdéels are a good illustration of this
diffiéulty. The first model of this kind dates back from the
1930s [2]. It wa§ based on simple measurement of input and
outppﬁ'(éctual»rainfall and rupoff on a particular
wafé;ghed) é;é éstablishing a direct correlation between

“these .two, with calibration of as few parameters as

possible. ‘Other models aimed to solve the same problem have



followed since, based on the gqueueing theory [3], Markov

1 st

ﬁprocesses [4], digital simulation [5], [6], etc. However,
none‘of.them achieved greater reliability than the original
unit hydrograph. The reason for this is that all of these
models were based on calibration of'panamefgfs in such a way
th v the modelled input and ouﬁput are éémé'as those already
m!iiured in nature. | «

There are many different clasSifications of water
resources models.”$ome of the m;st common are:
1) deterministic and stochastic
2) steady state.and uﬁsteady state

These. distinctions are based on the way in which the

ﬁyariag}é%”ﬁie handled by the model.

I.i.Z'Optimization in Water Resources Modelling

Models which-afe used as a‘tool in studying natural
pfécesses,like: sediment transport, flow regimes, surface
runoff or grouﬁdwatef flow are called "non-optimizing", or
"descriptive" [7]. Tﬂe need for optimization models stems
from the very nature of water resources management: any
attempt to Qhange natural flow regimes in order to satisfy
human needé has always been followed by examining all the
Aa;ailable options and choosing one thch seems most
preferable.

Basic model structure mentioned earlier is also
maintainéd~in case‘of optimization models. What makes them

different from the descriptive models is the existence of a



built-in criteriariformulated in the f§rm of "the osjective
function™, on the basis of which‘a solution is:dérived by
the model. Most of the optimization mpdels ére based on
mathematical techniques by which the realm of feasible
isolutionS‘is'seérched until one (or more) of them ére
isolafed, such that the objective fﬁnction has reached its
ektreme value (maximum or minimum, depending on the nature
of the problem).

The aétual'optimization techniques applied in water
fesdﬁrces management are not different from those applied in
other aregs 181, [9]. Most of them arevbased on linear or
non;linear ﬁfogrammi;g. Some ofthe most recent_optimization
algbrithms (knowﬁ as "genetic aléorithms" [10]) have
qpns@de;ablgfpbtenﬁial for successfully‘replacing existing
algorithms. ' =

(PracticaiIQSe of optimization modéls in general was
greatly en&g%ragedlbyﬁecqﬁomic competitioa, and that the
first successfui'?ﬁtimiia;ion'models became well known
because they helpéd’thé“maximization of profit (or
minimization of cost) in.the\particular industrial-problems
.to which they were applied. Id;tﬁat~réspect, the 1950's
‘marked tge beginning'of £ﬁe-wholg‘;QVOlution which involved
'rapid development of pptimizaﬁion.éigorithms and their |
épplicéfions in éll walks of life. ﬁater resOurg?y
management was not exempted from this trend. Thé common

- problem related to water resources management models is the

complexity of water resources systems, which has the .



‘following implications:

1). Very high computational cost

2) Vvalidity of'the objective function

For example, modelling a river basin with fifty
components (e.g. irrigation fields, diversion structures,
reservoirs, etc) where each component may take one of three
possible trial values (i.e. storage or flow capacities)
‘would,involva examining-the total number of 3°° .
combinations! Many modailiné concepts were abandoned because
of?this limitation. As a fesult of-tnis, various»modeliing
conoepts f11] were deaigned in order to:reduce the
-computational effort. |
' The most frequent concept applied in constructing

objective fuhctions in water resources management models so
_fat has béen based on economic evaluation. A typical -example
is;the calculation of thé net benéfit function, evaluated as
gross benefit (incorred by adding additional stimulos‘to the
eoonomy‘througn_increasing the availability of water) minus
Fhe cosfsvof related water resources projects. Numerous
studies were completed based on this principle [12], [13],
[14]; aimed at evaluating planning alternatives such as:

viability of interbasin transfers and optimizing reservoir

sizes or reservoir releases.
The»major difficulty in all these sgudies is that many
aspects“of‘water resources:management (e.gi environment,
';ecreation,vwildiife, etc.) are not easy to quantify in
nonetary terms. This has‘resulted in a search foi.other'

\



types of objective functions, which wouldn't be necessarily
based on direct economic input, but which would still
capture different model responses that incorporate

engineering judgement.

1.2.3 The Origin of Linear Decision Rule and the Zoning
Concgpt ‘

The further discussion is limited to models which are
aimed to derive optimal réservqir management policies,
Reservoirs are a major tool in changing the natural flow
regime, whic} makes this issue the central part of any water

resources mariagement model. Listed below is a brief review

of the developments in reservoir gptimization models within
the past few decades. A generél gueuing theory approach was
adopted by Thomas and Watermeyer [15] in order to determine

optimal reservoir release using a linear prégramming model.
:It was assumed that iﬁflqws were indepéndent random events
wifh,a known prébability distribution.

Dynamic programing™~{DP) was also used.in optimizing
resefvoir releases. A stochastic' DP app ocach was used by
Little [16] and Buras [17] 4n various single reservoir
. models. Hall [18] applied DP for the design of a single
multipurpose reservoir, Young [19], [20] combined
deterministic DP and hydré}ogic simulapion'énd_Harboe 27
used a DP approach for optiﬁizing a long term operating
'pbliqy fot‘a single multipﬁrpoée reservoir, Most of the

——— ) = = ——— ==~ ———

‘Flow changes are considered stochastic since the expectancy
of the flow valus varies with time on an annual basis.
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.eariy studies focused on single reser&o;r models. Parikh
[22]) combined a DP approach for a single reservoir wifh the
decomposition principle of linear programming to link the
reservoirs in the system. Thkis approach was later extended
by Buras [23] and Hall [24].

“s

Ali of these siﬁﬁies had one conclusion in common: the

-

‘Ggpimization of regervoir:réleases was found to be
computationally expensive. For example, a single reservoir
model by Gablinger and Loucks [25] contained approximately
2,000 equations and 15,000 V%Fdables and“i; réquired two
hours of IBM 360/65 CPU time . Even worsngére
,multiresech?remodels: a three,reservoir\fysfemawas run on
the model of Roefs and Bodin [26], and after twenty hours of
IBM 360/50 CPU time it still hadn't reached an optimal
solution.

';n 1969, Revelle et al [27] adapted the use of the
"linééf déc{%ion rule", whiéﬁﬁwas originaily proposed by
Charnes [28]. Reservoir release for one time interval was
‘reiated to the storage af the end of thé.previous time -
period. The change gf storage for onegparticulaf time
interval was derived by the model. The advantéges of *his
-approach are in easy linear« programming formulatior'as well
as in a convenient'wqy of defining the objectivé funciion.
This appFoach has been appligd in numerous stqgies sinqe its
inception [29], [30], [31], although it was aléo subject to

criticism [32], [33], which was focused on questioning the

flexibility of linear decision rules‘in reservoir



management.

Some of the advantaées of this approach were:
1) significant reduction of the computational cost
2) fle#ibility of having an 6ption.to vary'the.length'of
time intervais> \ |

3) a convenient representation of the prescribed prioritiés
<
among the users in the form of the penalty point system
fﬁe-penalty point system has introduced a more flexible
objective fdnctiop, especially in areas like water
recreation or fish and wildlife, which are virtually
impossible to qguantify eéonomically. Moreover, i; was
designed to repregent a priority policy in place for a
particular region being modelled. |
To‘run a model based oﬁlthis concept the following
information is.needed:
1) definition of current state of the system {(channel flows
vgnd reservoir levels)
2y predictien bf natural inflows into the‘system as well as
“lossgs dug to evapot;agipiration and seepage
3) allocation pfiority for ali the users in the system,
contained in_the penalty point system

Based o ﬂ%e current state and prediction of net

inflows forﬁ

he next time interval, the model derives an

v
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the actual data recorded in the past, or if this is not.

available, flows could be derived synthetically using

1
various runoff models., _ : ~
The application”of the linear decision rule in -3/
reservoir optimization is based on specifying the rule curve

for each reservoir, i.e. ideal storage versus time,

"relationship. Modellers can exercise flexibilty in defining

this relationship, as long as the physical cdnstraint%}
involved are not ignored (e.g. maximLm or minimum élgsation
for a particular reservoir being modelled). If at any point
in timé natural supply is nét sufficient fo meét the ideal

requirements (during a simulation run), the model derives

~release in reservoir with the lowest priority first.’

~

This is the principle framework of using the linear

decision rule in a multireservoir model. It was
%y

4

significantly enhanced by the development of the zoning

//;oncept [34], [35], which allowed for inclusion of all

components (natural channé}é, irrigation, muhicipal, hydro,
etc.) with often confliéting demands inte moaelling. The
ultimate goal of such optimization models is to define a
strategy which resslves the conficts to the best possible
extent. Néﬁugally, this will only~hol§ provided that all
parties invol;ed héd agfeed on operating priorities prior to
program execution. The zoning concept ié based on di?iding a
rgservoit storage into a number of storage zones, which w;re
named in somé studies (starting from top to ‘Qttom) as-ﬁhe‘

-

spill zone, the flood control zone, conservation zone,
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buffer zone and inactive zone. The actual number of zones is

arbltrary, but the common feature 15 that the top of the

™~ <

conservatlon zone 1s the 1deal level and any other storage

Whlch dev1ates from thlS 1s pena11zed“ accordlng to the

fvpenaltles a551gned to. each 'zone. The same concept was

.applled to all other components of the system. The

advantages of this approach -could be summarized by the

following:

S L
1) - It is possible to examine the operation of the systen

/

for a number of different operat10nal p011c1es :§;¢V~

2) The modelled reglon 1s extremely flex1ble. It can vary

~

. from small dlStrlCtS to the largest river ba51n.,
3)_.Top and bottom limit of every zone can be specxfrea nith
a-different value for each time intervallpThis has. -~

particular importance; since ideal'storage (or fiows) in
. componentsvare time.dependent. ; A
4) Iy is possible to capture important‘operationaf
. interdependence of some components,by assigning»proper
~ penalty values. For example, flows;in‘natnfalhchanneis
depend on current storage.of_their Gespective upstream
'reservoirs; Toeillnstrate'this, obserQe‘a reservoir and
the corresponding downstream channel in some typical
_ : -~
situations:
a) Inflom into‘the reservoirais‘such-thatithe Storage
is increasing abome‘the”ideaf level and’it\begins to
fill the flood storage zone. The:}mnalty in this

zone is set slightly higher than the penalgy in the
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corresponding zor of the naturdl channel below the

~reservoir (the or. immediately above the ideal

Al

zone). Since the model tends to minimize the total
system penalty, it will release as much flow as
poss:ole to the natural channel and prevert overly

rapid filling of the flood storage zone.

Similarly, in dry periods; the tendency will be

reversed: instead of keeping release at its maximum,

it is reduced to the minimum. Again, penalties of

* lower reservoir zones are set higher than

‘corresponding natural channel zones. In other words,

flow in a downstream channel is ﬁirst reduced‘io the
bottom of its lower zone, before'ahy reservoir
releases are to take piace. The modes of operation
described under a) and b) are in effect in the
operation of the actual real world reservoirs. What

is being emphasized here is the simplicity of

modelling this feature using the zonal penalty

concept.

Efficient solution proéedure: this modelling approach

allows for application of a special»linear'programing

technique, known as the Out-of kilter algorithm (OKA)

{36], [37], whiéh has proved to be more efficient in

terms of computational time than a standard linear

programing technique.

et

Finally, this modelling approach has some drawbacks as

liéted below:
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1) The application of the OKA is based on the assumptions
of a steady state' situation for a time interval. In
other words, all output flows are given as'average flows
within time interval§.>Conseguently, input data (natural
inflows) musf be converted into the same form. This
constitutes a departure from reality, since if a time
interval is one month, flows may vary within some months
considerably, and yet_thevmodel will be able to étcept
only the averaged values. The solution is in spedifyigg

shorter time intervals (e.g. one week), but for large

ad -

river basins with simulation periods of seventy’years or
moré, this still appears to be too expensivg in terms of
computational cost.

2) This modelling concept requires extensive hydrologic
records in order to be applied successfully to a'
particular river basin. The data required inéludes:

- Historical natural channel flows for as many
locations in the basin as poséible

- Asgsessment of water demands by municipal, hydro,
irrigation and other components involved

- Evaporation and precipitation data

-  Storage vs elevation curves for all existihg and
potential reservoir sites o .

In the case when the foregoing informatioﬁ 1s not

availgble, it has to be generated synthetically, using some

of the.available'techniques. However, the data derived in

this way are less reliable than the historically recorded -
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]
data. Consequently the model ouébut also beccies less
reliable.'So faf, this modelling concept was successfully
utilized in a number of studies which were compléfed for
river basins with extensive historical records available
[38], [39]. In the case of the Trent river basin study [40],
a system cbﬁsisting of 48 reservoirs was modelled
successfully, which was unthinkable in terms of earlier
techniques. The developments undertaken by Alberta
Environment iﬁ 1981 were, wi£h minor‘modifications, based on
the strategy envisaged in the Trent riverrbasin stpdy. This
is mainly due to the previousiy mentioned ad aﬁ%@gés of this

approac~. as well as the existence of hydrologic records for

 the South Saskatchewan River Basin for more than seventy

years.



2, BRIEF DESCRIPTION OF THE WRMM
i
2.1 General Features
The Water Resources Management Model (WRMM) of Alberta

Environment [39], [41] is a deterministic surface water

.allocation model. It was originally developed as‘part_of the

South Saskatchewan River Basin Planning Program; This model

can be used in two ways: )

a) Long term basin planning, which uses historical
hydrologic data to represent future conditions.

b) Operational plgnning, which attempts to derive short
term operational policies basecd on the hydrologic
forecast.

Successful application of this model is enhanced by the
following:

1) This model can be appliéd to any river basin. All
physical parameters (storage vs elevation curves,
hydrographs, predipitation and evaporation data) as well
as the river basin topology (junctions, reservoirs etc.)
«are‘specified in the input data file and can be eésily
changed. |

2) Tge modelled region is extremely flexible; it can vary
from large river basins interconnected with interbasin
transfers to a small irrigatiqﬁ district with its
internal canals and storage components.

3) Simple change of operat?onal priorities is an extremely

significant flexibility of this model. These are -

15 -



specified through the penalty point system, which is
defined by the user in the input data file. This allows
the user to examine easily @ number of different
operational priorities by only changing the values of
some of the penalties in subseguent simulation runs¥
Since the penalty point system represénts the céntral
idea on which the-whole model is based, it will be

discussed more thoroughly.in the following section.

2.2 Water Allocation Policies
As previously mentioned, allocation priorities are
modelled using the zoning concept in combination with tﬁe
penalty point system. Under ideal conditions all demands are
satisfied and flows in all components are within their
- ' R

"normal"” limits. However, during periods of water surplus or

»

shortage, deviations from the ideal conditions are

~

inevitable. There are two factors which determine the way in’

which the deviations will occur in the model: —

1) values of the penalties associated with each zone

v2) boundaries between the' zones (i.e. the size 6f,each
zone)

Both of these chtoré are equally. important and they
act in conjuﬁction with each other. .In order to illustrate
this concept, a simple example is presented. There é;e.four
components modelled in this:examplé: a reservoir, a natural

channel, an irrigation and an apportionment channel. The

last component is a unique feature of WRMM, which models



17

apportionment agreements between states or provinces.

All compo: -1ts and their respective zones and penalties
are shown in Figure 2.1. Penalties are assigned per unit of
flow. In the case of reservoirs, the current storage
déviation (the difference between the rule curve;sf6rage and
the current étorage‘for a particular time interval) is
divided with the length of the ti@e intervall and this
"storage equivalenced" flow is also assigned'penalty per
unit of flow. Since the overall‘tendency is to minimize the
total s&stem penalty, the deviations will first occur in
zones with 1owést penalties. 7In the .example in
Fig. 2.1, theqincreasing‘shortage will cause the following
changes (in the order listed):

1) The storage in the reservoir will be brought to the
bottom of the first relaxatiqn zone, Since thig zone has
the lowest penAIty (1).

2) Before reservoir arawdown into the second relaxation
zone, th% natural channel fléw will reach the bottom of
its firs£ felaxation zohe.

3) Next, the irrigation demand will not be met 100%. The
amount of irrigation consumptién will equal thé one
specified éé the bottom.of'the first rela*ation zone.

4) Further decrease in natural supply will result in

| reservoir storage decrease to the bottom of the second
relaxation zone, before the apportionment flows are

reduced, and so on.
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System operafing priorities during.peribdstof'shortageﬂ
are indicated by circled numbers in Fig. 2.1.‘Al§o}’
operating priorities for pefiods of water sq;ﬁlusvare
indicated by numbers in squafes. fhis simplified example
helps-to understand the concept. However, simulétion of |
large river basin involves a nﬁmber bf’detaiis which
somewhat complicate the situat;on. Thi§ is Briefly reviewed
in the next section. |
2.3 Interreservoif and Cumulative Priéfities * B

One‘thing which has to be clearly pointed out is that
the physiéal‘capacities of the cémponents being modelled
overfule the penalty values in determining the actual flow
distribution. In particular, diversidn struétureéj reservoir
outlet structufes or hydroplants have upper flow limits
which must be incorporated into the model. As a consequence
of thfs, although the model may try to maintain all
_reservoirs in the same zone, the.channel constpaints
(physical, operational or both) can create situations where
différent groups of reservoirs are operating in_different
zones. This has resulted in classifying reservoirs.which
operate in the same zones as "reservoirs in the same
operational pdlicy". All reservoirs within one operational
policy are ranked by having their apprdbriate penaltiés made
slightly different (usually by 1% to 2%). There was a number
of reasons for this:

&
1) In most cases it is desirable to rank reservoirs in the
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same operational policy. This will result in deviations
occurring first in the reservoir with the lowest
priority, and then progressively increasing to the
highest priority reservoiri
2) An attempt to m&ke all the feservoirs in the same -
operating zone conform to the "equal ﬁ%nction
relationship".has failed. By assigning‘identical )
penalties to the respective zones of these reservoirs
which was to simulate equally distributed vio%agion, the
model would not prbduce a unigue answer, although the
tétal system penalty was minimized. The existence of
more than one optimal éﬁlption is greatly increased if
there are many components with identical penalties.
Ranking of the components within the same operating
policy is extended to hydropower plants, irrigation
components and major withdrawals in a similar manner as in
‘tbg case of reservoirs. The justification for this is the
same as‘before, i.e. the components are not of the same
importance (e.g. two irrigation fields might diffg;.in tYpe

or quality of crops). Also, an overall objective is to

arrive at a unique solution for a particular run.

2.4 General Model Structure o i
The WRMM consists of three separate computer programs
written in FORTRAN 77 and linked together by shared common

LY

data files. These programs are:
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1) Data Preparation Program (DPP)
2) Model Simulation Program (MSP)
3) Output Display Program (ODP)

The DPP program is used in the case of simulation runs

of more than one year. Its purpose -is to access the

hydrometeorlogic basic data file of Alberta Environment and

*,

.

create an input data file for every year of MSP simulation

run. The ODP program is optional and its purpose is to give

some of the outputs in graphical form, which is very useful

in case of long simulation runs.

The main part of WRMM is the MSP program whish can be
3

run separately. This program has the following functions:

2)

3)

Transformation of model data (physical network, éenaltx.
Qalues,inflow'and demand) into a capacitated
trénsportation network. |

Solution of the transformed network by the'OKA.

Checking of the solution flows against ﬁﬁe constraints:
imposed by control structufes and hydroplants and
reitérating if necessary.'Alsb,.conversion of arc flows
back into a convenient form of output (elevation for
reservoirs, unit of applicgtion,for irrigation, power
for hydroplants and flow for ‘all other components).

Model components and the apprépriate physical processes

~which they simulate are listed in'table‘2.i.

Natural runoff is simulated as inflows at resarvoirs

~and junctions. Included in the natural runoff is all water

contributed to the river under natural conditions.
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The nature of reiterat%on is one of the drawbacks of
this modelling concept and it is briefly discussed below:

Outlét structuresiére often associated with a reservoir
or a lake in order to modify the flow below theﬁl ?Eg;e ar 2

three types of outlet structures that can be simulated by

KN
~

the model:
| - welr flow
- orifice flow
- dischérge versus elevation curve
The first two use standard formulés to'deﬁerminé
maximum outflow, while the third estimates maximum outflow
by interpolation between two closest given points (tgé whole

“curve is given as a set of discrete points).

e S
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Table 2.1 Component vs hodelled processes

\

\18)
Component

Reservoir

Hydropower

Natural Channel
Apportionment Channel
Diversion Channel ~
Irrigatioh

Junctions

Major Withdrawal

Minor Withdrawal

Model led Processes

- stbrage‘

- controlled releas;s
(hydropower excluded)

- net evaporation

- power flows

-~ energy generation

- Channel flow

- Channel flow which is

governed by .an apport.

agreement

- flow

-~ cogsumptive use

- return flow

= joining or splitting

¢

of flow of two or
more compoﬁénts |
- consumptive use
- return flow

- consumptive use
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Whichever way is used, the actual average elevation per
time step must be known in order to calculate the .maximum
outflow, However, only elevation at the beginning of the
time interval is ,actually known; the elevation at the end of
the time'interVQI is yet to be derived(by the mcdel. This
problem is tackled in the following waé the outflow
capaéity is first calculated using the elevation at the
beginn}ng of the time step. At the end of ;he time step the
new elgvation will be derived as a result of paiancing
inflows, outflow and net evaporation at the réservoir site,
~ The new elevation might be lower than the previous, which
indicates that the oﬁtflow éstimated at the beginning of the
time interval was greater than the actual. In this case the
»starting and the ending elevations are ayeréged and then
. compared to the starting.elevationf If the difference is
over five per tent, the whole optimiiation for that time
intefQél is repeatéd, having the capacity of the‘control
structure previously reset. |

A g&milar problem is associated with modelling of
hydropower plants, throggh which tﬁe flow is physically
i‘constrained‘b; the operat{ing chéracteristi'c >f the turbine.

~ /—"‘ ‘-
The maximum flow through the plant is calculated as follows:

For H<H, Qo =QVH/HE ..., P -2 B

H>H,  Q.,,=QH/H, e T

where: ; . St
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H...,..expected operating headifor a time étep
: Hrf..f..rated head of the plant
Qres....rated flow_ofAthe plant
"At the end of tﬁe timé step fhé maximum discharge capacity

(calculated using the average operating héad for that time

7\interval) is compared to the discha;ge capaéity defined by

the initial qperating head. If the difference ex®eeds five
s '

iéercent the whole iteration for that time interval is

N - ) ~
repeated using new maximum discharge capacity calculated

with the average operating'head.

Both control structure agg'hydroplant have a poteqtial-
to creété numerous reiterationé within one time interval,
wﬁich can be disastrous in terms of execution efficiency.\ln.
ofderyto prevent that, the number of_iterétions within one.
time interval is limited tobfivé. It rarely happens that
after four .iterations. the deviation is still over fivet
pércentU but if that. is the éase the warning message is
'printéd out.'.i

&

2.5 Input -Data. . | S ‘ ;, -
There are four basic data sets required for a
simulation run. Theéé are: o =
a) definition of the physical system
b) definition of priorities (penait? system)

c) water supply data

d) water demand data
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The water supply data consists of initial reservoir

storages, reservoir net evaporation (evaporation minus

precipitation) and natural chénhel flows. The water demand
déta includes municipal,'industrial, hydropower and
irrigation requireﬁents. |

Data described under a) and b) is contained in the SCF-
(simulation control file), while water supply and démand
data are usuaily stored in PDF (preparedvdata file),
alfhough for sﬁort simulation runs (typically one yed%), all
the necessary data can ,be conveniently stored in SCF. In
cage of ibng‘simulatibn runs, the PDF file is created as a
result of she DPP (data preparation program) run. This-

program has the following functions:

1)y To access the appropriate (monthly or weekly)

hydrometeologic data base fiie (HBDF) and read the
records for simulated years.
| _ HBDF files consist of/patural flows‘for all of the
-~ hydroiogic5stations in the South Saskat;hewah River
Basin, staéting ﬁrom'year 1912. Included in HBDF are
also_water deﬁénd files, whicﬁ represent mean monthly
e (or.weekly) flg;é required for various consgmptive uses.
These flows were éstimated*gn basis of previbus'démands,
and they represent ideal;situétioh when ﬁhese demands

are met 100%. = “peuf?

There are Ewo typés of data contained in HBDF
files; these are the. flow values expressed in CMS, and

evaporation ang gfécipitation data given in MM, Both
R _ ‘
s

4
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nonthly and weekly HBDF are organized in the following
way: the first line of the record«éontaining the station
name, starting year of existing records, number of ¥ears
of record and finally, the uﬁits (CMS or'MM).vae next

four lines are reserved for additional information and

constitute the title. After this, records are liSted

starting with the respective year in the most left

column and followed by appropriate data in subsequent

columns. Not all the records from HBDF are read by DPP.

) -

. For example, if the simulation period starts in 1955 and

ends in 1970, only records for these 15'years will be
read from'thé.appropriate files»and used for creation of
PDF. | “

Finaliy, the ﬁltimate goal of DPP is to calculate net
inflow for all nodes in the network which are designated
as "inflow nodes", whereby net inflow per one time

interval is defined as a change of flow with respect to

its value contained in the previous time irterval.

Therefore, net inflows can be both positive or negative.

Specification of natural inflows is of particular.

\

importance to this modelling concept. Since all water
mOVements-are averaged per'time interval and the optimal
solution derived by the model is based on this steady .

r)

staté’assumption, the only way to represent'movements of

_the water through the system is to monitor changes of"

natural inflows at certain locations and supply them to
v

[ . .
the model for each time interval. Locations at which

R
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\

inflows are specified have, to be defined as nodes in the
WRMM network. In £he actual physical systém, these
locations represent junctions and reservoirs.
Aﬁé{} from defining net inflow per node with
respect to the previous value, there is one more °
important aspect related to this parameter. The area
bgtween'two inflow nédes (one beihg upstream of the
other) is the only part of the -watershed which

contributes to the inflow inio the downstream'node.

Therefore, 'to assess the net inflow into the downstream

A,
>

node, the natural flows at this node must be subtracted
from the sum ofinaiural flows at the;upstream node. This
tgchnique breaks‘the whole watershed‘intq a number of
small, interconnected watersheds and the naﬁural runoéf
is sinmulated as inflow into the most downstream point
for each of these eleméntary water&heds.
2.6 Flow Network Organization o
‘Ail model components are specified by the user as‘Lhe
ektefnal network. In ordér to apply the OKA solution
procedure the external network will béltransfbrmed into a,
directed, éirculatofy and capéditated network. This is |
termed the internal network and all data from thé external
network will be converted intg units of flow in the internal

netwo:k.
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fig 2.2 Flow zones. fig 2.3 Flow arcs

The basic idea of this transformation is to split the
flow in a physical component (natura. channel, for example)
into algebraic sum‘of flows in the "idegl zone" and a finite
number of zones above and beloQ the ideal.

Fig 2.3 indicates how a natural channel 1s represented
in the internal network. All zones are specified arbitrarily
'by the user. The ideal zone implies the amount of flow

"sufficient to meet all demands (flood excluded). The natural
channel flow is thus converted in the internal 1 work as
foliows:

Q = U1+I-L1-L2 ....... e e e e (2.3)
where 1f the elevation is above the ideal zone, the flows in
lower arcs are zero and vice veréa. Foraexample, 1f lhe
elevation is in zone L2, then f ow in the ‘ideal arc will be
equal to its lower bound, the flow in arc L1 will be equal
to its upper bound, the flow in arc L2 will be between the
bounds and the flow in afc Ul will equal zero. Therefore,
there.will always be flow.inbthe 1deal arc, which\will be

“eilther subtracted from flows in revéfse‘ércs, or summed with.

- ' » o v
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the flows in the forward arcs (in this example there is only
one of them).
The rules of transformation from external Fqiinternal
network can be briefly summarized as follows:
1) All Qater movements will be represented by arc flows in
the internal network . | '
2) Nodes in the internal network will‘represent:
- junctions in the external network
- locations at which water leaves the system (i.e.
evaporation from reservoirs, evapotranspiration from
irrigation fields, withdrawals, etc.) in the
external network
- locations at which water is supplied to the system
in the external network |
The following is an example of a modelled system with
one reservoir, one irrigation field, two rive;s, one
‘apportionment éhannel and one major and minor withgfawal.
Inflows into the system are specified at twb locations at
the upstream end of the modelled regibn. This system is
presgnted‘in fig 2.4.and its appropriafe }ntérnal network is
shown in fig 2.5. | | |
It can be noted that twb mofe'nodes’are added in the
internal network; these are the'system supply node . (SSN),
from vhith inflows into the system are specified, and the
system balance node (SBN), where arcs léading to this node
répresent movement Of'the water outside the system for all

components except for_reservoirs; For example, the flow in.
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the arcs which link irrigation field with the system\balance
node represent the volume of water consumed by the .
. ) N
irrigation field plus all the losses due to seepage and

evaporation from the diversion channel per time interval,

which also has to be treated as a flow directed outside the
¥
system,

Inflows into the system are specified at only two nodes
) }n this'casg, both -0of them being on the boundary of the
'$odelled*region. Th;>idgal situation is to choose such
locations for these nodes which correspond to locations of
the existing hydrologic stations. The actual natural flow
data will.then represent inflow into e-system, which are
(in this case) positive. Inflog§/a{g(§Znerally specified at
a number of points in the system. In this simplified
example, inflows could also be specified at the junction
downstream of the reservoir (node 3 on fig 2.4). If natural
flows at this node for"one time interval happen to be
smaller than the sﬁm of all upstream flows (ip this case
inflows into nodes 1 and 5), then it means that the
sub—watérshed bounded by nodes 1,5 and 3 is not‘contributing

to the 4 : -



fig 2.4
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r
fig 2.5 Example internal network

- . v o
overall runoff. Consequently, the inflow into node 3 would
be assigned negative value (equivalent to estimated losses
in the reach between nodes 1,5 and 3).

This explains why there are two inflow arcs with
opposite directions. If the current inflow infé a node has
'positive value, it will appear as the flow in the arc
directed from system supply node to the actual inflow node,
while the flow in the other arc will be set to zero.
Conversely, negative inflows will appear as poéitive flows

in arcs dirécted from the inflow node to system balance

~
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node, while the other arc will have its flow set to zero.

The importance of organizing internal network in this way is

dictated by the requirement that flows be non-negative,

'imposed by thé nature of linear programming. One of the most

interesting features of this modelling concept is related to

converting change of resenvoir’storage into_flows in

reservoir arcs. This topic isvfurther ;eferred to with more
details in the numericel example in’ the next sectibn. For |
now, it should be noted that reservoir arcs includé the
following:

- The initial Storage arc directed frgm SBN to the
reservoir node. Flow in this arc is set to the flow
‘obtained by dividing the storage volume at the beginning
of the time interval by the length of the time interval.

~Penalty in this arc is set to 'zero.

-  The rule curve arc and the upper zone arcs are directed
from the‘fesefvoir node to fhe SBN. The rule curve arc
has a penélty of zero while upper zone arcs have
‘positive penalties assigned to each zone.

-~ The lower zone a.c¢s ure directed from SBN to th
reservoir node.

The algebraic»sum oi all tﬁese flows can be directed
either from SBN to the reservoir‘nqde, whiqh represents
decrease of storage'per timeﬁﬁnterval, or else if the
"summed flow" orientation is from the reservoifvhode to SBN,
the réservoir level is iﬁcreased per‘time intervai;

Reservoirs are the only model components which can have flow
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directed from SBN towards the system. All other components
will have their flows directed towards SBN.

Finally, two arcs with oppoéite directions link SBN and
SSN. One of them always has flow set to zero, while the flow
in the other is set to the difference between the total
system input and the total volume of water that left the
system. for a time interva%. Normally, it is the arc ‘directed
from SBN to SSN which has the flow,‘whiLé the. other arc has
flow set to zero. The opposite situation is very unlikely,
;mm—s{ill theoretically possible. One could visualize such a
desertKiiEﬁ river basin in which upstream natural inflows
combined with reservoir releases are all,iOSt due to seepage
and\evaporation; Also, modelling of such basin must not
include specification of any requirementg that have to be
met, since if that is the case the model will declare the
‘problem infeasible. In other words, the model will not be
able to allocate the demanded amounts due tb the
non-avai}ability of water under such extremely dzy
conditionQ{ These two arcs are necessary in order to satisfy
ﬁhe flow co;kinuity for the system supply and the system
balance nodes. To summarize, the internal WRMM network has
‘the following properties:
1) For each node in the network, there is at least one

in-coming and at least one out-going arc.
2) All arcs are'bounded from below and above. Bounds are

J
. - t‘ N . ‘ . . .
constant for each time interval; also{ infinitely large

~

tgpper boundj/are set to a finite value of 10,000 CMS. -
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3) Each arc is assigned a. penalty, further referred to as a

cost incurred per‘unit of flow,

Problem of optimal allocation in a fiver basin is thus
converted into solving a minimum cost flow problem for the
transformed network. WRMM contains a ngsteQ§optimization‘ AN
subprogiam which{éolves the problem of routing the inflo&s
through the network in such a way that tﬁe sum of penalfies
times flows for all arcs in the‘network is minimized. Once
the solution fs achieved, the resulting flows throughAall
hydroplants and flow control structures are checked against‘
their maximum capacity and the whole processumight be -
repeated ag explained earlier. The solution for one time
interval represents the'étar{ing point for the next time
Hntervél, and so forth. The final splut{on 'will define the
best allocation policy for each time interval (weekslor
months). In ther words, the WRMM Qgrives a set of flows.
which deviate from the ideal copditions as little as
possible., If deviationg have to occur since it is impossible
to meet all the demands at a particular time interval, they

will first take place at the segments of the system with the

lowest prescribed priorities.
“

2.7 Numerical Example ‘ ) o (:'
. A one year simulation run with monthly time steps is

executed fos/a fictitious system depicted in fig 2.4. All

the Qecessa%Y information needed to describe this sysﬁem is -

given_is SCF file enclosed in appéndix 3. The SCF file. . . - ”
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consists of six blocks of data linked in the following

order:
N ‘ N
$IDENT - system identification sub-file

&SIMCON - simulation control sub-file

$PHYS.— physical system sub—file.

$PENS - penalty system sub-file

$WATD - water deménd sub-file

$WATS - ;ater supply sub—fiie

The first two sub-files contain basic information about
the moael, starting date and duration of simulation, the
length of time intervals, etc. Physical system data contain

the connectivity and component types, while the penalty

subfile contains the sizes of all zones and their respective

penalties. . ‘ \r
The components modelled in this system include:
- reservoir . t

'

- flow control structure immediately downstream of the
reservoi;

- two pétural channelé

- minor withdrawal (répreSents demand that has to be

. met, e.q. municipal supply) |

- irrigation EOmpOnent< |

Representation of the last two components includes
diversion and return channels. This flowltakés place along
arcs 18; 19, 20 and 21 for thelirrigation component, arcs
35, 36 and 37 for the industrial component, and arce 31 for

the municipal use component. - é
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~The input data file in appendix 3 is followed by two'
‘example outputs and an output from subroutine "ARCCHK",
which is one of the optionai outputs. This subroutine prints
upper bound, flow, lower bound and penalty for each arc in
the network. - |

To demoﬁstréte the effect of the penalty values, two

runs were executed with the change in resé}voir penalties.
reservoir initial elevation is éet at the rule curve. In the
fffét run, penalties in the zones below the rqléicurv are
set to 10, 20 and 100,'respectively; However, in the second
run they were increased to 500, 800 and 1000, which gave the
reservoir highest priority (excluding the municipal use
component). The result of this is visible in the final
'output. In the firstrsimulation the reservoir level is
steadily decreasihg, starting from 1030.0 m on Janhgry 1,873 -
In the segond run, however, the reservoir elevafion remains
constant throughout the simulation period, at the éxpense of
other users. Eor example, the industrial component
(reference number é1) has flow greéter than zero Only in the -
month of August,. Othervthén that,.one should observe that
letters A, B, C or D attached to the numbers in thg final
table indicate in which zone a paréicular’component operates
atvtﬁe given time interval. Zones A, B, C and D represent
first, second, ﬁhird and fourth de&iating zone belpw the
ideal, respectively. Conversely, letters x,:y, Z aﬁd W
- indicate operation in zones above the ideal. Also, if a

letter is foliowed'by the apostrophe in the final output,



39

this indicates that the corresponding component is operating
at the very bottom of the reépecfive ;one.

Thé reservoir penaltiis and Stofage-eleQation curve are
given in Fig 2.6 and Figi2.7.'The rule cdgve 15 kept
constant, which ié not nb;mally the case, but itvwas done
here fo% simplicity. The fifSt and the second zone below {hé
rule curve change their sizes with tihe. In the firsf
simulation run, the reservolr level deqréases through all

zones, and the letters are printed accordingly.

ELEV TION (m)

) C . ' N

. =,
1300.0 , ! = f S—
1300.0 ! o . —
. : L | l
'1’027.0,"”///"7T 20 N - |
10250 t ‘ :
l 100 ! \{I - -
1000, | . 1 S -
| 121 . 244 . - 365 ) TIME" (days)
'%f : fig 2.6 Example reservoir zones
#e) i"%QVA.TION (m) ; .
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1020.0

STORAGE (dam3)

fig 2.7 Example el _vation vs storage curve
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The starting'elevation at the beginning of the,first
time step is‘set at the rule curve level. Dividing the rule
curve storage with 31 days tor month of January gives a

‘”storage equivalenced” flow of 112.007 €EMS, which is the
flow in arcs 7 and 8 (the rule curve arc and the initial
'storagevarc)} ?he outfloy from reservoir is represented as a
flow‘from the system'balance node towards the reservoir
node, and the average outflow for month of January is 3.58
.CMS (arc number 9) Each unlt of thlS flow is penallzed with
the penalty of 10! and the new elevatlon at the end of the
fflrst time 1nterval is. 1029. 52 m. The storage which
corresponds to this elevatlon 1s d1v1ded with the length of
- the next time 1nterval (month of February) and it represents
the. flow in the initial storage arc for the, second time
1nterya{._3he rule curvedarc is setiln the similar manner.
'Céfservoir‘storage“is further reduced in the second time
interval for the average flow‘of 2.26 6MS..However, the
penaiized fiow'in arc 9 is 6.224 CMS, which represents
storage equivalenced'flow of accumulated deviation for all
prev1ous t1me steps. ‘
' . Flnally,'the ba51c WRMM output can be used as input for
other studlég, since it is easy to d15tangu1sh def1c1ts for
all.componentz 1n each time 1nterVal. leferent deficits are
subject to economic an:lysis which rould assess the .,
' yiabiiity of‘constructin 2 new component with respect to

B Y s
its size or location.
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2.8 Final Remarks

A number of critical observations regarding wﬁMM is
presented in this section which should be helpful to those
who are interested in the,furtheg develoﬁment of this
modelling concept. Apnumber of difficulties associated with
tﬁis modelling concept were already mentioned before, such
as tée steady state data representation and fei;erations on

control structures and hydropower plants. Additional remarks

are,reviewed in the following.

2.8.1 Natural CPannel Flows ]
As ex 'aé£ed earlier, natural channels are representgd
in the‘mééel as a number of éequentiaily linked components,
joined by nodes. Some of these nodes may be specified as
"inflow nodes", and their respective infloys for each time
step are assigﬁed to agcs which link thé syétem,sﬁpply node
and the individual'infiow nodes. The result of this is that
the natural flow between the two adjacent nodes is treated
as constant along the reach, i.é. thé'increase in flow due
to runoff can only be specified in ihérements,\which in
reality this increase is continual. Observe for example a
'“natural'channel downstream of'tﬁe reservoir in fig 2.4. It
could represent a reach of 100 km or more i reélify. 1f ét
the particular time'ihterval no water is released from the

reservoir, the final output will indicate a flow of'iZero for

this component. .
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However, the flow of zero will exist only immediately -
downstream of the reservoir. After 100 km, natural runoff

can build up a considerable flow, but this will only appear

~* as inflow into the downstream node {(coming through iuflow

: b .
arcs) and it will affect the downstream component, in this

case the apporfionment\ghannel.~Therefore, the final output
is not completely accurate in the case of natural channels.
This problem cannot be avoided,'but it can be reduced using
river feathes of smaller length. This, however, reduces thé
computational efficiency since the size of the>network is

increased.

-4

,
2. 8 2 Infeas1ble Solutions

Many use€rs are dlscouraged by this modelllng concept
after they face this problem, and a comprehensive way to
deal with it is yet to be developed. t

fituié essential to-reélize that, although all arc

boundg are implicitly set:by the user in the input data
file, it ié stil%y}mpoésible to know whether a feasiblé
solutlon exists for all t1me intervals. éesetting of the arc
_bounds is done by the model on ba51s of the prev1ous time
step solutlon and;1nflows and demands for the current time

step. In a 51tuat10n when the natural supply ° lower than

the demand, whlch has to be met (descrlbed by sum of the
\,7 v* .o .
minor w1tﬁdrawal components) the algorithm will not be able

-

to s%%ve the problem, and it will declare infeasibility.

" This prompts the user to examine the input data file and



determine the reason for infeasibillty. Thevcurrent
procedure is not too helpful and onl§ experienced users can
resolve thlS problem most’ of tme t1me us1ng ‘the ."trial and
error” procedure. A separate subroutxne which will analyze
the capac1tated network in the case of 1nfea51b111ty,
transform the results}of‘thls analysls into the.external
”neEWOrk and offer_alternate coursee of action to resolve

this problem is currently being developed.

w}'
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2. 8 3 FORTRAN 77 vs Other ngh Level Programming Languages
WRMM is written in FORTRAN 77. This has its 11m1tatlons
whlch negatlvely affect the whole model’. These limitations
are associated w1th 1nab1llty‘to use more appropriate data
structure, which could 1mprove the follow1ng s
1) Operating memory allocat1on could be ea51lj made
adjustable, 'which could contribute to more efficient
utilization of'the model.:Tﬁe current version dinstalled
on the Terrace'Computing Cemter Malnframe allocates 2.5
MB of memory for each rﬁn, even'though only 5 % of it
may be actuallyiheeded for small size networks. This
considerationﬁis.of parﬁicular‘importance to those who
intend to uee WRMM on mini or micr0computers.
Howevey, céis is not the major concern eince it is
possible to override this FORTRAN limitation using a
number of different techniques. A considerable advantager

of languages such as PASCAL or C language would be ‘in

ability to use record data structures, which would
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eliminate arrays used in FORTRAN and.donsequently~rédﬁce
the number of referencing and array ope;ations in the
program, thus improving its overall efficienﬁy. Detéiled
discussion of these advantages fequires understanding of
how the current FORTRAN data structure works; it is

therefore placed at the end of this study.



3. THE OUT-OF-KILTER ALGORITHM OF FORD AND FULKERSON
‘

3.1 Introduction to Linear Programming

# =(§7hrs sectlon reviews basic definitions of 1inear
pnognammlng, duallty and ‘the theorem of complementary
slackness, u@y’ch are the theoretical foundations of the
Out—of—KilfeP Algorithm of Ford and Fulkerson.

3.1.1 Definition of a Linear Program

The theory of linear programming is concerned with the
solution of llnear 1nequa11ty systems Its rapid development
began in the late 1940s and 1t has been substantially
enhanced by the development of electronic computers.

A linear program;can be defined as a decision problem
of finding an extreme value of a linesr form, subjest to
linear inequality constraints. The followingvmathématical
expressions repsesent an example of this statement (in

matrix nota ron)

.

. Omzh;mlze ‘cox% et eta e e (3.1)
}‘ " ‘:xf, ) .
suUbject to a-x2b et e e e (3.2)

20 L. iieeeeen Ceetre e (3.3)
where (3.1) is called the objective function while (3.2) and
(3.3) are called constraints of the system. Matrices in
these expressions are of the following type:

- ¢ is ; row mstrix of size n

-~ X is a column matrix of size n

- a is a matrix  with m rows and n columns
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The notation.used here follows mainly the 1i

i

- b is a column matrix of size m

nes of Jarvis

2y

and Bazaraa [43]. Matrices c, a and b are é?@en while matrix

x is unknown. Expression§'(3:]), (3.2) and (3.3) define a

linear program in5its céhon?b%] form. There are some

important properties of linear programs which will be

briefly outlined here:

a)

c)

Expression (3.2) can be converted into a matrix equation
by defining a set of slack variables s, suchzthat:
a-x-s=b
If this is the case, the linear program defined by
(3.15, (3.2) and (3.3) is in its standard form and the
system must be solved for both x and s.
If matrix c isﬁmultiplied by -1, the;problem of
minimization becbmes the problem of maximization.Also,
if expression (3.2) is multiplied by -1, the inequality
changes from "greater or equal“oto "less or equal".
Finally, expression (3.3) indic;tes that all the
variables have‘to be nonnegative. However, some of the

variables in actual optimization problems may be

unrestricted in sign. In such cases the following

transformation can be appli=-~. ‘ “

X = X' = X" it Cieeceonens .

where both x' and x" are nonnegative. Any value of x can

‘be presented as a combination of two nonnegative values

of x' and x". ' !
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To summarize, any linear program can be brought into a
form defined by (3.1), (3.2){#nd (3.3) regardless of the
combination of equalities and inequalities in the |
constrainfs on the variables or restrictions in their sign.
Any matrix x which satisfies (3.2) and (3.3) is calLéa a
feasible solution. The:problem'fof linear programming is to
isolate a feasible solution which also‘satisfiés equétion

(3.1); this is referred to as an optimal soﬁ%%ﬁon.

®
3.1.2 The Concept of Duality , gf
A fundamental property ‘of a linear program is that

another linear program, called its "dual", can be associated

with it. John Von Neumann 4], the founder of the theory of

. games, 1is éredifed with hav é first postulated the

existence of a dual linear program. Developments in the

theory of duality have led to new and more eff%ciéAt

algorithms like the Dual-Simple} method, the Primal-Dual.

algorithm and the Out-of-Kilter algorithm. Lt
The dual program of the linear program defined by

(3.1), (3.2) and (3.3) is defined by:

maximize w-b e et eas et . .(3.5)
subject to %-aSc Ceeete e P (3.6)
w20 ..., et ettt ettt .. (3.7)

where w is the dual variable and a, b and c are the matrices
previously defined in (3.1) and (3.2).
The dual program defined by (3.5), (3.6) and (3.7) is

actually another form of°the primal program defined by
3
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(;.1), (3.2) and((3.3). To show this, the fdllowing

transformations are applied: {

1)  Multiply e 'reSsions (3.5) and (3. 6){by -1 and transpose
 both s1des@f gxpt‘es@,ons (3 5),. %’6) and (3.7); the

o 8 08

transpose maailx i 9deh

dual“program then becomes o
& g PR

minimize ( b*) Wt
. subject to (-a®)-w'z(-c")

ﬂthO R ;...f .......

: Bot -
2) 1f (3.5'), (3.6') and (3.7') is considered a primal
program, 1its dual can be deflned accordlng to the

relation between (3.1 1), (3 2), (3 3) and (3.5), (3.6)

and (3.7) as: e
'méximize x"-(=c*) et eeetes e (3.5")
subject to x"-(~-a‘)s(-b") ......... .0t (3.6M)
| 20 ....... Ce e h et (3.7")

3) Finally, if both sides bf expressions (3.5"), (3.6") and
(3.7") are multiplied by -1 and then transposed, this
‘program is converted into. the primal program (3.1),
(3.2) and (3.3). This proves the theorem that " dual of
the dual is the primal”, i.e. both the dual and the
primal are different forms of the séme program.

Moreover, if soluﬁions of the priﬁal and igs dual
program are denoted by Xopt and Wopt respectivély, then:

€ Xopy = Wope'D eenviniiiiiniian., e .(3.8)

To show this, assume that if and w, are feasible

solutions to the primal and dual programs respectively. Tﬁen
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I
multiply expression (3.2) on the left by w, and expression i
(3.6) on the right by xf,cfo give: - | ﬁ@

CX, 2 W ax, é Wil ittt (3.8.1)

This relationship shows that the value of the objective

function for any feasible solution to the brimal
minimization problem is always greater or equal than the
value of the_objective flunction for any feasible solution to
the#dual maximization problem. The "greater or equal" sign
in this expression may or may not become "equal" only when
X, ana w, respectively minimize the objective function of .
the minimization problem and maximize the objective function
of the maximization problem. Then x, and w, would'also_be.
optimal, and the fgyegoing inequality woulé become :

Cx, = w?gﬁf = wb .. .
- For optimal x; and w, this equality is always valid, which
follows from Khun-Tucker optimality conditions [45], [46]:

Expression (3.8.2) is broken down into two equations:

w(ax-b) = 0 ....... ettt (3.9)
and (c=wa)x = 0 ......c0nnne et eiaee s (3.10)
and x=x,,.; the only way in which these two

where WEW L,
equations will hold is if at least one of the factors in the
éot product on the left hand side of the equations (3.9) and
(3.10) is equal to zero for each row j of the matrix

equations (3.9) and (3.105. This requires that:

w, >0 = [aiJ][xj] = b,, D ¢ T S (3.9.1)
w, =0 = [a l[x;} >b, 3=1,n ......... ...(3.9.2)
Xy >0 = [wi][ahj] ="cy, 1=1,M teveeennenn p3110.1)
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X, = 0 =y [w,1la; 1 < ¢y, i=1,m ...000....(3.10.2)

From the above conditions the weak theorem of complemenfary
slackness [47], [48] cun be stated as: if the-variable in.
one problem is positive, then the corrésponding constraint
in the other problem must be "tight" (i.e. it must be
equality); cohbersely,gjf the constraint in one problem is
not tight, then the corresponding v3riable in the other
problem must be zéro. |

This gave rise to algorithms that attempt to bring both
primal and dual variables into one of the foregoing
conditions, in .hich case an optimal solution is found:. The
advantage of such algorithms is in reducing the number of
steps (iterations) before an optimal solution is reached. At
“first sight this might seem to be a tradeoff in the wrong
direction, since both the primal and dual proé}ems have to
be solved, when usually only one of them 1s of interest.
However, these algorithms offer the'option_tp tackle the
same problem from two{different perspééti&es (primal and
dual), and use whichever is more convenient at any
particular point. This is analogous to having two routes to
gét from point A to point B in each iteration, and choosing
the shortest. Classical linear prﬁgramming algoii;hms solve:
only the primal prdgram, thch is analogous to‘having only

one route from A to B.

S
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i
3.2 Introduction to Network Minimum Cost flow Problem

The Out-of-Kilter algorithm (OKA) is an efficient
linear programming routine for solving miﬁimal ¢os€ flow
problems in networks., This foﬁtipe can oniy be applied to
networks with certain préperties, which will be briefly ‘i’
outlined here. |

A network, or linear graph G=[N,A] is a finite set of N
elemehts together with subsets A'c A associated with each
element of set N. The elehents of N are known’aé:

,h'juhctions,points, vertices or nodes; the elements of‘A are
called arcs, links, edges or branches. The expre§sions
"nodes" and.“arcs" will be used further in this text.

The OKA routfqe 1s applied exclusively to directed,
ci%cu;atory and capac%tated networks. The term "directed"
inéﬂcates that flows-aiong a particular arc é:e allowed in
onl%)onevdirection. The term "circulatory" means that for
eachwnbdeA"ié in the network there is‘at least one incoming
Qarc and at least one outgoing arc. Iﬁ_AS‘ﬁsually only the

i

first_apdgghe last node in the network that don't satisfy
- this cdndition for most of networks in general. Such

" wnon-circulatory netyqﬁﬁ%yban be made\circulatory simply.by-
;dding one arc’pgfﬁéén the starting and @he ending node.
Finé%ly,sg "capacitated" netwotk will have "capacities"
definedffbr each arc, which will further SE referred to as
.thebﬁupper bounds" and the "lower bounds". Capacitiei for

each arc are needed to represeﬁf'real world network flow

iimitations, which could be imposed by existence of pumps,
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turbines, or other thsical constraints.

Having defined a directed, circulatory and capacitated
network, one more variable for each arc 1is qeeded £o4
formulate the minimum cost flow proble&. This variable
represents the figtitious cost of eendingva unit of flew
from node i to node j along an arc (i,j).‘In some networks
the cost of flow has an economic representation (e.g. the
cost of pumping ;loﬁé the pipeline). However, this does not
have to be the case and the cost of flow.aleng each arc can
be assigned quite arbitrarily. Whatever thekLase, different

costs (or penalties) caA be used to define certain,

-

A 4
preferences for routing the flow through the network.,

A se%ij flows in the network'which satisfies

’ﬁ‘contlnu1ty of flow for every node is’ termed a CIPculatlon .

T
P g::_,?;
)

K
v

’jevery arc, the c1r¢ulat10n is sald to be feasible.
The problem‘of minimal cost flow in a network is to find
such a feasible circulation ‘which also minimizes thehtotal
apst of flow in the network where the total coe£~is the sum
of flow multLplled ‘by cost for all arcs in the network.
There mlght be.one or more c1rculat10ns that will meet all
three requ1rements (prescribed bounds node conservation and
minimal total penalty) These circulations are called o
optimal, and the OKA algorithm is a technique of reaching an

optimal circulation, starting from any circulation for a

given network.



53

3.3 The Out-of-Kilter Algorithm
3.3.1 Theoretical Basis ofrfhe.Algorithm

The out-of-Kilter algorithh [36]1, [37] is a generalized
primal-dual algorithm»for network flow problems. The problem

which is solved by the OKA can be mathematicélly defined as

N
follows:
o Minimize Fj Ci,5%i,5 (i,3) e A (3.11)
Subject to % (x5 = x%5,;) = d} (3) € 1,2, ..N (3.12)
X, 2L, (1,9) ¢ A ..(3.13)
X;,5SK; o - (i.,j) e A ..(3.14)
where:
A - set of-all arcs in the network‘
‘N *bé%t of arcs associgfed with a node
X;,y - flow from.node i to node j

Ci,y ~ éost per unit,of flow from'i to j

L;,; - lower bound of Elow from i to j

K ; ;rupper bound of fléw from i to j
This notation allows for the existence of only one arc from
node i tb node j. There can be more than one such arc in
general. Howevef:-this notation is maintained forvcompliance
with the :efefenced literature. |

Expression (3.12) represents the conservation of mass
equation for each node in the network. Since the right hand
side of this eduation is always equal tb zero the flowgdoes

not enter or leave the network at any node, but ra@her‘

[
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"circulates}/inside the network. Therefore, if the network
is not'circulatory,}it will be impossible to satisfy
constréint'(3.12}. Expressions (3.13) and (3.14) impose the
limits of flow gnhggfh arc. Since flows are nonnegative..it
1s assumed tﬁét K, ;2L; ;20 for all arcs'(i,j). Finally,

’ . ) .
expression (3.11) ig\the objedtive function of the primalk
prog;a@ (3.11)-(3.14).

As previously statéd- evetry pfimal linear program can
be associated -with 1ts dual program. The rules for
conversion from prlmal to duai and vice versa can be. found
in the related literature [4%}, [50] and they will not be
discussed here. The dual of the primal program-(3.11)—(3.14)

is stated as:

" '3 3 : v 1 - "‘/ . . ] )
Maximize Ej(LLjU SRR SV F.5) (1,j)§A .(3.15)
Subject to up ~ gt utmuty g S ey (1,3)eA (3.16)
u; unrestricted in sign,- cieN .. (3.17)
U'-'< U".'. 2 0 _ ..(3.18)

Dual variables u; (known-as "node potentials”, or

"multlpllers") are associated with node conservation

equations (3. 12) and dual variables u', . and u". . are

) i,3

associated with constraints (3.13) and (3.14), respectively.

kpply the complementary slacknes§s theorem to this

‘problem: a feasible circulation x ‘and dual variables u,,

u'hjp u" satlsfylng (3 15) - (3 18) constltute an optimal

-

circulation if and only if they satisfy the relatlons'

y
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3 \‘ . . s v . ‘v..
- ‘ hs"f'-"'.i‘ ', »
v - L .)=0 g ) (3.19)
U 1,] xi,j :,j - A ..f.....’.ﬁf‘..{. o.-o-.o--‘\t ;3.
n : _ _ o ‘ . ) ]
U llj ( KJIJ Xl J ) 0 * o 8 o 8 s ¢ 0 .“TV-.- ‘- . : ® * 0 8 0 0 s -n‘(3'2%) ",
.- U + u. - u'. Ut L ] ki ' R
[ey,y —up +uy - u'y o+ a0 ] X {53 0 ......2(3:21)

- N . 2, . .,M..L _'\A . ) ’:‘l
In other words, for every arc (i,j)~oﬁ¥?of the
(mutually exclusive) conditions has to be saﬂﬂ%fiéd:fy

RS A S U =0 i, (3.19.1)
and u'y g Tely gty ... (3.19.2)

L. :< <K > u". . = u' = SN - —O("201)
RS SRS S U'y,y = u'y 4= Cy u, u; = 3.20.
x; =Ky = ut; =0 e, (3.21.1)
and u"y o= oyt oy - L.l (3021.2)

Finally, introducing the potential functioén (or

marginal cost) as a dual variable function in the form of:

—~ - ' - " — -
Ci,y = U'y,y - u"y=0Ciy - U *Uy covnne....(3.22)

the theorem of complementary slackness can be reformulated

as follows: A circulation x is optimal if and only if it is

possible to find a potential (Oi) such that, for .every arc

(i,3) Qbe}o}";he following conditions is satisfied:

Cy,5 >0, X5 = Ly Ce e (3.23)
Cj,j = 0 4 vv Li,j S xi,j S Kl,] ..'...'........-(3.,24.)
C;,; <0, %y = Ky et (3.25)

Arcs which satisfy conditions (3.23)-(3.25) are called

;

conforming, or "in-kilter". The cut-of-kilter algorithm is

N
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) and node potentials
r

(u,) such that each arc is brought into one of the three

the sequence of changing flows,(xi’j
in-kilter states, without violatipg the kilter state of arcs
previously brought in-kilter. Values.of marginal cost c_:i,j
and flow which do not satisfy (3.23)-(3.25) will be
non-conforming, or "out-of-kilter". Hence the name
"out-of-kilter aigorithmﬁ,

TAn example is presented in [51], giving an economic
interpretation gf the complementary slackness theorem given
by (3.23)-(3.25). In an ;ii\pi;eline neg;ork the cost of
sending a unit of oil from node i“to node j 1is thg
maintenance and the pumping cost. Also, - the o0il can be sold
at a price ﬂ; at every node, such that:

o

Ty = mU eneennennieeen, e e (3.22")

1 1

_Variable 7 1s known as the pricing vector. Marginal cost was

originally defined by Ford and Fulkerson using w; as:
Ci 5 = Cis My = My tineinnnnnonnsnnsnnes ceeneen (3.22")
. A
The following interpretation of in-kilter conditions
(3.23)-(3.25)*can be observed:

If a unit of oil (commodity) is retaiped at node i, it

can be sold incurring a profit of =;. On the other hand, if

a unit of oil is moved to j, it can be sold at node j

incurring a profit of m; minus cost of shipment of c;
i ; . ’

je
Since the cost of shipment is constant, the only variable

which indicates whether it ig profitable to send a unit of
flow or not is the node price m. In particular, if marginal

cost equals zero, then the profit of selling a unit of 0il
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at node i equals the profit of selling the same unit at node
j minus the cost of shipment.fTherefore, any amount of flow
from i to’j is egually protitable, as long as it is between
prescribed minimum %pgmmaximnm (i.e. arc bounds). This case
is mathematical%yvexpressed by (3.24).

The otherﬁtwo cases follow the same reasoning. If the
profit incurred by selling a unit of oil at node i is
greater than the net profit of selling it at node j, then
the flow to j should be hept to its minimum', e.g. équal to
the lower-bound'(expression (3.23)); conversely, if the net
profit of selling a unit of oil at node j is greater than
the profit of selling it at node i, the flow should be eQUal'
to its upper bound (expression (3.25)).

Additional remarks are ‘needed with regard to this

\

example'i | ‘ - e
1) Selllng a unit of oil at the node 1nd1tates that oil
‘ltaves the network at that node To represent this
in a c1rculatory network‘ addltlonal nodes must be -
added to the network termed system supply" and
"system balance"f node The nodes at whlch oil is

.

: sold must have an addltlonal arc deadlng to the

A

system balance node; flow in this arc represents the
> - ‘4
amount sold at fhe node.

2) "Profit" in the forgoing:example 1s envisaged as
"net profit", i{e. gross profrt»incurred by sales

minus the cost of shipment, which is always

contained in -the value of the marginal cost.
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Tﬁerefore, the only wa{/of increasing profit is by

- reducing the cost of shipment. Otherwise, large
increase in values of the node prices w,, would be a
trivial way of increésing profit.

Thié example was designed as help in understanding the
complementary slackness theorem to those who are notl
familiar with the concept of duality in linear programming.
It attségt%;tg provide a tangible meaning to node
pote&t&élst”whose values should be visualised as a flow
regulatlng factor for each arc associated ylth a particular

node. Node potentials could also be visualized using other

parameters. For example, temperature (at the node) might be

, Y
\

a flow regulating factor for some networks, where in order
to change flow in an arc its node temperature would have to
be adjusted first. To summarize, node potentials should
simply be understood as variables associated with each node
which can pe very'uséful'in the searqt for an opt;mal i
solution.,ﬁ ’ |
& 571
23.3.2 General‘Deééription of the Method

The algorithm starts with any circulatioﬁ x and any set
of node potentials ui; Each arc in the network is examined,
one by one, for its compliance with the kilter conditions
(3.23)-(3. 25) Once an out- ~of-kilter arc is encountered, the
algorléam attempts to brlng it into one of the in-kilter

ot

:conditions, without increasing the deviation of other '

out-of-kilter arcs and without violating the:condittion that’
- o '
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-

Yy is a circulation. In ofder to modify the flow of an
odttof—kilter arc, a.cosvenient path (called a flow
augmenting path) must be found within the network, such that
a cycle of arcs is fqrmea (including the starting
out—af—kilter arc). The flows are then changed on all arcs
on the flow augmenting pathk§¥ the same amount. This results _
in bringing all out—of-kilté} arcs closer to the in-kilter |
states while maintaining the continuity of'floﬁ for all

nodes. | ‘ s

The actual search for a flow augmenting path is carried
out by alternate use of a labelling procedure and a
thggtial change procedure.
( ;;2\{€belling procedure consists of generating a tree
of arcs (ca lgg a labelling tree) along which flow may be
changed wi£hou£ifufther violation of their kilter status.
Suppose that arc (s,t) is ouﬁ—of—kiltey and that its flow
needs to be increased in order to bring it in kilter. The
desired increase %p flow is finite and it depends on the
For

current value of {the marginal cost Es; and flow x_

t t”*

example, if the starting flow on arc (s,t) is zero, there .
Y

L »

are two possibilities:

1) ¢, 2 0, in which case the desired increase of flow is
equal‘to L, .

2) ¢,, < 0, and the desiredxincreése of flow equals K, ,
Both?of.these’actioﬁ% would bring the arc (s,t) in kilter.
"In order to preserve the conservation of flow at nodeg s and
t, a cycle of arcs containing.arc (s,t) must bebisolatgd,<

‘
A
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along which f1dws can be changed by the same amount, without
violating the kilter sfatus 6fbapy arc in the cycle.

The labelling procedure starts with labelling the
starting and ending node of arc (s,t)‘with déstipation n and
origin 0, respectively (fig 3.1). Starting'ftomuthé'ofigin
(now a labelfled node), consider all arcé égsociéﬁé§~wiFh
this node, and -isolate the following;' /?. P l
1) For all arcs leading out of the labeilgé?hbéé f}gégéﬁi;é ”

their fléw and marginéi'coSt, and finditﬁé,qﬁééiwhidﬂ f%jﬁ
belong to the states \ or u, where: SR jwfw‘“”’

Arog

Atocy ;>0 and x5 < Ly

: C < . s b
u: c; 5, =< 0 and Xy,5 < Ky %

Arcs thatbelong to one of these two statés-willbl

““Ymprove their kilter status if their flows are °
increased. In particular, arcs in state A will be .=«
brought in kilter if their flow is increased by

(L, = x5 5).

i3
Any further increase in flow would violate their Kiltéf
status. Similarly, arcs in state u could have their
flows increasea‘by an amount equal to |
(Ki,y = %;,5) o - | c

without further violation of their kilter‘Statu§. It is
importaht-to note that one of the in-kilter stéées is
implicitly contained. in the condition M. If marginal
cost egquals zero and the flow is between the bounds,

such an arc is both in kilter and in state u. Flow on

such an ‘arc can be increased until it equals the upper
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bound and its kilter status will remain uncheanged.
2) For all arcs leading into the labelled n.de t, examiné
their flow and marginal cdst, and find the nes that
belong to the states » or p,‘where:

v: o cy 2 0 and L > Lj’i

: c.. < . > K,
p Cy,; 0 and xy; Kj,

i
_These arcs will have their kilter status improved if
their flows are decreased; in partigular, an arc in
- state v will allow a maximum decrease of flow equal to:
(le - Lj,i)

while the arcs in state p will allow a maximum decrease

of

Aggin, the in-kilter state (3.24) will be implicitly
a

con -

ined in state v if marginal cost equals zero and

flow is between the bounds.

AConditions A, J, v, p are called Jabel eligible
cohditfbns;(qf states). Conseguently, arés\;hat belong to
_one of these states are called label eligible arcs.

‘ ‘Havzng identified the label eligible arcs associated
with\ﬁhe starting node (the head node of the arc being
currently brought in;kilter%, the labelling procedure
pfoceedé.as follows: assign a label to the head node of each
arc‘tﬁat’belong§ to sets X or u, and to the tail node of

each arc that pglongslg%'sets v or p, such that the lab

consists of three pieces of information:
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where m is an arc number; plus or mihus.refers to the
direction of an are andﬁa denotes the maximum permissible
f%pwbchénge associated with a label:eligible arc.

. fhe next step in the labelling procedure Is to search
for label eligible arcs starting from nodes thatihave been
previously labelled. Feriexample,.in Fig 3.1 there are two
label eligible arcs associated with the origin, and £wo
nodes (3 and 7). were labelled'in the fitst'cycle. The ‘search
for label eligible ercs now continues from these two nodes:
it 1s found thet there are two_label eiigibletarcs
associated with node 3, and threeIIEbel eligibie arcs
associated, with node 7. 5Qwever, only four new nodes are
labelled, since arcs 11 and 12 lead to the same node. Once
node 9¢is labelled by arc 11, there is no need to label the
same node again by arc 1%. The,finallgoal of the lebelling
procedure is to label the destlnatlon (tail node of the
starting arc). This 51tuat10n is called bPeaktthugh and it
is shown in Fig 3.2,

Starting from destination n, it is possible to retrace
the flow apgmenting path back to origigqo, since each'node
is labelled with an'erc number. In doingnso, the amounts of
.perm1551ble flow change for all arcs on thl$ Path are

compared in order to find the minimum e« whéfe i is the arc

number of an arc that lies in the flow augmenting path.
Y )
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fig 3.1 Labelling procedure - non-breakthrough

P

fig 3.2 Labelling procedure - breakthrough
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Having identified the minimum, flow on all arcs along the
flow augmenting path is changed by an amount egual to the
detected minimum. In doing so, if the arc on whiéh this
minimum was detected was out—of—kilter bef. ‘e the flow
chaﬁge, it will be in-kilter after the flov change. There is
also a possibility that this arc 'was in-ki T (either state,
p or v with maEginal cost of zero) before ti.: flow change,
in which case it will still remain in kilter.

To summarize, each breakthrough will bring all
out-of-kilter arcs on the flow augmenting path somewhat
closer to kilter, but none of them necessarily in-kilter.
This type of flow change has two important properties:

1) Flow confinuity will not be violated at any node.
2) The kilter status of each arc will be either improved or
it will remain unchanged.

In general, sevéral breakthroughs'dre performed in
order to bring ‘the starFing arc (s,t) in-kilter. Also, e%ch
labelling procedure will not necessarily result in a
breakthrough. For éxample, starting from the origin in
Fig 3.1 nodes 7 and 3 are labelled in the first cycle, and
nodes 8, 9, 6 and 5 in the second cycle. Tf, however, all
"arcs associated with nodes 8, 9, 6‘and 5 are examined in the
third cycle and none of them are found label eligible, the
following problem is encountered: flow change (withoﬁt
violating kilter status)vis'possible only on label eligible
.arcs, yet any attempt to change flow on them (including the

arc (s,t)) would violate the node conservation for node s.



The solution is to extend the labelling tree by
changing node potentials of the labelled nodes in such a way
that at leaét one label iﬁeligible arc becomes label
eligible. This is done by the potential change procédure.
The potential change procedure consists of changing node
potentials of all labelled nodes, such that at least one
more arc becomes label eligible without further violation of
the kilter status of any arc. This procedure is applied
after the labelling procedure has resulted in a
non-breakthrough (fig 3;1).

The potentiai change procedure is applied in the
followipg steps:

1) Deﬂote all labelled nodes as set T, andﬁall unlabeled as
set -I and. isblate all arcs whose one node is labelled
.and the other unlabelled: o
C{(i,3)] ieI, jel}, or:
{(1,3)] 1eI, jel}
2) Clas;ify all these arcs into sets S and R, where:

5=5,US, and R=R,UR,, such that:

S, = {{(i,3)| ieI, jeI c;,; > 0, X;,; S K} ..(3.23)
R, = {(i1,3)] ieI, jeI} - s, ..(3.24)
S; = {(i,3)] ieI, jeT &, <0, x,; 2 L.} ..(3.25)

R, = {(i,j)l iel, jeI} - s, ..(3.26)

Note tﬁa? an arc»which belohgs to ser S will become
label eligible provided that its marginal st becomes
zero, except fdr the limit cases when flows are equal to

upper or lower bound, respectively.
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3

3) Compare values of marginal cost for all arcs from set S

and find the one whose value is the closest to zero. The

~

marginal cost of this arc becomes the value 6 by which

N\
A

the node potentials ?f all labelled nodes are increased.
4) Change the nodi potentials of the labelled nodes only,
by adding 6 to each of them. Note (from expression
(3.22)) that arcs whose both nodes weré labelled will
have‘their mérginal cost unchanged, and so wil; arcs

whoé% both nodes were unlabeled. Therefore, the new

‘marginal costs are:

E'iy = Cy - 8, (1,3)eSUR veruiiinnnn., L (3.27)

iy =m Gyt 8, (1,9)€SUR Guvieiaannnn, (3.28)

c'yy = C 4 , for all oﬁher arcs (i,3) ...(3.29)
There will be at least one arc for which E'Qj = 0.

The unlabeled node of that arc can now be labelled and
additionai labelling procedure is attempted ffom this node,
which has two possible outcomes: ' '

- breakthrough, Qkich is followed by the change of

- flow along flow augmgnting pétﬁ J
- non-breakthrough, followed by another potential
change. ‘ |

Once arc‘(s,t) is bropght in-kiltef, the algorithm continues
to search for other out-of-kilter arcs and the same
procedure is appited in order to bring such arcs in-kilter:

I1f all arcs are eventually brought in-kilter, an.optimal
p :

sclution is found.
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| The potential change procedﬁfe can be utilizég\only a
finite, number of timeS' to bring ah arc (s,t) in-kilter,
bécause eéch potential change reducgs the number of arcs in
set S for at least one. Since the number of arcs inLthe
network is finite, there may be no arcs left in set S after
a number 6% potential changes. At this point, the flows and
node poteﬁtials cannot be changed without violation of the
kilter status of at legst one arc and the problem is

declared infeasiblé.

Infeasibility implies that some of the constraints are

not properly formulated. For example, if an arc has its

8

., the upper, it will be impossible te

fit any flow wifli# ey bounds. Another example is if arc

'bopnds‘for arcs ted with a particular node are

sbécified in ;dcﬁmé waf that tﬁe sum of upper bounds for
"incoming arcs is less than the sum of lower bounds for
outgoing arcs. In this situation there is no flow which can
satisfy both the node conservation and thé_p;escribed

4
bounds. s



4. AN IMPROVED OKA OF BARR, GLOVER AND KLINGMAN

[N

4.1 Numerical Effort of the Labelling and. Potential Change,

N

Procedure
In order to .understand the significance of Barr's et
al. reformulations [52], [38] the effort involved in
carrying out the labelling and potential'change pro;edures

of the original OKA of Ford and Fulkerson has to be

considergd first.
gfflder a network with the f0110w1ng properties:
a) There are (on average) ten arcs associated with each-
nodeiin the netﬁdfk.
bj, The starting guess‘for,flows and node potentﬁals-fs such.

afly ) .
.that on average two out of ten arcs are label eligible

L

(e.i; from each labelled nodé two more nodes can be
labelled in the labelling procedure) :

'@ﬁ&the first’cycle, for each of the ten arcs

¥

associated with the starting node the follow"inc'hecks

are needed:

1) Determine if tHe other node of the arc is already
. . { -

[y
o - . AN

- labelled.? y v

2) Check the arc direction to determine which two label

eligible ‘states need to be examined: X
: . :
3) Chéck the marginal~cost and flow to‘isoléte the .7

. ’ N

e e e o —————— - - —

! Thig might seém redundant in the first cycle, as all
labels from the prev1ous labelling procedure have been
.erased. However, it will become obvious in the following.
cycles, asyonly the unlabeled nodes need to be labelled.
Without this check node 9 in fig 3.2 would be labelled
twice. o

1

.68



69

label eligible arcs.
The first check has to be performed for every arc,
P
while checks 2) and 3) might not be needed, depending on the
outcome of the first check. Therefore; check 1) is executed

ten times in the first tycle, twenty times in the second
cycle, forty times in the third cycle and so forth;lIf there
are ten arcs in'the flow augmenting path (i.e. ten cycles),
the first check.alone has to be executed 5120 times! In
addition to this, the checks inijp and 3) are applied in
each cycle, which could increaseithe total number of checks.

hy several orders of magnitude.

One should bea? in mind that this is only a portion ‘of

.
7/

S

the effort of brihging one arg in-kilter. Several
breakthrouohs and_pq;ﬂﬁtial changes might be required to
bring one oﬁt-of-kilter’arc 'in-kilter. :
The potential change procedure also 1nvolves
51gn1f1cant computatlonal effort To 1llustrate thlS
consider a large network and suppose that before each
non~breakthrough approx1mately half of all the nodes in the///
network are labelled. In order to determine-arcs which lead
< from labelled to. unlabeled nodes and" to classify them 1nto
sets S,, R,, S, and R,, almost all arcs .in the netyork have
‘t0 be examined for their connectivity, andlroughly half of
"them hight belong to onehof:the four‘eeta, in which case ‘two
addltlonal checks are needé% for each of them (marg;nal.cost
‘anp:flow), Agarn(.thls effortlmlghtfhave co be repeated a
number of tlhes'aa part of hringlng“One arc\in—k?lterl

v
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These observations indicate that techniques such as OKz

are only practical (for large networks) with high speed ~

~electronic computers.

4.2 Description of the Impéoved OKA ‘of Barr et al.

This reformulation of the original OKA is based on a

*‘number .of changes related to the capacitated network and

primal and dual varlables, which results in 51mp11f1ed

labelling and potential change procedures.

4.2.1 Pseudo Arcs and Pseudo Network &_
The, idea of creating a cseudo network as a convenient
representation of the actual network Qas originally&groﬁosed
by Klein [53]. In this reformulation, each arc of the actuyal
network (i,j) ielsplit into two pseudo arcs. The direction
of the first pseudo arc, its upper bound K, y and costv'ci,j
are the same as those of the original arc (i, 3) but it has
no lower bound (i.e. loyer.bound,equals zero). The other
peeudo'arcfis directed from”node j to i, its cost is equal

to -c; ; and its upper bound is egual to -L; ;

while its lower
bound is also equal to zero. The flow on the first pseudo
arcs is equal to the floy of the original arc, while the ;

flow on the other pseudo arcs 1s equal to the negatlve of

" the flow on the orlglnal arc.~Each t1me the flow ,or’ marglnal

cost is changed on one pseudo arc, this change Wlll also be
reflected on the -other. Denote,eech pseudo arc with the same

direction as the original arc as the "main", and the other

~



as the "mirror".

As a result of this, one can chose to consider only
pseddo arcs directed out of a node. This eliminates the need
to check for arc direction in the labelling and potential

3

change procedures; also, this kind of pseudo network allows

for introduction of further enhancements. ’
4.2.2 Net Capacity and Marginal Cost

Since each pseudo arc has a lower bound of zero, define
net capacity as a variable which indicatég the ab@lity of a
pseudo arc to accept a floQ increase without exceediﬂé its
upper bound. For eaéh arc (i,j) of the original network net

capacities of the main and the mirror pseudo arc are defined

:—;}

]
-~

]
»

.nc'"A o= X, . = I, . ‘ S
' The convenience of using net capacity as a primal
‘ - - . : G
varlabasffan be summarized in the: following:

1) There is no need to check the flow aga%nst the bounds in -

the labelldﬁg and potential change procedures, since net

Capacity contains this information in'its own value.

2) For a feasible circulatiop, all net capacities_will be |
non—neéatiJe (f.e.f;hey satisfy the nqn-ﬂega;ivity
PR cahséféiﬁtéj.‘v“ o _; ' | S "i" %‘.
l".S);‘Thé‘minimum'coSt flow problem can be sdiyed by findiné
the optimal net capécitiesg?ana;then con%erting thém to

‘flows using one of the above equati@hs,ﬂln doing so, -
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each time net capacity is changed on one pseudo arc, the
exact opposite amount of change has to be applied on ‘the
other” '
A similar rule exists for changing marginal cost-

change on one pseudo arc automatically requires the same

change on the other. Rather then calculating marginal cose{>/ﬂx

%
indirectl,; through the value of node potentials, marginal

cost is associated with each pseudo arc. The advantage of
this becomes more obvious when the new potential change

procedure is formulated. )
o . : .

4.2.3 New Labelling Procedure ‘ ‘ |

In order to apply the new labelling prqcedure
successfully, an efficient data organizatiop scheme is
required. This is briefly 6utlined in the following -
paragraphs. ”

1) Pseudo arc number. Eaet and easy access from a main’
pseudd'arc'to its mfrrcr.is essential forzefficiency of this
algorithm. There are Several.wafs to achieverthie; the one
nroposed by Barr et al. éaves“arrays'related to the 6riginab :

network. Assign an integer value (arc number) a;,; to all

ma1n pseudo arcs in the same way in which the original é?é@\\\
were numbered wh;le all mlrrors are numbered (a; .+n); where

+]

4

\n is - thé max imum number of arcs 1n the or1g1na1 network If
a pseudo arc's number is b 1t ‘ranges frém 1 to- 2n, where
the flrst n represent ma1ns and the remalnder are mirrors. -

Net capac1ty , marginal cost and mlrgbr arc number can now

f\;;
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be expressed as functions of b:

b<n = c(b)

= Eid
b>n = &(b) = —é:g “
bs<n s nc(b) = nc’y|
Y b > A = nc(b) = nc" |
/ Y
bsn =» mb) =b+n

. . b>n = mb) =b-n .

'The mirfor function‘m(b) gives the mirror arc number for any

<4
S

DT pseudo ¢c b. Each txme flow (or marginal cost) is changed

bt o B _,'. X
on one pse%gp arc, the safy {~@es w1th opposite sign have

to be 1mplemented on its mw' Therefore, if changes are

introduced on an arc which is designated as-a mirror arc
(b>n), the mirror function applied to this arc indicates
. 2308
AP
G . L
that "mirror of ‘¢he mirror" is. the main arc. Thus ‘flow or

'» marginal cost changes occur on both pseudo arcs

1multaneously, which is. equ1va1ent to chang?j on one arc’ in

q~@he*ef$glnal network

K)

-

FollOW1ng these observatlons, it.is possible to rewrite

-

.. <'-a

the in-kilter condltlons (3.23)-(3.25) and the label"

eligible conditions (X, u, v and p) using the new network

'structure and the fore901ng functions. Tgé new ins kllter

“conditions are;.fl o 3‘ - ‘  ‘(¥/
Sy 20, Cne(m(B)) = 0 rrrnnn.. e, (3.237)
(b o, nc(b) 2 0, nelm(b)) > 0 ......(3.28")
E) <0, .  nclb) =0 ... (3.25')
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Note that if c(b) > 0 then c(m(b)) < 0 and vice versa.

The new labelling procedure proceeds as follows:
Starting from a labelled node i, consider only pseudo arcs
which are ddrected out of node i and label their (unlabeled)
head nodea if they satisfy one of the following conditions:

‘A: c(b) > 0 and nc(m(b)) <O |

u: c(b) <0 and nc(b) >0

v: c(b) < 0 and nc(b) >0

p: c(b) >0 and nc(m(b)) < gﬁ
Original conditions X and p have become identical, as well
as conditions u and v. Thus only two label eligible
conditions need to be examined for eachupeeudo arc directed
out of node 1i. Moreover; if all pseudo arcs directed out of
node i arelsubdivided into subsets of label eligible and
ineligible-arcs (P, and Q,, respectively), there is no need
to examine their label e11g1b111ty every time labelling
procedure is applied. However, changing flow or: marg1na1
' st can change the label ellg1b111ty of some pseudo arcs;
C:EEe changes have to be recorded in subseéts P, and Q Barr
et al. sall this pantjtionjng technique, and they apply it
in bofhvthe labelling and potehtial change procedures. .

The new labelling procedure consists of two_chechs: fo
~a labelled node i check: if 1ts P “set 1s empty, and 1f not,
check 1f head nodes of pseudo arcs in sgt P are already
labelled, 1f no;,leach onlabeled node ] 1s\afsrgned a label
whlch.nOW"conﬁains only pseudo arc'number b.fGeneration of

labelling trees is thus greatly simplified; with each new,

20
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labelled node i access 1ts set P, and label ellglble pseudo
arcs 1ead1ng out of that node are at hand To summarlze,
51mpllf1catlon of the labelling procedure is a result of:
‘1) Network reformulatlon ,~ which el1m1nates checklng of arc
_d1rect;on.
2). Net”capacity as a primal‘variable, which eliminates
checking of flow against the bounds. |
3) Partitioning technigue, which reduces label eligibility
checks to the minimum.
fhe“new labelling procedure results in breakthrough or
non- breakthrough similar to the original labelling |
procedure of Ford and Fulkerson's OKA.
'In Breakthrough section net capacities of pseudo arcs

that -lie in the flow augmenting path are compared to b

‘determ1ne the pseudo .arc whose net capacity is closest to

@
zero. °? 1

All arcs in the flow augmenting path belong to label.
eligible states A or v, which can be easily determined by

inspection ot their marginal cost. If net capacities of arcs

"in states » and M\ are denoted with ne(b) and ncim(b)),

respectiuely, then:

a = min [nc(b), abs(nc(m(b)))] \

Having identified minimum permissible’ flow C?fnge a, change

‘net capac1t1es of&each pseudo arc (and 1ts mirror) that lles‘

in the flow augmenting path as follows:

_____ ‘_._____________; - . ¢

‘Note that there micat be more than-one such pseudc arc
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nc(b) = nc(b) - a, for arcs in state v

nc(m(b)) = nc(m(b)) + a, for arcs in state A

"Equivalence tb the7original four label eliéible
conditions and desired flow ehanges is established as .
fbllows} Censidervthe flow augmenting path in fig 1.2. All
label eligible é?cs belong to oni,of the four label eligible
states X, u, v, ana p. Suppose that the same‘nodes are
'labelled using the pseUdo,neé&prk representation. Arcs 19
‘and 18 are represented by thegﬁﬁin pseudo arcs, while 17 and
20 are represented by their mi%%drs (this is due to
considering only out-going pseudo arcs‘in the labeiiing
procedure). One can compare the deéir éiaction on each label

eligible arc in the original network with action on its

corresponding pseudo arc:

a) State u: desired action on the orifiinal arc is increase

of flow Xi,qr which is, in this case, equivalent to

decrease in net capacity nc(b), since: B , {
RERRTE IR : ' )///A
nclb). = Ky 5 - x; | iy

b) State v: desired action on the original arc is decrease

in flow x;

;o In flow augmenting path of the

corresponding pseudo network, this arc will be

represented Sy its mirror pseudo-arc, with net capacity

,defined(és:

onclb) =rx, < L, |

cl State(h: desired action is, increase of flow x, .. Note
Vi o ' ’ '
& . > « . .
that this arc 1s represented by 1ts main pseudo arc in
flow augmenting path, and net capacity of its ~‘rror arc

&



is defined as:

nc(m(b)) = x; 5 - L, .

where any increase in flow would also increase the net

capacity nc(m(b)). ) : ﬁ

a) State‘p: desired action is,déqggase of flowwxld. In the -
flow augmenting path of the” pséudo network this arc will

»—LL],&Wﬁile

be represented by its mirror with nc(b)=x, |

%

the corresponding net capacity of the "mirror of the
mirror" is’equal to: .
nc(m(b)) = K, ; - x, ; -

Again, decrease in flow results;in inérease in net
capacity of the mirror arc..
Thus the equivalence of flow change in Ford-Fulkerson's OKA
and change of ﬁet capacities in Barr's OKA is fully

«

established.

Changes of net capacities might affect label
. . ¢

eligibility of some arcs and sets P and Q have to be updated

accordingly. One can diStfhguish between pseudo arcs which

change from label eligible into label ineligible, and vice. : -

_versa. : } ‘3;,:’
1) Termination of label eligibility. - - - o
There are two possibilities: . = . - , ‘_ 3 ,Zn

a)..I1f a pseudo arc ds"in skate.i and its new net
cépécity is zero, it 1s no longer possible to

. decrease its nét.capacity without violating its’

kilter status and it should be moved from P ints §.

b) By the same reasoning, a pseudc arc in'state ) whose.
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new mirror capacity nc(m(b)) becomes zero shouldxbe
moved from P into Q. \

2) Changing from ineligibility into label eligibility.
Pseudo arcs that lie in the flow augmenting path are not
affected by this change, since they are a%l label
eligible before the flow change. In the same time,their
mirrors might not be label eligible, and thgse are the
’only arcs which may become label eligible after the flow
change. To extend this observation, note that each
pseudo arc which is in state A will have its mirror in
state v. The opposi%é correspondence also exists, ;xcept
foﬁ}the case when maréinal cost of the pseudo arc in

. state v is zero. In this case, if a pseudo arc thét lies
in the flow augmenting path has its marginal cos' equal
to zero and net capacity positive (»), its mirror will
also have marginal éost equal to-zero. Any dec;ease in
net capacity on the main pseudo arc means simuféaneous
increase in net capacity of its mirror; if this new .,

mirror capacity becomes positive the mirror arc will

join state v, and it should be moved from set Q into s?t

P.

.4;2;4 Pgtential. Change Procedure -

s in "the case of the or{ginal gér@—Fuikéréon's OKA,
the ne¥W potential change procedure is aimed at extending the
labelling tree, which may‘eventuélly result in a |

breakthrough. The first thing to do in the original
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potential change procedure was to determine arcs whose
(only) one node was labelled. Use Sf/the existing partition
has resulted in considerable simpiification of this step in
.the new potential chénge procedure. For each labelled node
_i, examine only pseudo arcs in set Q,, since only such arcs
can lead to unlabeled nodes. Moreover, the'conditioﬁs of
membership of sets S, and S, have become identical due” to
the s}mmétriéal properties of the pseudo network. Note that
iﬁé;n arc in the original network belongs to either S, or
Szi?{gs corresponding pseudo arc b will have the following
ﬁroéerties:

&(b) > 0 and nc(b) = 0
One can observe the foilowing steps in the new potential
change procedure: :@1:5# _ x

1) Access all arésvin-gubsets Q, associated with each
labelled node 1i, ahd;classify them into sets S and R. If
there are no arcs in set S, declafé the problem
infeasible and stop.,

2) Compare marginal cost of all pseudo arcs in set S and
isolate the one which is cloéest to zero. Marginal cost
of this arc will determine the amountvof marginal cost
change 6 us:

6 = min c(b), . _bes

3) Change marginal cost of each pseudo arc in set Q=SUR as
follows:

c(b) = c(b) - 6

while in the same time mirror of each of these arcs
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unae:gbgs the same change with opposite- sign: A
‘ P ‘
) _ { - .
c(m(b)) = c(m(b}) + 6 ..... SN .. (3.277)

All other pseudo arcs will have their marginal cost
unchanged.
Having completed one potential change, there is at least one
more labelled node. New labelling procedure is now attempted
from thi§'node, with possibilities to perform breakthrough,
followed by.a flow change, or non—bfeakthrough,‘followed by
another potential change, and so on. In that respect Barr's
algorithm-foliows exactly the same logic of Ford and
Fulkef?on's algérithm.
Marginal cost chénge can also affect label eligibil:i:y
and .subsets”’P, and Q, have to be updated accordingly. Ther-
;Ware two possible shifts: .
1) If beS, nc(b)>0 and new marginal cost ¢(b)=0, then arc b
has entered’state v and it should be moved from P to Q.
2) If beQ, nc(b)=0, the old marginél}cost was non-negative
aﬁd the new marginél cost is c(b)<0, then m(b) becomes_
label ineligible and it should be moved from P to Q.
Conditibn 1) is straighﬁ forward and needs no further
comments. However, condition 2) is not obvious and it will
be briefly discussed’here. Note that c(b)<0 implies that
E(m}b))>0. In order to have arc m(b) label eligible, its
mirror (arc b) must have its net capacity positive, whiéh is
not the case, since nc(b) = 0. Thérefore, if arc m(b) wés
label eligible beforé the potential change it has to bei

moveddfrom set P into set Q.
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Finally, the new potential change prpcedure has one
moreuimpor;aﬁt'feature which does not exist in the original
OKA. As previously mentioned, more than one potential change

PS

might be needed in order to bring one arc in-kilter. If that
happens, Barr's aldgorithm offers the ;gssibility to save |
resudlts oprreviops potential change and therefore minimize
the effortwof completing any subsequent potential changes.
- This 1is made«péssible as a combinéa result of two factors:
| a) Marginal cost;js associated with each pseudo arc.

b) Partition is updatedlwith each potential change.
This means that once sets S and ﬁ are estab}ished in .one
potential change, one only needs to.examiné set(s) Q, of the.
new labelled node(s) in the second potential change and
extend the existing sets S and R (if sét“Qi is not empty).

The reason this couldn't be done in the original OKA

"“lies in the fact that there was no mechanism to keep track

'f;*qf_label ineligibility of arés, i.e. there was no partition

- and all arcs hagd to be examined for membership in sets S and
R in evefy,potehtial change. Barr ét al. call this
"recycling” of sets S and R. The effort to complete multiple
potential changes is thus exponentially reduced in case of
‘Barr's algorithm. )

Barr's algorithm also endg;whe;'all pseudo arcs ére
brought in-kilter or when potential change procedure canﬁot
be perfdfmed since sLt S is empty. In the firet case, values
of flow x . on original arcs can be retrie—ed usiﬁg one ol

the “wo eguaticns for net capacities.
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Probably the most convenient feature of the OKA (both .
QérSiQns)”is th? ability to use the,pré&ious solutioﬁ as ghe
fiést gﬁéss foriﬁhe next solytion. This situation~occurs
typicalIy in wa%ei'resources etworks; the same network héé'

v . R ‘
to be solved for many time intervals and usually the only

‘parameters that-change are the upper 'and lower bounds of

. some arcs. These cﬁanges are normally within 50% of their
! S '

previous value. In this situation the OKA for one interval
is started from flows and marginal costs obtained in the the

previous interval and thié makes the execution much faster,

" since the first gue&f'about'flows and marginal costs is-

- done:

"already very close to an optimal solution. o K

i,
4.3 Flowchart of Barr's Algorithm ~
The steps of Barr's algorithm are*summarized in the

4

flowchart on the following pages. Beforé the beginning of

execution according to this flowchart, the folloging must be -
s ' :

)

1)  The original capacitated network must be ‘transformed

-

into;a gOrré$ponding pseudo network. This means thaﬁA,
each pSeqdo arc mus;’haVe its'nﬁmber, net capacity,
mafginal %§s£7and head and tail nodes.
2) Label eligibility‘of all pseudo..arcs must be examined
and sets P; and Q; initialized for all nodes in the
“network. - o | |
Havinc completed this the eiecuﬁién.éan start. Four

‘distinct locations are marked with A, B, C and D in the
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flowchart and ghey represent ths follow1ng

A - beglnnlng of the algorlthm

4

B - flow change sectlon. . T
C - labelling procedure -
> | e N
D - potential change procedure ' ' .

. Although‘all major phases of Barr's algorithm have already

.been ment ioned in tﬁe,previous pages of this chaptef, the

fOllOWlng are pointed. out:

a)

The order in which arcs are examlned in the beginning of.
the program has no 51gn1f1cance The only 1mportant

thhng is to av01d exam1n1ng the same arcs more than
4

once.

Potential change sec%ion'contains two steps that might

neeéjfurther comments:

\

- ”"Examine the kilter status of -the staetlng arc aga1n

7 ~
In order to apprec1ate this step, one has to realize

that the starting arc might belong to set Q; of the

_ starting node  (origin). In this case the marginal cost

" of the startiing arc will be changed during potential

change and thig change might bring this arc in-kilter.

' This causes the algorithm to return to section A on the

flowchart and continue search for other out-of-kilter

arcs. ~

- "Did breakthrough occur as a result of potential

change?”

To demonstrate this possibility, go back to fig 3.1

@ : _ .
and imagine that labelling procedure in correspor ding



. pseudo.arc in set S with its marginal cost closest to

84

E]
\

,pseudb network ended at nodes 8, 9,.6 and S.QQEe next
step leads to the potential change procedure; Examine
‘all’'arcs in set Q; for all labelled nodes:(in'this case

ﬁ%des 0, 3, 8, 9, 7, € and 5). It might hagpen-that

7 .
becomes_labél’pligible thus completing the path with the

s

zero‘?é arc (5,n). After potential change’this'arc

starting arc..In this case there is no need to go back
‘to the lébelling procedure as a flow augmenting ggth is
afready available (fig 3.2); therefore, simply.proéeed

with flow change (section B).
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e

- EXAMINE THE KILTER
'~ STATUS OF AN ARC

DESTINATION
BE LABELLED

PICK ANOTHER
[UNEXAMINED ARC

POTENTIAL CHANGE
PROCEDURE

DETERMINE PERMISSIBLE

AMOUNT ®F FLOW CHANGE |~

i -

"~ CHANGE FLOW ON PSEUDO

ARCS (AND THEIR
'MIRRORS) ALONG THE

FLOW AUGMENTING PATH

!

UPDATE.THE PARTITION FPR

.| 'NODES WHICH LIE IN THE

" FLOW AUGMENTING PAT

‘
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EXAMINE ALL PSEUDO ARCS IN
|SET Q ASSOCIATED WITH LABELLED , :
NODES AND CLASSIFY THEM INTO o Lo

SETS S AND R’

“sToP  \,
SOLUTION
INFEASIBLE

DETERMINE MINIMAL MARGINAL COST
CHANGE FROM SET S AND CHANGE
MARG. COST FOR ARCS IN S' AND R
- i
[UPDATE PARTITION OF LABELLED NODES)
LABEL THE UNLABELLED NODE(S) OF
ARC(S) WHOSE MARG. COST WAS MIN
EXAMINE THE KILTER STATUS|
OF THE STARTING' ARC AGAIN.

yes RICK ANOTHER
UNEXAMINED ARC

DID BREAKTHROUGH \ yes |

OCCUR AS A RESULT OF >— (E{)
POTENTIAL CHANGE ?
' no

}

ARE THERE ANY

LABEL ELIGIBLE ARCS ASSOCIATED ONE MORE

WITH NEW LABELLED NODE(S)

ks i

~1porT. CHANGE
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5. DETAILED DESCRIPTION OF THE NEW OPTIMIZATION SUBPROGRAM

’,

"IN THE WRMM .

| 5.1 General Features -

» Two different optimiiatioh subprograms based on Barr’s
algorlthm were developed and tested for 1mplementat10n in’
the WRMM They dlffer 1n the way they utlllze the ex1st1ng.
data from the WRMM. Two parameters were considered for,the
final choice: . .

- execution times |

- memory increese requirement
Since both versions showed epproximately the same execution
times, the §ersion that was?fineily adopted was the one
which requires less total.meﬁory increase. This is'a
significant factor because of thF latest tendency to install
and run WﬁMM on micrOcompute}s.

Variables of the final version are listed
alphabeti ally in Appendi# I, .while Appendix II'conteins
source coO L listing of the maln program (WRMM)  and |
vopt1mlzat?

on subrouti%es for both versions. Names of the

pgsum:outxnes and thelr functlons are 1dent1cal in bot

veESaons and they are\g1Ven in 'the following table-

87
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SUBROUTINE : FUNCTION
PSARCS ﬁeformulates the oniginalicapaciﬁated
" network into a pseudo network. |
_ARRAYS Initial setup. of sets P.and Q for all’
nodes in the'hefwo;l. '
KILTER ° Derives an optimal solution or
declares the problem infeasible.
Corresponds to the flowchart on pages
42-43 inlthe previous section. |
LBLRTN 4 Attempts/to label a flow augmenting
- path ("label routlne“)
PINQ" N Moves a pseudo arc from subset.P -
| into sobset Q.
'QlNPJ. ) ' Moves a bseuao;arc from subset Q-
) _ into subset P,

. y ]
i

Subroutines PSARCS ARRAYS and KILTEﬁeare called by the main-
fbrogram' PSARCS is called only once, whlle ARRAYS and KILTER
are called up to f1ve t1mes w1th1n one time. 1nterval
.Subroutlnes LBLRTN PINQ and QINP are‘called by the KILTER

[

subroutlne. ‘The total number“of calls to these subrooﬁlnes

-

' depends on two factors: ;j J.&: R

- Size of .the network (number of. arcs)

- Start1ng flows and marginal cost-of all arcSl
The latter is alsoereferred.to_as'the "first guess";_flows'
do not have to be between the oounds but cdnservation'of;'

flow has to be satisfied'for_every5nodeQ The closer the
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frrst guesslis to an optimal solution, the less work is
needed to bring all arcs in-kiltei, which decreases the
number of cails to subroutines LBLRTN, PINQ and QINP,

— ‘.Subroutine KILTER has two returns to the main program,
depending on the‘tfpe of solution obtained (optimal or
linfeasibie). In case_of'fnfeasibility, in order to isolate

¥

the infeasible arc the flows of all arcs previously_brought

in—kiiter.'have to be retrieved. This is done before

- returning to the main program‘ahd the abnormaa terminatroh
section. in the main program then calls subroutine ARCCHK
mhich isolates the out-of-kilter arc‘ahd gives possible
‘reasons for ihfeasibility. | |

Subroutine LBLRTN'also'has £wo optional returns to
KILTER subroutlne, dependlng on ‘'whether labelling procedure
resulted in- a breakthrough or non-breakthrough.

All arguments passed between the subroutines and
cailing programs are passed in anAargument'list. There are
two reasons for this: | |
1) Adjustable dimensions make .it easier to install WRMM on

_a.microfcomputer,,since changes are needed in the main
program only.
2) WRMM is complled u51ng the IL(DIM) FORTRAN Vs compzler-
optlon. ‘This- optlon speeds up the . proce551ng of the data t
a passed xn,an.g%gument llSt whlch are now read in- line;,
rather'than-by‘a llbrary.callw To ver1fy this, two
ver51ons of the same program (with common statements and

w1thout) were tested on 1arge flles. It was found that_
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the version with the IL(DIM) option is just as fast as
the version with the common statement.

All phases of the new OKA are demonstrated in-the

~following numerical example.

5.2 Numerical Example

Considér the network 16 fig 5.1 with six nodes and'ten
arcs. Note fhé_followihg:
1) Each arc is pfiented.
2) The network is circulatory. ) {
3) Each arc has its upper bound, lower bound and cost.
Also the upper bound is greater than or equal to the lower
bound for each arc in the network .
‘ :The followiné table gi&es thg'tail node, head node,
upper bound, lower bound and cost_fo: each arc of the

network in fig 5.1:

arc - tail head upper lower arc
number node . node bound* bound " cost
1 1 2 6 0 9.
2, 3 1 3 1 2’
3 1 4 5 0 0
4 2 3 4 2 1
5 L & 3 7 0 0
6 5 2 5 ! 2
AN 3 5 8 1 5
8 5 4 6 S ‘4
> 9 6 5 7 0 0
10 4 6 s 3 3

This netﬁbtk_will be solved from an initial assumption that
3 .

all flows aré~zero afnd all marginal costs are equal to the

=



actual costs (i.e: all‘node potentials equal to zero in>the‘
original OKA).: ' . o . T,

& ~

.....

o .- . v -

1
flg 5 1

Simple circulétor&“nétwdrk

-

First create a pseudo network as shown in the. flg 5.2. All

main pseudo arcs: reta1n the same dzrectlon and arc’ number*

_each mlrror pseudo arc has the opp051te dlrectlon and number

equal to the number of the ‘main’ pseudo arc plus ten.

Table 5 shows the head node, net capac1ty (PANC) and

marginal coSt (PACOST) for all pseudo arcs in the network
Part1tlon of pseudo arcs 1nto ‘sets P, and Q, 1is glven”by

arrays NDARCS (" node-arcs ), NCDE and MIDL.

fJ



fig 5.2 Pseudo network

+

}Array NDARCS 1is obtalned by considering all out901ng pseudo
-arcs for node i and placing their arc numbers in array
NDARCS in such a way ‘that all label eligible pseudo a:cs’
come firét. Arfay NODE Splits.NDARCS'arfay iﬁto subsets of
oﬁtgoing arcs for each node. For example, NODE(3.3)
indicates the first posiﬁion for a pseudo arc directed out
oz 1node 3, while NODE(4)-1 indicates the\last.'qu exg;ple,
node 3 1in fig'5.2 has. four outgoing pseudo @rcs Yarbitrary
order): 2’" 7, 15 and 14. Thi‘ 1nformat10n ce;n be retrieved
by recalling the values from NDARCS(NODE(B 3)) to

NDARCS (NODE(4)-1). Note that NODE(4) gives the position of
the first ohtgoing pseudo arc for node 4. Thus the previous
‘position in array NDARCS is the last wh1ch belongs to nodez

¢

3. Subpart1t1on of array NDARCS into label eligible and

£
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ineligible arcs is given by the vaiué@%ﬂ\array}MIDL, which
points to the gosition of the last label eligible arc of a
‘.subset in NDARCS. For»example} for node 3 the‘appropriate
value of array MIDL is 8, which means that pseudo arcs 1in
position 7 and 8 are label eligible. In other words, arc
numbers stored in NDARCS (3.7) and hDARCS(3.8.1) ind;cate the
label eligihle outgoing pseudo‘arcs for node 3, while the
rest of them are label ineligible (NDARCS(3;8.2) and

NDARCS (3.9)) .

"To summarize, arcs located between NDARCS(NODE(I)) and
NDARCS(MIDL(I)) constitute set P, while arcs located: _
between NDARCS (MIDL(I)+1) and NDARCS(NODE(I+1)—1) constltute
‘set Q,. Partition is thus-extended,for ‘each node i in the
network. Once array'NODE is determined it remains constant
since the physical*network‘sttucture.does not change;
However, arrays NDARCS and MIDL wili undergo,changeS’as
pseudo arcs change their-label eligibility-‘Changes 6£h
NDARCS and MIDL Wlll be demonstrated ‘in the follow1ng

example.a

Hav1ng completed reformulatlon of the orlglnal network'f’f“

and initial setup of the partltlon for all the nodes, the
iexecutlon can start follow1ng the flowchart in the prev1ous
chapter. . |

Starting from'psendo'arc 1inexamine.its kilter.status.i
This arc is found t'o be in- kllter, since its»mirrot capacity'
~and marginal cost satlsfy condltlon (3.,23'). Examine.the

kilter status of the‘mlrror arc 11. This .arc is also



arc‘2vwiil determine the amount of net capacity-change
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in-kilter {(condition (3.25')). ¢ ==

Pick another arc and examine its kilter status. It can

'be any arc in the nétwork, therefore following the way in

which arcs are numbered constitutes no loss of.generality.
Arc 2 does not satisfy any of the cond1tlons

(3.23')-(3.25") and it is theref -e out—of—kllter; the

desired action is an increase of flow (equivalent to

decrease Qf‘net Capacity). Start the labelling procedure in

an effort to isolate a flow augmenting path. Sihce the hEad

node of pseudo ar~ 2 is node 1, examine its set P,. There is
one label eligible arc in P, and that is arc 3. Therefore,
in the first cycle' node 4 is'labeiled with rumber 3, which

should be symbolically underétood as: "it is possible to get‘

‘to 4 along route 3", Labéiiing procedure now proceeds from

_node 4ﬁand'tWOvpseudo arcs (5 and 10) are found in set P,.

As soon as node ‘3 is labelled, the labelling procedure stops

since the destination is labelled. The flow augmenting path

-éonsists of arcs 2, 3 and 5. Arcs 3 and 5 are in-kilter and’

/

{equal to 1) for all other arcs on the flow augmenting path.-

Net;capacitiés,of pseudo arcs 2, 3, and 5 are reduceé by one

and 12, 13 and 15 are increased by one. This automatically

‘brings arcs 2 and 12 in kilter. Also, net capacity of arc 13

has become positive, so this arc becomes label eligible- and

*This is equivaient to arc¢ 1 in the original network being

in-kilter, which,is true, since its flow eqguals the lower

"bound and marglnal cost are p051t1ve. Therefore, each time

.

an arc in the original network is in-kilter,; both
correspond1ng pseudo arcs are also 1n k1lter

W



it is shifted from Q41nto P, as shown: nﬁﬁhble 5.2.

The executipn cont1nues by examining the kilter status
of other arcs. Arcs 3 and 13 are in-kilter, and the next
out-of~kilter arc encountered is are 4. Labelliné procedure
starts from node 3 and results in a breakthrough. This time
the flow augmenting path con51sts of arcs 4, 7 and 6. Net ™~
capacities of these arcs (and the1r m1rrors) are changed by
1. The new net capacity of arc 16_becomes zero and it
becomes label ineligible. Conaequently, it ls moved from set
P, 1 to\Qs Results of this are shown in table 5.3. However,

. thfjfwas not . enough to‘brlng arc 4 in- kllter; The algorlthm
now starts another labelling procedure whlch beglns from
" node 3. In the first cycle’ node 4 was labelled There are
three label ellglble arcs in set P4. However, one of them
leads to node 3, which is already labelled The other two
lead to nodes ‘1 and,6,<and these nodes are labelled
accordingly. Finally, in the third cycle node 5 is labellec
starting from node 6. There are noAlabel eligible arcs left
and the destination (node 2).hasn't been reached. The
labelling procedure now stopsland potential change procedure
is applied in order.to extend the labelling'tree.

"The potential change procedure starts’ﬁlth,isolating
all arcs which lead froﬁ labelled to unlabeled nodes. In
this case only node 2 is unlabeled and the arcs whlch lead
to node 2 are arcs 14 1d 6. These arcs are_how

classitied into sets S and R; arcs 1 and 6 belong to set S

(their net capacity and marginal cost are positive), while
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arc 14 belongs to set R. The mérginal cost.of arc 6 is the
closest to zero and all arcs in sets S and R (and their
mirrors) will have their marginal cost changed by 2.
Marginal cost of arc 6 thus becomes zero and it becgpes
label eligible. Ther€fore, arc 6 is moved back into P,. New
marginal costs and the updated partition are éhown in tabie
5.4. Node 2 is noQ labelled as a result of the potential
change and this time\botential change brocedure ﬂas resulted'
in a breakthrough. The flow augmenting paéh consists of arcs
6, 9, 10, 15 and 4. Net capacities of these arcs (and their
mirrors) aré changed by 1 unit (directed by arc 15) and this

finally brings arc 4 in-kilter. Arc 15 becomes label

“ineligible and arc 19 becomes label eligible, since its new

ne% capacity becomes positive. New net capacities and
partition are shown in table 5.5.

» The algorithm then continues search for other
out~of-kilter arcs. All arcs are found in-kilter except aré
10. If it is possible to bring this arc in-kilter then all

~

arcs woﬁld be infkilterqgaa an optimal solution is found.
Labelling procedure now &tarts from node 6. Node 5 ;;

labelled in the first cycle and node 2 in‘the seqénd; after

fb 5 there are no more iabel,eligible arcs and®labelling

- ocedure stops. Poténtial change procedure_sta;;s with

1,o0lating arcs whosertail-node is labelled and head node

unlabeled, and classifying them iHEo sgts»é ind R. This

time, arcs 20, 17 and 11 are in set R and arcs 8 and 4 are

in set S. Marginal cost of arc 4 is closer to zero and arcs

®
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20, 17, 11, 8 and 4 (and their mirrors) will have their

harginal cost changed *by 3. Arc 4 becomes :label eligible as

‘a result of this potential change and node 3 is‘'labelled.

4

New marginal. costs and partition are shown in table 5.6.
N . ,
éince set P, is currently empty, there is no way to extend

the labelling tree starting from this node. This is the
situation when more than one subseguent potential change is
needed in order to bring the starting arc (3.9) in—kiltér.

All pseudo arcs currently in sets S'and R are now recycled

as foliows: ——

a)l Arc 4 is purged from set S since it became label

eligible in the previous potential change.

"b)  Arc 17 'is purged from set R since its head node was

labelled in the ﬁrevious potentiallchénge.
c) Finally, arcs in set Q; are classified into sets S and R
and added to the'exfstihg arcs in S and R.
As a result of the foregoing changes, arcs in set R are now
20, J1yandLﬁ5 while set S consists of arcs 8 and 2. These
arcs (and their mirrors) will have their marginal cost
changed by 1 unit (directed by arc 8). New marginai cbsts
and partition are in table 5.7. Arc 5 becomes ineligible,
while arc 8 becomes‘iabel eligible, thus completing the flow
augmen{iqg path which now.COnsists of arcs 8, @ and 10. Net

A

capacities of these arcs and their mirrors are changed by 2
§ e

W

units (dirqgted by arc 20) and the final result of primal

and dual variables and partition is in table 5.8.

-
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A1l arcs are now in-kilter and solution can be

. -
converted into solution for original“neﬁwork using one* of
. A Y

thé éqUatiOnS for net capacity. This solution is displayed

in Table 5.9. The original in-kilter conditions an be

easily recognized for each arc.



ARCNG . NHEAD . PANC  M.COST NDARCS

<9 3

1 2 6
2 A 3 T2 2 -
3 4 5 0
N4 3 4 T4
s, 3 7 0 16
6 2 5 2 11
7 5 8 5 2
4 6 4 7
5 7 0 .. 15
10 6 5 31
1 1 0 -9 -
12 3 -1 -2 10
13 1 o 0 18
14 2 -2 -1 13
15 g 0 0 6 .
) |
16 5 -1 -2 19
1 /3 -1 -5 17
18 5 -4 8
19 6 0o 0 9
20 4 -3 -3 20
'NODE(1)= 1«  MIDL(1)= 1
'NODE(2)="4 MIDL(2)= 4
NODE(3)= 7 MIDL(3)= 8
NODE(4)=11 MIDL(4)=12
NODE(5)=15 - MIDL(5)=15
NODE(6)=19 MIDL(6)=19 P %

Tablé 5.1 Primal and dual values and P and Q sets.



100

ARCNO NET CAPACITY MARG. COST NDARCS _

1 6 9 3
; 2 2 2 12
: 3 4 0 1
4 4 1
5 6 0 16
6 5 2 11
7 8 5 15,
8 6 4 7
9 7 0 2
10° 5 3 14 ;
11 0 -9 5
12 0 -2 10
13 R 0 13 °
14 -2 -1 18 o
15 1 0 SRS
16 -1 -2 19 .
17 -1 -5 17 ”
18 -4 8
19 0 9
" 20 -3 -3 20

NODE(1)= 1 MIDL(1)= 1
NODE(2)= 4 MIDL(2)= 4
NOPE(3)= F MIDL(3)= 8
NODE(4)= 11 MIDL(4)= 13
NOPE(5)= 15 MIDL(5)= 15
NODE(6)= 19 MIDL(6)= 19

-Table 5.2 Primal and dual values and P and Q sets



Table 5.3

—_

ARCNO NET CAPACITY MARG. 'COST NDARCS

—_—

N_n_a_.\._a_a_‘a._a_a_n
O WOV O N O W NN =

Primal and dual values and P and Q sets

O W .~ O N o W N

{

O O N NN W N O

|
- a4

w O O O O

NODE(1)= 1
NODE(2)= 4

NODE(3)= 7
NODE(4)= 11
NODE(5)= 15
NODE(6)= 19

i

NV WO BN O e O N W

-3

MIDL(1)= 1

MIDL(2)= 4

MIDL(3)= 7.
'MIDL(4)= 13
"MIDL(5)= 14
MIDL(6)= 19 -

12

16

IR
15

14

10

13

18

19
17

. 20
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ARCNO NET CAPACITY MARG. COST  NDARCS

r
pa—y
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o
—_ — (e») (e} Jt

s

-
O LV O Y oM B W N

ST
EH

w o o o0 o =

NODE(1)= 1
NODE(2)= 1
NODE(3)= 7
NODE(4)= 14
y NODE(5)=,1$
" NODE(6)£ 1§

1

o

-3

MIDL(1)= 1
MIDL(2)= 4

MIDL(3)= 7

MIDL(4)= 13
MIDL(5)= 15
MIDL(6)= 19

12

16

11

15

14

10

13

18

19

- 17

20

%\.

‘Table 5.4 Primal and dual values and P and Q sets

4

S
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ARCNO NET CAPACITY MARG. COST NDARCS

14

1 6
2 2

3 4

4 2

5 7

6 3

7 7

8 6

» 9 6
10 4

11 0

12 0

13 1

. 14 0

15 . 0

16 1

17 0

18 0

19 1

20 -2

NODE(1)= 1
NODE(2)= 4
NODE(3)= 7
. NODE(4)= 11
 NODE(5)= 15
NODE(6)= 19

Table ‘_5.5"5 Prirﬁal and dual values and P and Q sets

w

B U O O WO NN WO OO0 WO N
: . ) -

(e

-3

MIDL(1)= 1
MIDL(2)= 4
MIDL(3)= 6
MIDL(4)= 13
MIDL(5)= 16
MIDL(6)= 19

12

16

11

15

14

10

13

18

19

17

20
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ARCNO NET CAPACITY MARG. COST NDARCS

1 6
2 2
3 4
4 2

5 7
6 3
7 7

8 6
‘9 6
10 4
j 11 0
12 0
13 1
: 14 0
/ 15 0
16" 1
17 0
18 0
~18 - 1
¢ 20 -2

NODE(1)= 1
NODE(2)= 4
NODE(3)= 7
NODE(4)= 11
NODE(5)= 15
NODE(G)T 19

-

Table 5.6 Primal and dual values and P and Q. sets

a O O O O N O

pa—y

-6

MIDL(1)= 1
MIDL(2)= 5
MIDL(3)= "6
MIDL(4)= 13
MIDL(5)= 16
MIDL(6)= 19
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Table 5.7 Primal and dual values and P and Q sets

A\

ARCNO NET CAPACITY MARG. COSf NDARCS

—

O W O N 0 oW N

N = d o m e a Y
O W M N O U W N

O O B O~ W NN RN o

]

—_ O O

o O

1
-2

NODE(1)=
NODE(2)=
NODE(3)=
NODE(4) =
NODE(5) =
NODE(6) =

1
4
7

1

15
19

L

11

o O

N o o @ ©

MIDL( 1) 1
MIDL(2) 5
MIDL(3)= 6
MIDL(4)= 12

nr

MIDL(5)= 17

MIDL(6)= 19

12

16

11
15

- 14

13
10

18

19

17

20

105
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ARCNO NET CAPACITY MARG. COST NDARCS

-~

1 6 11 L3
2 2 1 S 12
3 4 0 i
4 2 0 16
5 7 p 4
6 3 0 11
7 7 8 15
8 4 0 7
9 4 0 2
10 2 . 7 14
11 0 -1t 13
12 0 -1 18
13 f : | 10
14 0 0 5
15 0 -1 6
16 1 | 19
17 0 -8 8
18 2 17
19 3 0 9
’ 20 0

-7 20

"NODE(1)=. 1 MIDL(1)= 1

NODE(2)= 4 MIDL(2)= 5

NODE(3)= 7 MIDL(3)= 6

! NODE(4)= 11. MIDL(4)= 12

NODE(5)= 15 MIDL(5)= 17
NODE(6)= 19 MIDL(6)= 19 &

Table 5.8__Primal and dual values and P and Q sets
; ‘
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FINAL FLOWS AND MARGINAL COSTS

Y

AFLOW( 1)= 0 PACOST( 1)= 11

CAFLOW( 2)= 1  PACOST( 2)= 1
AFLOW( 3)= 1 PACOST( 3)= 0
AFLOW( 4)= 2 PACOST( 4)= 0

AFLOW( 5)= 0  PACOST( 5)= .1
2

AFLOW( 6)= PACOST( 6)= O
AFLOW( 7)= 1  PACOST( 7)= 8
AFLOdX 8)= 2  PACOST( 8)= 0
AFLOW( 9)= 3 PACOST( 9)= 0

0)= 3  PACOST(10)= 7

AFLOW( 1

Table 5.9 Primal and dual values and P and Q sets
' ¢
N 5!

‘ [T,
: rage -
. Py
(5

4

5.3 Specific Features of the WRMM Internal Network
The WRMM internal network [39], [41] has some-important

4

properties which significantly affect the solution times.

These properties ére the fqlléwing: -

1) The anrage number of ardsbassociated with a node
exceeds ten. |

2) Arcs leading from node i to node j are classified in arc
séts; -

3) About half of all arcs in the network are‘associated
with the system balance node. : ._ L

The most important feature'is that all arcs belong to aré

_sets. The number of.arcs.in one set can §ary bethen one and

nine; in most of the cases it{ ranges fr;?/three to. seven.

-
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This gave rise to construgting such OKA subroutines which
are able to utilizg this informatfon.in labelling ahd
potential change procedure. For example, consider fivé arcs
leading from node i-to hode'j; In the labell&ng procedure,
" nhode y iS'iabélled alongtthe‘firSt‘afc,(i,j); 1f other four
. arcs'afe'label eliéible the algorithm will attempﬁ to label

. ©
node j four more times, andxeach.time,this attempt will
result in failure sincé ﬁode j is alreédy labelled. However,
if all five arcs ére placed in an arc set, once‘tﬁe head
node of such arc set is labelled all other checks (for each
are¢ wi£hiH~the set) can be omitted. A similar improvement is.
available in the potential_change'proceduré:iﬂ‘drdglvfo
determine arcs  in éetS‘S\andvR. in'thiS'case, if both ﬁOde i
and j are labelled, there is no need to check the head node
of each arc in the particular set and deﬁermihe what is
"already kthnA(i.e. the head node of éach arc in the Set.is
labelled). | .

To implement this data 6rganization scheme inlthe new
OKAi it has to be successfully”inCo;porated with the
existing partitioning technique; R

One way is to asso;iaté’the parpitién of pseﬁdo arcs
with arc séts: rather than with nodes, since the WRMM
internal network already contains the information about arc
sets.

‘Two versions of the KILTER subréﬁfiﬁéé aiffen in the

following:

. a) Version 1, in which the partiton is'assbciaﬁéd¢with'

e a : . 4
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-

pseudo arcs di ted out ofva node. h

b) Version 2,in which all pseudo arcs directed out of a
node are‘placed in arc sets, and these sets are
rartitioned into subsets of labelieligible and
ir -ligible arcs.

‘Along with pbsitive effects on execution times, Some
negative effects were also encountered; both are briefiy
_listed: |
Positive effects
1) The new organization scheme speeds up the potential

cﬁange procedure. This is also true for labelling

B procedure when there are one or more label eligiﬁie arcs
in.egch arc sef.

2) Subréutines PINQ and QINP execute faster,.especially for
arcs assocfated with the system balance node. This is
because fhe appropfiate arc (to be shifted from P to Q
or from Q to P) is idenfifigd by knowing which arc set
it belongs to. However, subroutines PINQ and QINP are
usually called only 6nce during the labelling or
potential change procedures, which reduces the effeﬁt of
this improvement.

Negat ive Effects

%) The amount of data passed_bétweenlthe subroutines and

“their calling programs is considerably increaéed.'ln
addition to the existing argument list, arrays NLOWST,
- NHIST, NEXNOD, SEfMAP,'CHMAP and NSETA are passed to

subroutine KILTER. Also, arrays MIDL and NODE are
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increased in d}mension equal to the number of arc sets

(642), rather than the number of nodes (102).

2) After.conducting a number of experimentél ruﬁs, it was
found that the number of ‘label eligible arcs is
app;oximately 10% of all arcs in the network. This was
very detrimental for efficiency of the source code. °

Consider the following example:JFifteen arcs are

associated with a node and they belong to five arc sets.

Only one arc is label eligible. In the labelling

progedure of the Barr's algorithm this arc would be

quiékly accessed iﬁ the appropriate set P,.{Hdwever, set

P, is now split into five subsets. Althdugh in four of

them there are no label eligible arcs, that fact is yet

to be determined during execution. Thus five checks are

4
needed instead of one, which is a serious departure «from

)
achieving higher efficiency.

In conclusicn, the execution times were compared for
both versions and they were found to be almost identical.
The latest version showed somewhat faster execution for
medium size networks, while the source code based on Barr's
‘algorithm was slightly faster on largeét networks. However,
the differences do not exceed 2% in either cace, and the
vérsion finally adopted is the one based entirely‘on Barr's
i%ga of partitioning, since it requires less memory

increase.



6. CHANGES IN THE NEW VERSION OF * «MM

6.1 Changes in Memory Requirements

The only negative effect following the implementation

of the new OKA subroutines in the WRMM is that they require

an increase in memory. This happens as a result of the

following factors:

“a)

b)

c)

Creating pseudo network demands doubling of the previous
dimension of arrays NHEAD and NTAIL, in order to make it
possible to deterhine the head node and tail node of
eacl: nseudo arc. Strictly speaking, only Qﬁé of these
two arrays has to be determined for all pseudo arcs,
since the other one can always be fdund using the mirror
function. However, this was avoided since the fregquent
use of the mirror fUncﬁion would somewhat slow down the
execution. . |

New primal and dual variables are associated with eacu
pseudo arc. The node potentials array is not needed any
more, but this does not constitute great_savings,-sinée
the number of nodes in the network is only one tenth of
the number of arcs. v

Finally, the partitioningvtechnique réquires an
additional number of ;rrays which were not needed in the

original OKA subroutines. v

All new arrays which are introducedsto the WRMM as a

result of implementing the new OKA subroutines, or whose

dimension had to be increased thereafter are listed

111



below:?® .
INLOC(102) )
JNODE (2000)
LABEL(102)
MIDL(102)
NHEAD (2000)

NTAIL(2000)

i
*

NODE(103)
NDARCS(2000)
PANC(2000)

PACOST(2000)

'VNODE (102)

Conversely, a number of arrays were deleted from the WRMM.

These arrays are: ARCKST(1000),

LFLOW(102) and PI(102).

LARC(102), LNODE(102),

Thus the actual increase in memory might seem

significant, but when considered as a percentage of the

total it represents only a 3.7%

6.2 Changes in the Main Program

increase.

and Other Subroutines

As a result of implementation of the new OKA, the WRMM

underwent the following changes:

a) Initialization Section in the Main Program

- Arrays NHEAD and NTAIL are initialized with their

new dimension

- Array LABEL and variable INFES are initialized with

zero

Apart from this, variables MND1
S

7.

Constants R and Z are.assigned-their values

and MARCS2 have to be

initialized, but this is possible only after the internal

network is created. These two, variables are thus initialized

®* Only arrays NHEAD and NTAIL existed in the old version of "
the WRMM with a dimension of 1000.

-



113

priorﬁto calling the subroutine PSARCS, which is placed
1mmedlate1y before the main loop. %
b) Changes in the Subrout ine ARCCHK

Subroutine- ARCCHK prints the uppér bound, flow, lbwer
bound and arc cost for all arcs in the network ThiS'm
subroutine is not called unless it was specified by the user
in the input data file. However, in the case of an
iﬁféasible solutibn this subroutine is called automatically
and its function is to isolate the out-of-kilter arc‘énd to
help determine the possible causes of infeasibility.

Changes in this subroutine are related to the removal
of the array ARCKST, by which the kilter status of an arc
was easily inspected (in the old version). Variable ARCKST
could have'only three values; zero, minus one ana one. In
the case of zero; the appropriate arc was in-kilter. In case
of minus one or one, the arc was out-of-kilter and the
desired action was the decrease or increase of flow,
respectively.

The search fpr an out—of-Kiltef arc in the new version
is cohducted using the logical "if" statements which check
for the compliance with conditions (3.23)'(3.25{. For this
purpose array PACOST is passed to the sub;outine from the
- main program. ) | )

c) Other Changes
| The Vaiues of the upper bounds of some‘arcs'wére set to
10°* in the old version. This caused problems in the

conversion of flows to net capacities and back, since some



114

“

numbers were too big and the system would automatically
~ignore some w:gits>which were out of rénge. In order to
avoid this problem, all upper bounds which were previously
set to io“ were reset to’10°. Since upper bounds are in CMS’
units, it is estimated that this is just as géggﬁa
representation for the unlimited upper bounds of any~natural
system. | %

A considerable effort was .involved in an attempt to
install new OKA subroutines with integer primal and dual
variables. There éfe two reasons for this:

1) Integer numbers are processed faster
2) Integer numbers require less me;ory
3)lAd;ing or subtracting integers has n5 truncation
error as is the case with floating point numbers
This idea was successfully utilized in case of the PACOST
arfay. Howeve;, changing net cépacity into INTEGER*4
variable caused many problems and it was finally decided to
léave it_%f REAL*8. The problems were.mainly relateq to the
lack of‘ag%ﬁ;acyvdue to the conversion. Due to the
truncation error associated with floating point numbers, a
zero limit of 10 was introduced. Also most of the "if"

p

statements in subroutines PASSTR, CMSMTR and MTRCMS had to
be "relaxed" by a zero tolerance of 1077, In other words,
any value that falls between -107" and 1077 is considered

equal to zero.
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6.3 Comparison of Results

Once finally debugged, the new version of the WRMM gave
slightly different results than the old version for some
simulation runs. The best way to compare two different
solutions is to compare the value of their objective
functions:

GRS for all arcs (i,j)

The solution which minimizes the objective function can be ﬂ\»
considered more optimal. Thus a "do" loop which caléulates
the objective function was;inserted right after the kiiter
sgbroutines in both versions. In the case of small and
medium size networks the objective functions yielded almost
identical values. The differénées occurred in some time

. intervals, but they were usually far below 0.1%. However, in
.theﬁcase of‘the largest network (South Saskatchewan ten year
simulation run) the objective functions differed up to 3% in
some time intervals. However, it was still impossible to -
determine which solution is more optimal, since these
differences oscillate from time interval to time interval,
to ﬁhe advantage of one version or the other.

As part.of the‘investigation of this phenomena it was
~further found that the new OKA subroutines yield differen£
solutions if pseudo arcs in sets P, are shuffled. Note that
the sequence of blacing label eligible arcs into sets Pi was
never given any importance. The effect of this can be
‘observed in fig 3.1. One recalls that in the original

‘example, starting from node t node 3 was labelled first and
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then node 7. This was due to the position of arcs 14 and 18
in set P,. If their.positionsvére reversed, node 7 is
labelléd‘first and then node 3 in the fifsticycle; In the
second cycle P, is examined first and node 9.is labelled bi
arc 12, which is a now a aifferent label than previously.

//6;z;>may eventually result in a’differentfflsw augmenting

| path, éifferent amount of flow change'and»aifferent sethp of
sets S and R in the potential change. Thereforé, slight
differences in results for some time intervals aré due to
millions of combinations.on the route to an optimal
solution. |

Practically, these differences are of no particular

importance; It was found.thatvthe differences in the
objective(functioh are due to thé‘different flows in arcs
whose cost per unit of flow is very low (mainly one or two).
Cdnverting these -low penalties to zero would likely
establish more stable optimélity. Another action that would
also stabilize the optimality is assigning different
penalties in the input data file to all arcs in the network.
However, this is neither justifiable nor practical,

especially for large networks.

6.4 Comparison of Execution Times

Three different fileélwere used to time the execution
:of the new WRMM. In order to assess the actual effectivéness
of the new KILTER subroutines a new system timer was uséd,

with the accuEacy of one millionth of a second. This sys&em .
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timer was used to measure the portion of cpu time required

¥

by the kilter subroutines only.

All runs were executed on the IBM 370 Mainframe in the
Government of Alberta Terrace Computing Center. The BOWOP85
simulation ruﬁ was used as a typical small to medium size
network. It consists of 25 nodes and 176 arcs, and the
simulation run was set for one year with forty one time.
intervals. The same input data file was used to ru% ten and

twenty five year simulation runs. T {

\

iTable 6.1 CPU TIME FOR BOWOP8S5 SIMULATION RUNS

1 year . 10 years 25 years

°0ld new old new old new
TOTAL :
CPU 3.37 2.92 33.28 28.10 ~ 86.76 69.84
" KILTER : . o
CPU 1.17 0.72 14.45 9.27 38.16 21.24

The foregoing table revgals that the improvements are,notv
that ;reat for. a network of this sizL. This is basically -due
to the small portion of the total cpu time used by the
kilter szroutines (between 30% and 40%) and more a;;
importantly, the reduced effect of the improvements,within
thebnewAOKA itself on a network of this size. In fait)'
Barr's paper emphasizes the number of nodes as a dominant

factor in computational improvements. Since there can be a

maximum of 102 nodes in the internal network of WRMM, it was

[
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not expected that any improvements would é}ceed a 40% total
reduction.

'The other two fi1e§ that were tested were large. Files
RUN1A1 and RUN1A10 represent the South Saskatchewan
simulation run for one year and ten years.~For the RUNIA10
run, one year data is not‘Simplf repeated ten times but each
year has different data. fhe internal network conéists of 95
nodes and 792 arcs. File MOR7 is somewhat more cOmplex; It
has 28 years of actual data comprising the driest and
wettest years, and the number of arcs is slightly increésed
due to the introduction of control structures for all
reservoirs. Due to the greater variation of the input data
‘from time interval to time interval, and more reiterations
within one time interval (caused by the increased number of
control structures), MOR7 simulation run is much harder to
execute., The execution times are shoyn in the following

table: -

Table 6.2  CPU TIMES FOR SOUTH SASKATCHEWAN S®MULATION RUNS

RUN1A1 ~ RUNTA10 MOR7
old new old new old new
TOTAL
CPU 8.70 3.82 87.50 30.03 413,63 224.25
KILTER
CPU 6.43 1.51 73.47 16.01 250.78  61.40

For large networks, the portion of-cpu required by the
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subroutinés i1s between 60% and 85%, and the kilter
subroutines are executed (four to five times faster. As a
result of t@i:, total cpu time is reduced two to three
times. This a significant achievement since large
simulation runs account for 90% of the computational -ost

o~

related to the use of the WRMM,

6.5 'FURTHER ENHANCEMENTS OF BARR'S ALGORITHM

Apart from thé more efficient data structure discussed
eaflier, other improveﬁents.could be implemented and same
ideas in this respect are briefly outlined in the following.

Oné of them is to try to implement a global strategy
within the algorithm; It can be noted that, during labelling
procedure, many closed paths of label eligible arcs are
isolated, but the current algorithm ignores them unless the
starting out-of-kilter arc is included. Therefore, if all
the network is scanned and .all possible cycles isolated, a
ﬁinite number of flow changes could take place, followed bf
a finite number offgotentiél changes, which would génerate
severai 1abel eligible arcs at bnce, instead of only one.
This approéch~would be extremely complicatéd in the case of
existing array data ofganization. However, with more.
efficient data organization (discussed in the following
séction) this global approach could be applied much easier
and the effects of better algorithm and better déta

structure would be cumulative.
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There is a lot of inertia associated with using
FORTRAN, partly beqause many professionals are familiar with
it and have no time%§§>achieve similar excellence in other
'programming. languages, and partly because huge programs have
been written in FORTRAN and their rewriting to another
language might not be economically sound. However, recent
de;elopments in micro technology m{ght seg new standards on
software efficiency, which could result in a major shift
from FORTRAN to other more efficient languages. Compilers
which permiz source co@e‘to be a combination of different
brogramming languages (e.g. FORTRAN and C language) are
already on the market. They will allow for restructuring of
only those parts of huge programs which take longest ﬁo
execute, which in many instances means changing only a
couple of hundred lines of»the program, as is the case with
the OKA subroutines in WRMM, f - | -

Apart from that, a new generation of optimization
algorithms.(genetic algorithms [55], [56]) has a tremendous
potential of improving efficiency of codes’ like WRMM, All of
these’algorithms are based on random generation of a number
of feasibile solutions, comparing their objective functions
and using only the best guesses for.generation of the new
population of feasibile solutions. The process is thus
repeated as long as optimality of two subsequent iterationé
remains approximétely the same. Further investigation is

needed for comparison between Barr's algorithm and genetic

algorithms. Also, generating a large number of feasibile
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solutions for circulatory caéacitated networks must involve
additional operations associated with maintainfng nodal
continuity and cpmplignce with upper and lower bounds for
all arcs, which might reduce the overall efficiency of
genetic algorithm in this case. | -

6.6 FORTRAN Data Structure Limitafions

All types of data that can be handled by FORTRAN
programming language are restriéted to a narrow choice of
data organization, by which all relevant information is
stored and retrieved by refgrencing corresponding locations
in arrays. Other higher level programming languages offer a
more effective data ét:ucture organization, which can
greatly reduce the number of array referencing, thus
improving the execﬁtion efficiency.

This section introduces a daﬁabasé model ‘of Barr's
algorithm which could be successfully utilized by PASCAL
[547 progrémming 1énguage, as well as any other that

incorporates the data structures described in the following.

B ~
6.6.1 ;inked Lists vs Physically'Ordefed Lists )

A linked list is a list of data items linked by \%\
"pointers™ contained-within the data. Terms "head" and
"tail" indicate the pointers which point to the first and
last data itemAip the list,.respectively.

A one way linked list allows for search of the list in

only one direction. This is a disadvantage to phjsically
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-

ordered lists, whicﬁ allow sequential access of any data
item. However, insertidg and deleting data is much easier in
the ¢ase of linked lists; it is only neceesary to change
values of same pointers, whereas in the case of physically -~
ordered iist;inserting a data item in the middle of the list

| means that all the items below the 1nsert1ng locatlon have
to be shifted down for one location.

To override the limitations of linked ligts associated 1
with their processing, circular and two way linked liste
were designed. Circuief linked lisée differ from ohe way
linked»iists in the direction df the last pointer, -which in
the case of circular lists Peints to the fixét.item. This
allows for prdcessing‘of all data starting from an érbitrary
location. However, such proc!.sing is stil{!directed in‘one
waf only. For exampie, if item 1 1s pfocessed and then items
(i+1) and (i-1) are to be retrieved the pfocessing of (i+1)
willAbe easy since_the ith p01nter point's to (1+1) 10catlon.
However, to retrieve (1—1) all other data items have to be -
pfoceSSedf~Sterting from item_(i+1).

To avoid this, linked lists with’twe pointers for each
data item vere designed termed as two-way llnked lists,
which make p0551ble proce551ng of data in both directions.
In a similar fashlon, multlple linked ;1st5'can*be installed
to enable_Brocessing of data in different orders. They all
require more storage ﬁhen the physically ordered list.

However, the advantages become obvious when data is @

restructured. Also, linked lists allow for logieaf
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organization of complex data structures, such as trees and
. i

networks. ‘ : "

$.6.2 PASCAL'Data Structures

Along w1th some other higher level programmlng

‘languages, PASCAL can handle data structures, such as sets,

records or files. Rather than storing a set of logically

linked data into arrays and accessing each member by
R »

indexing, these structures can contain whole arrays under

one record accompanied by built-in pointers which point to

. the location reserved for each data item 1nd1v1dually ‘The

advantages of this can be considerable. For example, in

order to copy oné array into another using FORTRAN, a loop

‘must be set in the program, which retrieves an individual

value.of the first array and copies it into the appropriate

value of the other. However, if the same array is stored as

~

‘a record_in_PASCAL’ all that is meeded is to copy one record

Ento another, i.é. one statement
More 1mportant1y, this data organizat: >n is more.

flexlble when 1nd1v1dual data items are to be shlfted from

\.'»'

oné location to. another w1th1n an. array, since it 'is enough

to;change the value of the correspbndlng pointers.
Even more @xc1t1ng xs thefex1stence of sets as dlStlnCt

data structures and the ab1l&tY€¥O 1n~oE§orate dlrectly some,

]

of the set opera* -ors such d% union, '1nterseet10n, or

difference. one should regall that most of the computat10na1

A

effort exerted by the QﬁA is contained in isolation of

.
b
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various types of sets: set‘of label eligible and label
ineligible arcs (the last -one split into sets S and R), set
of ,labelled and unlabeled nodes, e¢tc. Keeping ?ﬁack of
.changes within these sets during execution iéLgreatly
 '51mp11f1ed 1f the actual set operators are applled dlrectly,
whlch substantlally el1m1nates the need for many "IF"
statements and references contained in processing of the
same seté.organized as arrays in FORTRAN,
)

6.6.3 An Example of a Linked List Database Hogel for Barr's

'Algorithm |

Consiaer-an éfc record as a set of all relevant.

information related?to one pseudo arc, as depicted in

\

fig 6.1. | \ - -
\ P .
| | 4 '
ARC KILTER | HEAD
" (RECORD) nc(b) c(b) | STATUS | .1ODE
« NUMBER e , | POINTER

fig 6.1 ARC RECORD

For each pseudo arc b, corresponding net capacity and
marginal cost are representéd by numbers (either integer or

real depending on the problem). The kilter status tan be set
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as a boolean type variable, with only two values: "true” or

"false", depending on whether an arc is in-kilter or not,

respectively. Finally,~ﬁﬁe last. position (head node) is a

pbinter,'which has a fixed value that can't be changed.

Noting that records can be stcred within other records,

consider a node record which contains corresponding arc

records of outgoing pseudo arcs for tihct particular node:

N .
WODE | LABEL FLAGS | L.E. & S-R | ARC RECORD POINTERS
NUT’IBER POINTERS . |
1 0 0 3 5 12 3 ..
2
N w

fig 6.2 NODE RECORDS .

r

The first ipdicator is the record (node) number. There

are two label flag locations, instead of one as éérlief, and

"this will be explained in the following. These two flégs are
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to indicate whether the node is ¢urrently labelled or not.
In addition to the label eligible pointer (which is
equivalent,qﬁuthe value in array MIDL in the FORTRAN
version) the;; is one more pointer which splits label
ineligible arcs into sets S and R. One can recall that these
sets had to be generated from scratch with each potential
change, except for the case when two or more potential
changes were ‘subsequent. Finally, arc records are the same
as described earlier, except that instead of arc number
another indicptoffcan be introduqed, simply termed as a
record pointer by which appropriate arc records are acpessed
(within one node record). Arc nuhber ip'the previous sense
was needed to provide information on thg capacity, marginal
cost and head node, which were all storéd in arrays. Since
arrays are eliminated in this data structure, arc number is
no longer needed. Suppose, for example, that thére are six
outgoihg pseudo arcs fpr node oné, and that th zurrent
values in label eligible pointer nd S-R pointer are 3 and
5, respectively. This indicates-that first three arc records

¢

(indicated by the value of the appropriate pointers, r;ther
than‘by their physical location) are records of ’
corresponding label éligible . "CS. Siﬁilarly,.arcs indicated
by pointers 4 and 5 would belong to set R. Values of these
pointers would be initiated in the setup section and changed

accordingly during program execution. Also initiated with

zeros are both label flags for all nodes.
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The follo&ing is a brief description of how Barr's
algorithm would operate under this data organization: ;
Isolate an out-of-kilter arc by starting from the first node
record and accessihg arc recofds, one by Oné, until an arc
with "false" value of its kilter status is found. The
algorffhm now attempts the‘lébelling procedure,‘which starts
from the node indicated in the head node pointer of the
starting arc and then either destination is reached (label
of the starting node is assigned a non-zero value), or if
there is no where else to go (i.e. sets P; of all nodes
labelled in the last cycle are empty) the algor;thm attempts‘
to extgnd the path by applying potential change procedure.
Labell ing Procedure

_Start from the node record which is ihdicated‘in the
head node pointer of the out-of-kilter arc which is
currently being brought in-kilter. | "

1. Access the value of .label eligible pointér of this néde.
1f this value is zero, there are no lébei éligible arcs
SO go tq the.potential change procedure section.
f2.' 1f there are'}abel eligible arcs, repeat the following
procedure for each of them (theif‘number is indicated by
the current value of the label eligible pointgr):'ACCess‘
a label eligible arc record and label the approp}iate
node (indicated,by the head node pointer of arc recOrd);
.This label now consists of tw0‘parameter§:

a) arc record pointer (instead of arc number)

'b) node pointer (indicates previously labelled node in

'
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the labelling procedure).

The same information is contéined in the FORTRAN

version of this program, but it was stored in two

separate arrays (LABEL aﬁd NTAIL).
Once the labelling pfocedure results in breakthrough, it
is necessary to isolate a chain of arcs that lie in the
flow augmenting path. This is done much easier with the
new data structure. Starting from the node which was
}abelled last (tail node of the out-of-kilter arc),
access 1ts label, which contains both arc pointer and
the number of node labelled in the previous labelling
cycle, whose label is accessed nest, gnd so forth until
the starting node is reached. In doing so the
appropriate arcfrecord of eagb arc on the path is
accessed and the values of the&r net capacities are
compared, in ofder to isolate the one closest to zero.
The whole retrace is then repeated along with changing
net capacities of all arcs (and their mirrors) which lie
in the path. During the second retrace subsets P, S and
R are updated’ accordingly, which is done merely by
changing values of the label eligible and S and R
pointer, respectively.

Aftervthis, kilfér status of the starting arc is
examined again. If it is in kilter, the kilter status
flag is set to "true" and the search continues for
another out-of-kilter arc. Conversely, if the starting

arc is still out of kilter another labelling procedure
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is initiated, with chances of resulting in breakthrough
or potential change.

Potent ial Change Procedure
Access all labelled nodes, one by one, and for each of
them access é:cs which are currentiy in set S. Next
determine if head nodes of sﬁch arcs are labelled; if
not, store the relevant information on such arc as a
member of external set S, . Each time a new member 1s
added to this set, the appropriate value of its marginal
cost is evaluated. This results in detection of the
'harginal cost being closest to zero while the set is
being created. Paralelly with creating set S,  and
creaté set R, in a similar fashion.

The next step is:change of marginal cost for all
and R

arcs in sets S which are now readily

ext ext/

available. After this set S, will lose at least one
member, and one more node will be labelled, or the
prcblem is declared infeasible.

Continuation of the iabelling procedure might
result in labelling some of the nodes which were not
labelled before, and whiéh constituted head nodes of
certain arcs currently in S“t'and R,,;. If additional
potential change is neéded under such circumstances,
sets S,,, and R,,, must be purged from currently |
nonconforming arcs, as well as‘extended by arcs in sets
S and R of the newly labelled nodes. Instead of listing

entire arrays containing arcs in sets S and R and
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conducting a number of checks on each arc to monitor the
foregoing changes, PASCAL solves this problem with using

standard set operators, such as union, intersection and

difference.
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advantage of this type of data organization is
relevant data is stored in a block form with
logical links which almost entirely eliminate

for external referencing. The only situation

when external referencing is required is the case of

multiple

potential changes (demonstrated in iteration

\ /\’ .
for arc number 10 in the numerical example section).

However,

the amount of referencing in this section is

greatly reduced by using the set data structure and set

operators.

e



7. CONCLUSION

Computer modelling has become a major toollin many areas of
science and management. There are two major factors wh¥ch
encourage this trend: | ‘
- advances in applied mathematics, primarily in the area

of numerical énalysis and mathematical programming
- advances in computer technoclogy
The latest is especially of interest Yith respec% to the
recent developments in micro-computer technology. The major
impact of these developments is that computers ‘have become
available ﬁo many people today, while two or three decades -
ago it was only a priviledged minqrity that had access to
them. Also,;ﬁhe performance abiligigé of micro—compgters
haQe significantly improved over the past decade.

At the same time, many modelling conceptes were
developed and tested in various kinds of sfudies which
involved application of computer models. As a result of
this, certain problems were simplified and speciali;ed
algorithms’were applied, which proved to be more efficient
than the standard algorithms. This was a general trend in
many areas which were studied uéing computer models.

Computer models applied in the area of water resources
engineering have gone through the similar devélopments.
Modelling concepts which were proved to be iné}ficient were
abandoned. On the other hand, those concepts which showed
more efficiency were used as the basis for further

-

developments. In the case of surface water allocation

132 )
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models, one of the best approaches so far (known as “thé
zoning concept“)‘was successfully applied in a number of
models, including the Water Resources Management Model o
(WRMM) of Alberta Environment [39], developed'{n 1981. Thi;
concept is based on specifying a number of discrete zones
for each modelled component (e.g. a number of flow zoneé\for
chan%él compqgents, or a number of étorage zones for storage
components), and assigning a penalty to each zone. Each
component has oné ideal zone whose penalty is always set to
zero. Apart f;o& the ideal zone, all otherlzones have
positive penalties associated with them. The_valueé of the
penalties represent priorities assigned to different
components, i.e. when the natural supply is not sufficient
to meeﬁ all the demands in a particu}ar time interval, the
"first component to be.Affécted is the one whose penalty
below fhe ideal zone is tﬁe closest to zero.

A special type of linear programming solution
teChﬁique, known as the "Out—of Kilter" algorithm (OKA) [36]
was applied in this model, due to its superior efficiency
over other linear programming'techniques tﬁat cduld have
been applied at that time [49]. However, later édvaqces‘bi
this solution techniqgue by Barf ef al. [52] prompted tﬁe
replacement of the original OKA code. The-pdrpose of this
study was to implement the Barr's code in.WRMM,_to'evaiua{E:

the impacts of the new code on WRMM and to indicate

directions for possible improvements in the future.



134

A new eode based on Barr;s algorithm was successfully
impleménted in WRMM and the overall execution efficiency was
improve% by two to three tiaes on average,vbut this is only
the case for large networks. This limitation was to be
expected, since the nature of Barr's improvements is such
\that the execution efficiency increases exponentielly‘with
the inerease in the size of the network.

Apart from the improvement in execution efficiency,
this study points out some ether?aspects which could be
ineorporated in future developments of WRMM or similar

'models:

1)  the advantage of using INTEGER variableélinsteéd Of REAL
for models which simulate long time periodé’

2) the aavéntage of using more effie}ent data structure
other than arrays Y

3) further inVestigation of Barr's code and its possible
impfovemens

Once developed, the latest imptovements coeld be-compared tof

other optimization techniques, like the dynamic:programmihg

or genetic algorithms. Both of these approaches require

solLt1on of certaln technlcal problems related to their

successfull appllcatlon in WRMM, Hav1ng solved Lhese

problems, it would be possible to compare a number of

different optimization algorithms and evaluate their overall"

performance and impacts.
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APPENDIX 1

-

.b?;w This appendlx contains the alphabetical llstlng of aléy

‘the variables which are of interest regardlng .the KILTER
subroutlnes; The varlables are listed in two groups,
dépending on whether they are created in the main program or
in the subroutines. All of the variables passed from the
main progfam excépt INFES, MARCS2, MND1, R and Z existed in
the WRMM prior to the introduction of the new KILTER

" subroutines.

142



e : 143

Variable : . Definition

-
PR

ACOST | {penalfy incurred per unit of flow in an arc

AFLOW amount of flow in an arc

ARCUB ‘ - upper bound of an arc

ARCLB lower bound of an arc

INFES inféaéibility flag

MARCS . tot;l nqmber of arcs in the network

MARCS2 ‘;otal numbex, of pse;é% arcs in the

pseudo network

MND ‘number of nédes in the network
MND 1 ‘ number of nodesvin the network increased
by one
NHEAD érray of head nodes of all pseudo arcs
NTAIL array“éf tai. odes of all pseudo arcs (ﬁ
' £
"NCHA number of afcs created to represent one:ﬁﬁé

component of the system’
'NSETS number of arc sets in thé system

NLOWST the lowest arc set{number associated



NHIST

SETMAP ¢

144

with a node

the highe&@&arc set number associated
with a node '

array of arc set numbers associated with
each physical channel
/

Double precision constant set at 10

Double precision constantgggt at 10f

Y
e




VARIABLES CREATED IN THE SUBROUTINES

Variable ﬁ - - Definit(i\on
FIP -~ flow incré entrial of an arc
on . RO S . »
v&aies in_thejfiow augmens
» g “.x,v{),\
: - o a'*}gqf
FLWCHG amount of flow change exérted on all arcs
o in the flow augmenting path
IAC ‘ arc number in subroutines PINQ and QINP
INLOC array of labelleg nodes
IM, number of the main pseudo arc
IMIR number of the mirror pseudo arc
IT head node of the pseudo arc being
currently brought in-kilter
1S tail node of the pseudo arc being
' currently brought in-kilter
JARC ~ temp. storage for a pseudo arc number
JL temporary storage for a pseudo arc
' L number in the multiple potential
. change section “
JNEXT temp. storage for the head _node of a

pseudo arc

JNODE a multipurpose array used for temporary

145



KARCS

LABEL

“MIDL
)'(- .
NBRK

NDARCS
ND1
NEND

NEWNOD

NLBA

NLN

NLNCRS

NMA

146

storage in subroutines PSARCS, ARRAYS
and KILTER.

variable which indicates if the labelling
procedure starts from the head node or
tail node of the starting arc

array of labels; contains arc numbers
for labelled nodes and zeros for
unlabeded nodes

array which points to the last position
of a label eligible pseudo arcs for a node

the flag indicating if breakthrough occurred
as a result of potential change

array of outgoing pseudo arcs for all nodes
£ N | )
temporary storage for pseudo arc number

-

temporary storage for the last position 'of

‘an arc in sets P, or Q,

head node of an arc in set P,

arc number of the label eligible arc
after one potential change

number of labelled nodes

number of labelled nodes whose arcs in set

.Q; are checked for membership

in sets S or R

number of mirror arc



147
NNLS number of labelled nodes whose set P,
" have been labelled
NNLS 1 storage for NNLS ‘in case of multiple use of

the labelling procedure

NODE array which points the first position of
an outgoing pseudo arcs for each node

NPA number of precedjng arc
NR ' number of arcs in set R
“ . v
NRLPCH number of arcs in set R during the last

potential change

NS numnber of arcs in set S

NSN temporary storage for a node number in
. retracing of the flow augmenting path

NSN 1 dummy argument in subroutine PINQ,

contains a node number

&

NSLPCH a number of arcs in set‘S from the last
' potential change. . ‘

NSETS number of arc sets in the network

NSTART temporary storage for the first bosition
of an arc in set Q, or P;

PACCHG amount of marginal cost change
‘PACOST marginal cost of a pseudo arc

PACOS1 -  temporary storage for PACOST

e



£

PANC

PANC1

VNODE

ER

net capacity of a pseudd arc

temporary storage for PANC

array used for temporary stbrage of all
net capacities of arcs (or their mirrors)
which lie in the flow augmenting pathwi
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APPENDIX 11 :
2

This appendix contains the following source code

listings:

1) The WRMM main program listing
2) Kilter subroutines of the adopted version
3) Kiltera%ubrOUtines of the experimental-Version

The main program is given with the adopted version of

the KILTER subroutines. The other version of the main

program differs only slightly in the folloying:

1)

- 2)

Arrays MIDL and NODE are called MIDP.and NODP and their

dimension is 642 instead of1102. They are associated
with each arc set in the network, rather théﬁ;each node.

Additional arrays NSETA is needed to identify arc set

number for each arc in the network. This array has a

dimension of 1000.

Adaditional variable NSTS1(=NSETS+1) is initialized

'fthefore calling the subroutine PSARCS) and passed to the

kilter subroutines, along with NSETS.
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~ APPENDIX-111

. This appendlx contalns SCF file for two exper1mental
runs of WRMM 1n wh1ch only reservoir pena1t1es were
< changed _The SCF f11e llst1ng is féllowed by the output from
subrout1ne arcchk for the first two time 1ntervals, and then“
the final output is presented. The final output demonstrates
xt« ﬁow change in penaltles results in different solutlon by the
‘model Malntalnlnavconstant reservoir storage was given the
hlghest prlor1ty in the second run and it remains constant

throughout the simulation.
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