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Abstract

With the exponentially increasing volume of mobile Internet data traffic driven mainly by voice,
video and various other social and business applications, network operators are struggling to
reduce their capital and operational expenses and remain profitable. With the emergence of data
center virtualization technologies, more and more Service providers as well as Enterprises are
building public and/or private cloud infrastructures to offer cloud based services. Cost efficiencies
as well as scale and elasticity are being realized via compute and storage virtualization enabling
better resource utilization, multi-tenancy, energy optimization and management flexibility etc.
While data center virtualization technologies have shown a good promise in reducing both OPEX
and CAPEX, so far data centers have been a preferred choice for hosting numerous service
applications only. Service providers especially Mobile Network Operators are driving the new era
of transformation in the form of Network Functions Virtualization (NFV) which can play a pivotal
role in achieving these goals extending the virtualization technologies beyond compute and storage
to networking functions. Several vendors are starting to offer broad range of virtual network
functions ranging from routers, switches, load balancers and firewalls to base stations and mobile
gateways etc. in the virtual form factor that can run on commodity high volume x86 servers and
can grow and shrink on a on-demand basis adapting to the traffic demands.

In this project we have developed a Multivendor hybrid network simulating public and private
cloud infrastructure consisting of physical and virtual network devices from multiple vendors
including Cisco, Brocade, Arista and Juniper. We provide detailed steps for life cycle management
of Network Functions Virtualization (NFV) components including instantiation, configuration and
provisioning of virtual leveraging VMware hypervisor as the underlying virtualization platform.
Several NFV use cases such as virtual Internet Edge router, Route Reflector, Core router and DC
Top Of the Rack (TOR) switch use cases are highlighted. We also demonstrate end-to-end
connectivity and examine redundancy and security features in this environment.

For our project we use the Master of Science in Internetworking (MINT) lab equipment such as
physical routers, switches and servers considering as an enterprise data center in our network
topology. We perform an experiment by virtualizing this enterprise data center so that it can be
beneficial and helpful for future MINT program graduate students to learn and implement this
emerging virtualization technology in the MINT lab.
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1. INTRODUCTION

With the advent of virtualization technologies, more and more Service providers as well as
Enterprises are virtualizing the data centers and building public and/or private Cloud
Infrastructures to offer cloud based services. Some enterprises are moving applications to cloud
for OPEX/CAPEX reduction as traditional data center architectures are not ideal because they lack
the flexibility to support or hosting numerous network application. Traditional enterprise data
centers use dedicated servers to run applications which results in a high operational cost and poor
server utilization. Others enterprises are hosting applications in the cloud for disaster recovery
and/or cloud bursting purposes as well. Either of these scenarios require a secure and dedicated
access to cloud infrastructure. One way to provide such an access is via Layer 3 routing gateway
devices. Network Functions Virtualization or NFV is another industry movement with a goal to
virtualize several network functions such as routing and forwarding for virtualized data centers.

The objective of the project is to build a Multivendor hybrid network for physical enterprise data
center and virtualized data center that consists of physical and virtual network devices and
demonstrate connectivity, redundancy and security features between them for cloud deployment.
In the hybrid network topology, physical routers residing in a enterprise data center will establish
BGP peering on the one side with virtual routers instantiated in the public (e.g. Amazon) cloud and
on the other side with private cloud so as to extend the underlying enterprise data center.

For virtual routers and switches, open source router softwares such as Brocade Vyatta 5400 Router,
Cisco Cloud services Router 1000v, Juniper vSRX virtual services gateway and Arista VEOS
switch appliances will be used. VMware hypervisor (ESXI) and vCenter server will be used for
carving out VMs on x86 platform and orchestration. All virtual router instances on the private
cloud side will run OSPF and BGP with each other and one of the router will be configured as
BGP route reflector. On the pubic cloud side two Cisco Cloud Services Router 1000V will establish
eBGP peering with Juniper vSRX . Arista network switches will be used for inter-VLAN routing
connecting with enterprise data center.

On the physical topology side, physical routers will run OSPF and BGP with each other. There
will be physical connectivity via a Ethernet cable between the physical routers and the two servers
(i.e. virtual routers and switches). Two physical routers will establish eBGP peering with two
virtual routers towards public and private clouds. Each router will advertise a subnet. Routing and
forwarding information will be verified and connectivity will be validated using ping and trace
commands. Finally, firewall and redundancy features will be tested and verified ensuring highly
secured networking with high availability.

1.1 SCOPE

This project presents the design considerations, best practices and implementation guidelines for
integrating VMware’s ESXI 5.1 infrastructure into the Enterprise data center network, in
conjunction with deploying Brocade Vyatta 5400 vRouter at the virtualized data center, deploying
Juniper vSRX firewall and Arista vSwitch at the Enterprise data center, and Cisco cloud services

Building a Multivendor Hybrid Network Consisting of Physical and Virtual Routing
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router CSR1000v deployment at the public cloud. We will also Verify end-to-end connectivity for
Multivendor topology from private cloud to public cloud and also examine some security and high
availability features between virtualized and physical environment.

1.2 Data Centers before Virtualization

Before the age of virtualization, the physical data center typically housed stacks of physical
machines accompanied by a range of networking and storage devices with miles of cabling. Each
physical machine generally had a dedicated function, for example, a database server, mail server,
backup server. applications server and so on. This meant that each machine had its on operating
system, application and data. The cost of installing, running and maintaining hardware, software
and the cost of engineering resources were extremely high in physical data center.

Following are some information of the costs of running a data center before virtualization:

Design
Lengthy and bespoke design was required for any large scale infrastructure solution project. A
virtual network on the other hand is designed to scale. This means that once the application

requirements are understood the solution can be sized and quickly deployed.

Lead Time

Procuring and provision hardware and software in the traditional data center often took days and
sometime weeks. Lead time on network resources was also significant. Virtual machines on the
other hand can be deployed within minutes.

Maintenance

The ongoing power costs of running and maintaining the physical data center were high. Different
operating systems and storage systems also required ongoing maintenance by a range of experts
with different skillsets

Downtime
Patching was difficult on a single system because it required downtime. IT could not provide high
availability to all internal customer as it was too expensive. Also hardware and software upgrades
required major downtime. Regularly hardware refreshes meant more design more downtime and
more costs.

Building a Multivendor Hybrid Network Consisting of Physical and Virtual Routing
and Switching Devices for Cloud Deployment
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2. TERMINOLOGY AND CONCEPTS

2.1 Virtualization

Virtualization is an abstraction layer meaning that operating system has no longer to be bound to
the server that it runs on. The operating system is abstracted from the hardware. In other words,
operating system is not directly installed on the hardware instead there is a layer between the
physical server and the operating system that we normally install called as Virtualization layer.
Once the operating system is separated from the hardware we can utilize the hypervisor (ESXI) to
present the complete x86 platform to many virtual machines (OS).

Traditional Architecture Virtual Architecture

Figure 1: Traditional Architecture vs Virtual Architecture

In the above figure, at the right side of the virtual architecture the physical server is at the bottom,
virtualization layer is above that which is actually ESXI and then above that there are little blocks
called virtual machines. In those virtual machines we actually install the operating system that we
used to install on the physical server as shown above in the traditional architecture and then inside
that operating system we can install applications. So this allows to run multiple virtual machines
each with their own operating system on the same physical server. It is also known as server
virtualization which is mandatory for implementation Network virtualization as well in which all
virtual machines have to connect with each other and also with the physical network and it is all
possible through server virtualization.

Building a Multivendor Hybrid Network Consisting of Physical and Virtual Routing
and Switching Devices for Cloud Deployment
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2.2 Concept of Network Functions Virtualization

The concept of Network Functions Virtualization basically came from service providers who were
interested to accelerate the deployment of new network services to support their growth and
revenue objects. They observed the limitations of hardware-based equipment and appliances, so
they wanted to implement standard IT virtualization technologies to their networks

Network functions virtualization (NFV) eliminates the need of physical appliance allowing
network functions to be completely virtualized running on virtual machines utilizing standard x86
platform. NFV offers a new way to manage, design and deploy networking services. NFV
separates the network functions, such as firewalling domain name service (DNS), network address
translation (NAT), intrusion detection, caching, etc., from proprietary hardware appliances, so that
they can run in software. It’s designed to consolidate and deliver the networking components
needed to support a fully virtualized infrastructure including virtual servers, routers, switches,
firewalls, load balancers, storage and even other networks.

All Functions in common x86 Architecture
WEB TS
. ROUte' - F"m.' Server Balancg’
oS 0sS OS

Virtual Virtual Virtual Virtual Virtual Virtual
Machine Machine Machine Machine Machine Machine

Hypervisor

Metal (x86)

Figure2: Architecture of Network Functions Virtualization

In the above diagram, using virtualization on a x86 architecture having a single server running x86
platform and on top of it the hypervisor is running. On the top of hypervisor install all the virtual
machines and each virtual machine associated with its own independent operating system and in
turn running router, switch, firewall, load balancer, web server or media server etc.

Benefits of Network Functions Virtualization

e Orchestration by managing thousands of devices

e Lower CAPEX and OPEX through reduced power consumption and reduced equipment cost.
e Openness to the virtual appliance market and pure software entrants

e Less complex architecture and very flexible to implement

e Reduced time-to-market to deploy new network services

e Opportunities to trial, test and deploy new innovative services at lower risk

e Automation

¢ Optimizing network device utilization

Building a Multivendor Hybrid Network Consisting of Physical and Virtual Routing
and Switching Devices for Cloud Deployment
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2.3 Virtual Networking

Virtual Networking is the building block of an IP network that is built primarily for virtual
machines. This virtual IP network helps to connect virtual machines to the physical network. Just
like physical machines require physical network for communication, in the same way virtual
machines require virtual network to communicate with each other and also to integrate virtual
environment with the physical environment and allows seamless connectivity of virtual devices
with physical devices. Virtual networking requires the same components as the physical
networking. Physical machine requires a physical NIC card and a virtual machine requires virtual
NIC card. If a physical machine requires a physical switch in order to have communication with
other devices, in the same way virtual machine requires virtual switch for communication with
other virtual devices. So in virtual networking all the hardware is virtual.

2.4 Hypervisor

Hypervisor creates the virtualization layer for making the server virtualization possible. It contains
the Virtual Machine Manager (VMM) whose task is to manage multiple virtual machines that are
running on a single virtual host or single physical server. Examples of hypervisors are VMware
ESXI, Microsoft Hyper-V, Citrix XenServer, etc. There are two types of hypervisors: Type 1
hypervisor and Type 2 hypervisor. Type 1 hypervisor is loaded directly on the hardware while
Type 2 hypervisor is loaded in an operating system running on the hardware. Type 1 hypervisors
are basically used in data centers having a dedicated physical server on which hypervisors are
installed directly and create virtual machines according to the requirements. We will use Type 1
hypervisor for our project.

2.5 Virtual machine

Virtual machine (VM) is a software implementation of a computing environment in which an
operating system (OS) can be installed and run. Like the physical machine, a virtual machine
requests for CPU, memory, hard disk, network and other hardware resources that are completely
managed by a virtualization layer which translates these requests to the underlying physical
hardware. Virtual machines are created within a virtualization layer, such as a hypervisor. The
virtualization layer can be used to create many individual, isolated VM environments.

2.6 Virtual Standard Switch

A virtual standard switch is modelled on a physical Ethernet switch responsible for connecting
virtual machines in a virtual network. But it is software based exists on ESXI server and can be
managed at the ESXI host level using vCenter server. Just as the physical switch consists of ports
so does a virtual switch. Ports on virtual switch provide logical connection point among virtual
devices to communicate with each other and also to communicate between virtual and physical
devices. These ports are like virtual RJ45 connectors. By connecting virtual machines to the ports

Building a Multivendor Hybrid Network Consisting of Physical and Virtual Routing
and Switching Devices for Cloud Deployment
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of virtual standard switch so that they can communicate with other virtual machines on the same
ESXI host. It is useful when two vital machines want to communicate with each other without
connecting to the outside world or physical environment. These are known as port groups of virtual
standard switch. If the virtual machines want to connect to the physical network or vice versa then
it needs to be connected to the uplink adaptors which are also called pNICs. An uplink adaptor is
a physical NIC associated with the host server. Uplink adapters use virtual objects called vmnics,
or virtual network adapters, to interface with the vSwitch. It connects the physical network to the
virtual network

On a more technical level, a vSwitch attaches to the VMkernel (vmknic) inside a host server. The
vSwitch is responsible for routing network traffic to the VMkernel, the VM network, and the
Service Console. The VMkernel is used to manage features like vMotion, fault tolerance, network
file system (NFS), and Internet small computer system interface (iISCSI); the VM network enables
virtual machines running on an ESXi host to connect to the virtual and physical network; and the
Service Console is used for remote management. In ESXi, the VMkernel instead serves as the
management front-end.

The virtual machines must have a virtual NIC (vNIC) mapped to it in order to connect to a vSwitch.
Just like the physical machines can’t connect to a network without a working network adapter.
Like pNICs, vNICs have both a MAC address and an IP address. Each virtual machine interfaces
with the vSwitch via a port. vSwitch can consist of one or more port groups, which describe how
the virtual switch should route traffic between the virtual network and the virtual machines
connected to the specified ports. A vSwitch starts out with 120 ports, by default, but can be
configured to use up to 4,088 ports, and up to 20 network adapters can be associated with a host.

A vSwitch that is associated with two or more adapters is called a teamed vSwitch; these switches
provide an added layer of protection to a network and are used for fault tolerance and load
balancing.

VMKERNEL Interfaces

Virtual
Ethernet
Adapters

—— vmknic

Virtual Port

vNIC 7

Port Group

Physical
Ethernet

o .- .y
Adapters >
\ NIC Team
_ \ /

o
///
pnic/vmnic/ — = SSG- <« ———————— Physical Switch
uplink

Figure 3: Virtual Standard Switch Architecture
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2.7 Network Virtualization Challenges to Date

The adoption of server virtualization over the past decade has resulted in a completely new
operational model for provisioning and managing application workloads in the data center.
However, the operating system model of the network to which these dynamic workloads are
connected has not kept pace. The network is now a barrier to achieving the full benefits of
virtualization because application provisioning is manually intensive taking days or weeks to
provision even simple network topologies to support applications. Workload placement and
mobility is limited by physical network constraints and topology. The network is operational
intensive, requiring significant ongoing manual hardware configuration and maintenance and
vendor specific expertise. The network operational model is the same as it has been for 25 years,
designed in a time when workloads were static and ran directly on physical servers. This antiquated
operational model is broken and is now a barrier to achieving the full benefits of virtualization

2.8 Considerations when Deploying Virtual Network Components

We can achieve many of the same features, benefits and guarantees with virtual network
components as one can get with the physical network components. In fact, tasks that take a long
time to achieve in a physical network are performed much faster in a virtual network such as design
application setup, server provisioning, maintenance and disaster recovery. Deployment of virtual
network can be done without interacting with the underlying network hardware. So, there is no
need to run a cable, or rack, a server for example, Virtual switches and routers run their own
operating system software. The key difference in a virtual network is that it’s possible for this
software to run on any hardware from different vendors.

Building a Multivendor Hybrid Network Consisting of Physical and Virtual Routing
and Switching Devices for Cloud Deployment
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3. VIRTUALIZATION TOOLS FOR PROJECT
3.1 VMware ESXI

VMware ESXI also known as VMware hypervisor is an operating System specially built for
Virtualization. We will be using ESXI 5.1 version that will only run on servers with 64-bit x86
CPUs and need atleast Quad cores with 16 GB RAM. ESXI Operating system has a small footprint
that can be easily installed on a USB drive or embedded memory. For 64-bit virtual machines,
support for hardware virtualization must be enabled on x86 CPUs. Once the ESXI is installed and
configured it can be completely managed by VMware vSphere client. ESXI supports windows,
Linux, BSD virtual machines and some other OS based virtual machines. ESXI needs atleast two
NICs to separate the management traffic from the virtual machine traffic.

R ricot server

Figure 4: VMware ESXI

3.2 VMware vSphere Client

VMware vSphere client also known as VMware virtual Infrastructure client is a primary interface
for managing all aspects of virtual infrastructure environment and provides access directly to
VMware ESXI server so that virtual machines can be configured and managed. vSphere Client is a
windows application that allows for connecting directly to VMware ESXI or to a vCenter Server.
It allows to manage the ESXI or vCenter server directly on windows machine. VMware vSphere
client can be installed on any number of windows machine . When we connect directly to the ESXI
and wants to access it through vSphere client it requires the Administrative username and password
for the login for that specific ESXI host. The username and password will be the same which we
will configure for ESXI during the installation of ESXI.

vSphere

- m

Physical Server

Figure 5: VMware vSphere Client
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3.3 VMware vSphere Web Client

The VMware vSphere web client operates in the same way as VMware vSphere client does for
accessing the ESXI server. The only difference is that, for login credentials in vSphere web client
it can be accessed through web browser by providing the IP address of the ESXI server.

3.4 VMware vCenter Server

The VMware vCenter server is a management platform that allows to centralize the management
of all the ESXT hosts and the virutal machines running on those ESXI hosts. There are upto 1,000
ESXI hosts can exist per vCenter server instance as well as upto 10,000 powered-on virtual
machines per vCenter instance. It can be deployed by two methods:

1. vCenter Server can be deployed as a virtual appliance that runs the SUSE Linux operating
system.
2. It can also be deployed on a physical host as Windows based vCenter server.

The vCenter server also requires some additional components like database server and Active
directory. vSphere client application is used to access and manage the vCenter server environment.

VMware vSphere
| Client

vmMm VM VM vm VM VM vm vMm | VM VM vm vmMm

Figure 6: vCenter Server Management Platform
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3.5 Brocade Vyatta 5400 vRouter (Virual Router)

The Brocade Vyatta 5400 vRouter is virtual machine based virtual router that delivers advanced
routing for physical, virtual, and cloud networking environments. It includes dynamic routing,
Policy-Based Routing (PBR), Multicast, stateful firewall, [Pv6-compatible, [Psec and SSL-based
Open VPN, DMVPN support, and traffic management in a solution optimized for virtualized
environments. All features can be configured through a familiar, network-centric Command Line
Interface (CLI), a Web-based GUI, or external management systems using the Brocade Vyatta
Remote Access APIL. The Brocade Vyatta 5400 vRouter supports and can be deployed on all
commonly used hypervisors such as VMware EXSI, Microsoft Hyper-V, Citrix Xenserver, Red Hat
KVM etc. and can be installed on any standard x86-based system. It delivers a robust, Linux-based,
and extensible OS.

vRouter 5400

[ Virtualization Hypervisor

TTe_®_®_&_&_ & & _&_o_ o

S _® & _o o o ;‘:....;..

I

Server

Figure 7: Brocade Vyatta 5400 vRouter as a Virtual Router

Key Features of Brocade Vyatta 5400 vRouter

Network Connectivity

With full support of IPv4 and IPv6 dynamic routing protocols (BGP Multipath, high performance
BGP routing, Virtual route reflector, OSPF, RIP, Multicast) and PBR. This includes support for
802.11 wireless, serial WAN interfaces, and a wide variety of 10/100 Mbps through 10 Gbps
Ethernet NICs.

Firewall Protection

The Brocade Vyatta vRouter firewall features IPv4/IPv6 stateful packet inspection to intercept and
inspect network activity and protect critical data. Advanced firewall capabilities include zone- and
time-based firewalling and P2P filtering.

Secure Connectivity

Organizations can establish secure site-to-site VPN tunnels with a standards-based IPsec VPN
between two or more Brocade Vyatta vRouters or any IPsec VPN device. The vRouters also provide
network access to remote users via SSL-based Open VPN functionality. In addition, they support

Building a Multivendor Hybrid Network Consisting of Physical and Virtual Routing
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Dynamic Multipoint VPN (DMVPN) and the ability to represent policy-based IPsec tunnels as
virtual interfaces (Virtual Tunnel Interface, or VTI).

High Availability

Mission-critical networks can deploy Brocade Vyatta vRouters with confidence, knowing that
industry-standard failover and configuration synchronization mechanisms will provide high
availability and system redundancy.

3.6 Arista vEOS (Virtual Switch)

Arista VEOS (Virtualized Extensible Operating System) is a virtual-machine-based virtual switch
or switch-integrated implementation of Arista EOS that integrates with VMware vSphere to provide
the network operator visibility and configuration access to the virtual switches within the virtual
server environment. The Arsita vVEOS is similar to the Extensible Operating System (EOS) of Arista
Networks 7000 family switches.

Arista VEOS integrates with the VMware vNetwork Distributed Switch framework. vEOS
combines management for all physical and virtual switching through a single network operating
system image, enabling consistency of policy between physical and virtual assets. Arista simplifies
operations for the server administrator while giving the network administrator visibility into and
control over the existing virtual switches. VEOS brings consistent operational models and policy to
the physical, virtual, and cloud network.

1 vSwitch (VEOS)

Virtualization Hypervisor

Figure 8: Arista vEOS vSwitch as a Virtual Switch

Arista vVEOS Key Attributes

e Arista VEOS is an implementation of Arista EOS that manages VMware Distributed Switches.
e Extends a familiar industry-standard CLI to the vSwitches.

e Integrates with VMware vSphere virtualization platform.

e Separation of control and data plane enables hitless software upgrades.

e Auto discovers virtual infrastructure.

Building a Multivendor Hybrid Network Consisting of Physical and Virtual Routing
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e Automates network provisioning during VM migration.

e Creates and manages distributed port profiles for physical-virtual service mapping.

e Supports extensible OVF framework for multi-vendor and cloud interoperability.

e Consistent software with EOS running across all Arista switches and now as a virtual appliance.

3.7 Juniper Firefly Suite (Virtual Firewall)

Firefly Suite provides security features to protect both inter-virtual machine (VM) traffic and traffic
between VMs and external networks, including physical network and the Internet. It is designed to
address the need for robust security for diverse Virtualized environments. Firefly suite consists of
following products:

¢ Firefly Host

Firefly Host is basically hypervisor-based security solution that is purpose-built for the virtualized
environment. It protects virtual machines (VMs) and their traffic in the virtualized data center.

¢ Junos Space Virtual Director

Junos Space Virtual Director provides rapidly provision and automatically deploy Firefly Perimeter
instances into the VMware vCenter environment. After deploying Firefly Perimeter, it can be
monitored through Virtual Director and also to efficiently manage their lifecycle.

¢ Firefly Perimeter ( Juniper vSRX Services Gateway virtual Firewall )

Firefly Perimeter is a complete virtual firewall which is deployed as a virtual machine (VM) form
on hypervisors. It is based on Junos OS and Juniper SRX Series Services Gateways. It protects
virtualized network and the VM traffic at the tenant virtual network edge Firefly Perimeter is
optimized to deliver strong security with both the performance and scale needed in a virtual world.
Firefly perimeter can be deployed and configured through Junos OS J-Web and CLIL

Firefly Perimeter

Virtualization Hypervisor (Firefly Host)

-

Physical Machine
Figure 9: Juniper Firefly Suite Components
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Key Benefits and Elements of Firefly Perimeter

Some of the benefits and key elements that Firefly Perimeter provides for virtualized environments
are stated below:

e Routing and networking capabilities for virtualized environments.

o Stateful firewall protection at the tenant virtual network edge.

e Faster deployment of virtual firewalls than is possible with physical systems.

e Centralized and local management capability.

¢ Rich connectivity features based on a powerful Junos OS foundation, including NAT, and VPN

e Provisioning of security between zones, creating boundaries between organizations, public
cloud, private cloud and applications

3.8 Cisco Cloud Services Router CSR1000v

Cisco Cloud services router CSR1000v is a fully virtualized software router that an enterprise or
cloud provider deploy as a virtual machine in a provider hosted cloud. The CSR 1000V enables
enterprises to transparently extend their WANs into external provider-hosted clouds and cloud
providers to offer their tenants enterprise-class networking services. The CSRI1000v takes
advantage of Cisco ASR 1000 series routers design and cisco leading industry IOS networking and
security features and capabilities. CSR1000v is a hardware agnostic so it is not dependent on any
server implementation. It can run on VMware hypervisor, Citrix Xenserver and also support other
most commonly used hypervisors

Features
e Routing
e VPN
e Firewall
e Qos

e  Wan optimization
e High Availability

e Traffic redirection
e RESTful APIs.

Figure 10: Cisco CSR1000v as a Virtual Router
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3.9 Hardware Equipment Required for the Project

We will use the following hardware equipment for the physical routers and servers in our hybrid
network topology.

o Four- Cisco 2900 series Routers
e Two- Dell PowerEdge R420 Rack Servers
o Ethernet Cables with RJ-45 Connectors

Major Specifications required for one Dell R420 rack Server are specified below:

Processor- Quad Core

Operating System- Virtualization support of VMware ESXI
Memory- 16GB RAM

Storage- 1TB Hard drive

Network Controller- Two 1GB Ethernet Ports

Building a Multivendor Hybrid Network Consisting of Physical and Virtual Routing
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4. NETWORK TOPOLOGY DESIGN CONSIDERATIONS

4.1 Multivendor Hybrid Network Topology for Cloud Deployment

Intenet
Border

Arista vSwitch Cisco CSR1000v

VLAN100

Internet Internet
AS 100 AS 200
lic Cloud

Figure 11: Multivendor Hybrid Network Topology for Cloud Deployment
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4.2 Logical Hybrid Network Topology for Building Virtualized Data Center (Private Cloud)

VMware vSphere
Client

3

VMware vCenter Server

'Manage

Dell Rack
Server 1

Physical Connectivity

Figure 12: Logical Hybrid Network Topology for Building Virtualized
Data Center (Private Cloud)

Building a Multivendor Hybrid Network Consisting of Physical and Virtual Routing
and Switching Devices for Cloud Deployment
24



Capstone Project Report

4.3 Logical Hybrid Network Topology for Deploying Public Cloud and Enterprise VLAN

Physical Connectivity

Int r Router

Firewall

Dell Rack
Server 2

Figure 13: Logical Hybrid Network Topology for Deploying
Public Cloud and Enterprise VLAN
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4.4 Logical Network Topology for Building Hybrid Network

AS 65002 Virtualized Data Center

VMware vCenter Server

Brocade Vyatta Virtual Routers '.Manage'

VR3 VR4 VRS

Virtual Virtual Virtual Virtual Virtual
Machine 1 Machine 2 Machine 3 Machine 4 Machine 5

VRI  VR2

Dell Rack
Server 1

Physical
Connectivity

Physical Connectivity

Public Cloud 2 Router
Public Cloud 1
Firewall

\

Virtual Virtual
Machine 1 Machine 2

VMware vSwitch

VMwarevSphere .
L dent |
o / A \r
\J
3 S e T Dell Rack

(o) £o
Server 2
Figure 14: Logical Network Topology for Building Hybrid Network
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5. IMPLEMENTING VIRTUAL INFRASTRUCTURE
5.1 Installation and Configuring VMware ESXI 5.1 (Hypervisor)

Step 1: First download the trial version of hypervisor VMware ESXI 5.1 disk image file from
VMware website https://my.vmware.com/group/vmware/evalcenter?lp=default&p=free-esxi5 and
install it on Dell PowerEdge R420 rack server.

Step 2: When the ESXI has booted up, we will customize the ESXI server by first logging in with
the login name and password we set during ESXI installation i-e. Login name: root and Password:
Mint709?

Authent icat ion Required

tnter an authorized login nane and password 1o
localhost . | iNet

Conf igured Keyboard (US Default)

Laln Nane : [ root 1

<Enter> 0K <Esc> Cancel

Step 3: We will select the option Configure Management Network and configure its parameters.

Conf'igure Managenent Network

Conf lqure Passuord Hostnane:
‘ ConfIgure Lockdoun Node localhost

onf iqure Managenent Netuork P Address:

192.166.1.234

Netuork Restore Options Network ident Ity acquired from DHCP server 192.168.1.1

Conf igure Keyboard [Pub Addresses:
Troubleshoot ing Opt fons fe60: :20c:29(1 :fe42:6c6f /64

vlw %tuw 10 view or nodity this host s nanagenent netuork settings I

tdetall, press <Enter

: View Support Infornat fon

Reset Susten Conf'igurat ion
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Step 4: When we select network adaptors, we can see that we have two network adaptors that can
be used. Select both vmnic adaptors i-e. vmnicO and vmnicl because we will use vmnicO for
management and getting the IP from DHCP and vmnic1 will be used for networking and connecting

the virtual world with the physical world.

Netuwork Adapters

Device Nane Harduare Label (BAC Address) Status

Enbedded NIC 1 ( bY:elica) Commected ( )

D> View Details Space) loggle Selected Enter) (X (Esc) Concel

Step 5: Go to IP configuration and select the dynamic IP address option to get the IP from DHCP.
Press enter to apply changes and restart management network for the changes to take effect.

[P Conf iguration

This host can obtain network settings automat ically If your netuor)
includes a DHCP server. IF it does not, the Tollowing settings nust be

vl
pecitied

(0) Use dynamic IP address and network configuration

( ) Set static IP address and network configuration:

IP Address 192. 2N
Subnet Mask 255, 0
Default Gateway 192. ol

CUp/Doun Select (Space> Mark Selected CEnter) 0K <Esc) Cancel

Building a Multivendor Hybrid Network Consisting of Physical and Virtual Routing
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Step 6: We have been assigned the IP address 10.3.31.38 from the DHCP server ensuring the
successful installation and configuration of ESXI 5.1 on Dell rack server 1.

¥Mware ESXI 5.1.0 (VMEernal Release Build 1065491)

Dell Inc. PowerEdge R420
2 Intel(R) Xeon(R) CFUE5-2437 0 @ 2.20GHz

16 GiB Memory

Download tools to manage this host from:

http:/10.3.31.38/ (DHCP)

Repeat the similar steps from step 1 to 6 for installing and configuring the Dell R420 rack server 2.
For the second server we have been assigned the IP address 10.10.10.12 from the DHCP server as

shown below:

VMware ESXI 5.1.0 (VMKernal Release Build 1065491)
Dell Ine. PowerEdge R420
2 Intel(R) Xeon(R) CPUES-2487 0 @ 220GHz

16 GiB Memory

Download tools to manage this host from:

http://10.10.10.12/ (DHCP)

Building a Multivendor Hybrid Network Consisting of Physical and Virtual Routing

and Switching Devices for Cloud Deployment
29



Capstone Project Report

5.2 Accessing ESXI through VMware vSphere Client
Step 1:

Open the Internet browser and type the ESXI server IP i-e. http://10.3.31.38/ on the browser and it
will direct towards the download components page from which we have to download VMware
vsphere client

Step 2:

Run the downloaded VMware vsphere client setup and install it on your machine. Fo log in to the
VMware ESXi server using vsphre client we will open the VMware vsphere client and it will ask
for the User name, Password and IP address of the ESXI. Type the User name: root, Password:
Mint709? and IP address the same we configured for ESXI server i-e. 10.3.31.38 and click login.

vimware

VMware vSphere”
Client

i InvSphere 5.5, af new vSphere features are avalable only
twough the vSphere Web Client. The tradibonal vSphere Oient
will continus 1o operats, suppor ting the same feabiore cet ac
vSphere 5.0, but not exposng any of the new features n
vSphere S.5.

The vSphere Chient = sl used for the wSphere Updats
Manager (VUM) and Host Client, along with 3 few solutions
(=.g. Site Recovery Manager).

To drecty manage a singe host, enter the IP address or host name.
To manage muitple hosts, enter the [P address or name of o
wCenter Server.

= address [Mame:  [10.3.31.33 ~]

User name: freot

Password: ore—

I Use windows session credentiale

I Login I Cose I
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5.3 Creation of VMware Virtual Standard Switch

When we first time login to the vSphere client we will see that we already have virtual standard
switch vswitchO for management network as shown in the figure below which is basically a part of
the installation of ESXI server. Currently this vSwitch has virtual machine port group, a
management port interface as well as physical network adaptor identified as vmnicO associated with
this virtual switch vSwitch0.

Step 1: Login to the vSphere client and navigate under the hardware parameters to networking
under the configuration tab and select the view as vSphere Standard Switch.

0.3.31.38 - vSphers Clies
e

File Edit View Inventory Administration Plug-ins Help

&3 u 1_} Home § :éJ Inventory @ [nventory

i @

[ (1033138 localhost.mintJocal VMware ESX|, 5.1.0, 1065191 | Evalsation (60 days remaining)

[ Getting Started | Summary | Virtual Machines "ResourceAllocation  Peformance: [[RRIL e e\ Local Users & Groups | Events: | Permissions
Hardware View:  vSphere Qandard Switch
1 Networking

Heath Status

p Cessors
Memory Sandard Switch: vSwitchd
okorage frtal Machios Do Grows Ohysical Mapacs
v Networking (3 VM Network @ 48—l venich 1000 Full 1
Storage Adapters Wecarms! B
Netwerk Adapters {23 Management Netwark 9 4
Ad Settings

Power Management

Software

Lkensed Features

Time Configuration

DNS and Rouling

Authenhcation Services

Vrtual Machine Startup Shutdown

Vrtual Machine Swapfile Locaton

Host Cache Configur atio
System Resource Alocation

Agent M Settngs

Advanced Sethngs
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Step 2: Click add networking and select the connection type as virtual machine.

Step 3: Select the vmnicl from the available physical adaptors and leave the virtual switch and
vmnic0 i-e. a physical NIC attached to the virtual switch dedicated to the management of ESXI
server as it is not a best practice to put the virtual mchines on this virtual switch.

| Getting Started | Summary | Virtual Machines ResourceAlfocation . Performance [[RRTE LR, Local Users & Groups | Events "Permissions

View:  vSphere Sandard Switch

Networking

Q Add Network Wizard

" Py Virtual Machines - Network Access

L3 VM Network Virtual machines reach networks through upink adapters attached to vSphere standard switches.

‘ Memory Sandard Switch: vSu
(3 Management N¢ |
VI 34 Conpection Typs Select which vSphere standard switch wil hande the network traffic for this connection, You may akso oreate a new
0::f21f:affFA Network Access vSphere standard snitch using the undaimed natwork adapters listed below,

@ Create a vSphere standard switch
Broadcom Corporation NetXtreme BCMS720 Gagabit Ethernet
v 8 wmnc Down Nane
" Use vSwitchd
Broadcom Corporation NetXtreme BCM5720 Gigabit Ethernet
@ vmnicd 1000Fdl 10.3.31.3-10.3.31.31

Preview:

el Nachioe Poet oo

VM Network 2 Q‘D ol vmaict

|
|
|
|
localhost.umintJocal VMware ESXi, 5.1.0, 1065491 | Evaluation (60 days remaining)
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Step 4: In the port group properties assign the network label name as virtual standard switch. Verify
all the parameters and click finish.

As shown below a new virtual standard switch vSwitch1 has been created associated with vmnicl
and virtual machine port group called Virtual standard Switch. The status of vmnicl is showing
down because we are not connected to any physical device to that port yet. When we connect any
physical device to that port it will go up showing up with green dot.

File Edit View Inventory Administration Plug-ins Help

E)‘ Q Q Home D@f] Inventory Dt‘:ﬂ Inventory
i @

H 1033138 localhost.mint.Jocal VMware ESXj, 5.1.0, 1065491 | Evaluation (60 days remaining)

Getting Started | Summary | Virtual Machines ' Resource Allocation ' Performance. [lin kel Local Users & Groups ' Events ' Permissions

Hardware View: |vSphere Standard Switch
Health Status Networking

Processors

emry Standard Switch: vSwitch0 Remove:.. Propertes..
Storage

frb o] Maching Dot Grocn s
Virtual Maching Mot Group Physic

Networking [ VM Network 0. B vmnicd 1000 Full | §2
Storage Adapters VWMkemel Port

Network Adapters (3 Management Network 9_

Advanced Settings vmk0 : 10.3.31.38

Power Management fe80::f21f;afff:fedc:6815

ol Ardatare
3l Acapters

Software

Standard Switch: vSwitcht Remove.., Propertes...
Licensed Features

firnuz] Machine Port Groun

Time Configuration (2 Virtual standard Switch @_B_KB ymnict W
DNS and Routing

Authentication Services

Virtual Machine Startup/Shutdown
Virtual Machine Swapfile Location
Security Profile

Host Cache Configuration

System Resource Allocation
Agent VM Settings

Advanced Settings

Figurel5: View of Created Virtual Standard Switch

In the same fashion we will create virtual standard switch on ESXI server?2.
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5.4 Creation and Deployment of Virtual Machine Cisco CSR1000v

Stepl: Download the trial version of Cloud Services Router Cisco CSR1000v in the Open
Virtualization Appliance (OVA) format file from the Cisco website given below:

http://software.cisco.com/download/release.html?mdfid=284364978 &softwareid=282046477 &rel
ease=3.11.1S&flowid=39582

Step 2: In the vSphere client right Click on the file menu and select deploy OVF template.

Step 3: Click browse button to locate the OV A file which we downloaded initially and click next.

033138 - vSphe en
File Edit View Inventory Administration Plug-ins Help

&3 B ) tome b g Inventory » 'j [nventory
i @

[ (1033138 localhost.minLJocal VMware ESXi, 5.1.0, 1065491 | Evaluation (60 days remaining)

Hardware

+ Hedth Status |
Processors 4 @ Dellinc. Powergdg) Source
Select the source location,

Deploy from a file or LRL

[F¥esr 1000y trversakS.03.11.00.5. 154 1.5-5t0-C1M2560- v | sromse..

Enter a URL to dowrload and install the OVF package from the Internet, or
spedfy a location accessbie from your computer, such as alocal hard drive, 3
netwark share, or a CO/OVD drve,
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Step 4: Name the virtual machine as Cisco Cloud Services Router
Step S: For the storage specifications click the datastorel which is already created in ESXI.
Step 6: For the disk format select Thick Provision Lazy Zero.

Step 7: In the network mapping select the virtual standard switch as their destination networks for
all Gigabit Ethernet interfaces. Here, virtual standard switch is a port group which we created during
the creation of vSwitchl. Meaning that, we are mapping our virtual machines to vSwitchlwhich is
a desired method and leaving vSwitchO for management network.

File Edit View Inventory Administration Plug-ins Help
d LB €Y Home b g8 Inventory b [l Inventory
- 3
8 &
[ 1033138 localhost.mint.Jocal VMware ESXi, 5.1.0, 1065491 | Evaluation (60 days remaining)
Getting Started' Summary | Virtual Machines ' Resource Allocation ' Performance . REIUIIIEIQIN Local Users & Groups | Events ' Permissions

Hardware

() Deploy OVF Template

» Health Status Sensor
Processors ® [ Dellinc. PowerEdg Network Mapping

What networks should the deployed template use?

Memory
Storage

Networking

Source

Storage Adapters
S B OVF Template Details Map the networks used in this OVF template to networks in your inventory

Network Adapters 7
Name and Location

Disk Format Source Networks DestinationNetworks
Power Management Network Mapping

Advanced Settings

| GigabitEthemetl Virtual standard Switch
AR AR
o s Ready to Conplete GigabitEthemet2 Virtual standard Switch

GigabitEtheme3 Virtual standard Switch

Licensed Features

Time Configuration

DNS and Routing

Authentication Services

Virtual Machine Startup/Shutdown
Virtual Machine Swapfile Location Description:
Security Profile GigabitEthernet1
Host Cache Configuration

System Resource Allocation
Agent VM Settings

\arning: Multiple source networks are mapped to the host network: Virtual standard Switch

Advanced Settings

<Back | Next > | Cancel |
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Step 8: Verify and confirm all the deployment settings and click next for the virtual machine
creation.

File Edit View Inventory Administration Plug-ins Help
U U 1} Home ) ?f“j Inventory » @ [nventory
i @
F JECEETED localhost.mintocal VMware ESXi, 5.10, 1065491 | Evaluation (60 days remaining)

' Local Users & Groups | Events | Permissions
Hardware s

b Hedth Status Sensor
Processars 9 @ Dellinc.powerzdgl | Ready to Complete
| Are these the optiars you want o wxe?

(2) Deploy OVF Template

When you dick Finih, the deployment task wi be started,
Deployment settngs:
OVFfile: E:\cor1000v-universalks.03.11,00.5.154- LS-6td-CL-M2%
. Downlosd size 26,8 MB
Software feadyto Camplete Szeondisk: B3GB
0 1 Name Cisea CSR1000V Cloud Services Router
Host/Clustn localhost minthoa
Datastore datastorel

Power Management ety

d Features
DN and Routing Disk provisomng: Thick Provision Lazy Zerced
Authenhcation Services Netwark Mapping: "Glgab met1"to "Virtual standard Saitd"
Netwark Mapping: ‘GigabitEthemet2" to "Virtual standard Suitdh"
Netwiork Mappng: "GigabitExhemet3”to "Virtual standard Swidh”

V' pomer on after decloyment
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A new virtual machine (virtual router) Cisco Cloud Services Router has been created as displayed
under the ESXI server and also at the bottom showing the status of deploy OVF template as
completed.

Step 9: Now, select the newly created VM and click power on button to start the VM.

Step 10: After that, click on the console button to access the console of deployed Cisco Cloud
Services Router 1000v. Once it has booted successfully we can start the configuration task.

View Inventory Administration Plug-ins  Help

i Gisco CSR 1000V Coud Services Router
{5 Osco CSR 1000V Cloud Ser SEE

Getting Starte

(4 Cisco CSR 1000V Cloud Services Router on locathost.mint.local

File View VM

" np &

_ Booting 'CSR188B8Bv - packages.conf’

root (hdd,8)
Filesystem type is ext2fs, partition ty dx83
ker packag nf ru quiet root=sd M console
DHA rtual SR_BOOT-bootflash:packages.conf
Calculating SHA-1 hash done
SHA-1 hash

calculated q d3A8fecds

d368ec

package header rev 1 ct detected
Calculating SHA-1 hash done
SHA-1 hash

calculated 779c2 :5544533e 1 a3edYe1d

5544533e:a3ed9% 18

[Linux-bz 8 size=Bxcal8BcH]
[isord @ Bx74981888, B8xb66eBB8 bytes]

Cisco I0S Software, CSR1BBAV Software (XB6_64_LINUX_IOSD-UNIVERSALR9-M), Version
15.4(1)8, RELEASE SOFTUARE (fc2)

Technical Support: http://wwW.cisco.com/techsupport

Copyright (c) 1986-2813 by Cisco Systems, Inc.

Compiled Tue 19-Nov-13 21:88 by mcpre

|-

Recent Tasks

Name Status Initiated by Raquested Start T... Completed Time
¥ PowerOn virtual mach.. § Cisco CSR 100 @ Ccompletad root 3/8/2014 6:09:00 AM 0 AM 3/8/2014 6:09:01 AM
¥ Deploy OVFtemplate 1 @ Comple=d 3/8/2014 6:08:33 AM 3 08:3% AM 3/8/2014 6:05:00 AM

& Tasks

Figurel6: View of Deployed Cisco CSR1000v Virtual Machine

By following above steps from 1 to 10, we will create and deploy two more Cisco Cloud Services
Routers on this ESXI server.
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5.5 Deployment of Juniper vSRX Services Gateway Virtual Firewall

Initially, download the trial version of firefly perimeter in the Open Virtualization Format (OVA)
file which is basically a Juniper JUNOS based virtual firewall/router from the Juniper website given
as:

http://www.juniper.net/support/downloads/?p=junosvfirefly-eval#sw

The creation and deployment steps of Juniper vSRX Services Gateway virtual appliance are the
same as we have deployed for Cisco CSR1000v. After going through steps from 1 to 10, we have
deployed a new virtual machine named Juniper vSRX router and it’s running successfully as shown
in the figure below:

Loading ~boot~loader
/boot/loader tried.

Will boot from altermate path.
Loading /cf/boot/loader

Armesiac (ttyvB) BTX version is 1.82
login: root

-—— JUNDOS 12.1X44-D18.4 built 2813-81-88 B85:52:29 UTC
root@% cli

root> show version

Model: junosu-firefly

JUNDS Software Release [12.1X44-018.41

root> ]

Figurel7: View of Deployed Juniper vSRX Virtual Machine
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5.6 Creation and Deployment of Brocade Vyatta 5400 vRouter

The virtual machine creation and deployment method of Brocade Vyatta router is bit different from
Cisco CSR1000v.

Step 1: First of all, download the trial version of Brocade Vyatta 5400 vRouter ISO file from the
Brocade official website given below

http://www.brocade.com/forms/jsp/vyatta=download/index.jsp?src=W S &lsd=Banner&lst=BRCD
&cn=SDN-GDG-14Q1-EVAL-WS-Vyatta-Download&gcn=&ggeo=

Step 2: Upload the downloaded Vyatta IOS file under the vSphere client datastorelby clicking the
upload files tab and browse the downloaded file of Vyatta ISO image.

P710.33138 - viphere Client
file Edit View Inventory Administration Plugeins Help
K Bl |9 rone » g8 tventory b [ Dventory
a &
[ 1033138 localhost.mintJocal VMware ESXi, 5.1.0, 1065491 | Evakuation (60 days remaining)
| Getting Ractad | Summary | Vinwual Machines ResourceAliocation Pedformance (R TELERA. Local Users & Groups | Events ' Permissions

View: Datastores Devices
Datastores

Identification Device Drive Type Capacity Free | Type LastUpdate Hardware Acceleration
Memory i datastorl Local ATA Disk (1. Non-SD 92650G5  91755GE VMFSS 382014 6:08:41AM  Notsupporad
» Storage

() Datastore Browser - [datastorel]

+ y
KU e eRXB
Foiders | seach | [datastore1]
Al Name Size | Type Fath
@) wyatta-livecd-vit VCG6RLI3%.  218,11200K8 150 Image [datastorel]

datastore]
Location:
Hardware;

Path Seled
Fixed (VM

Datastore Name:  datastorel - -

Paths. Tatal Formatted Capacity
Tota: 1
Broken: 0
Disabled: 0

Formatting
Fiie System: VMFS 5.58
Elock Size: M8

Recent Tasks

Name Status Detalls Intiated by | Requested Start T = | Start Time Completad Time
ﬁ Manipulate file paths @ Complatad oot 3/8/2014 5:19:28 AM 3/8/2014 5:19:28 AM 3/8/2014 6:19:28 AM
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Step 3: Within the vSphere client click on create a new virtual machine and select typical settings
under the configuration tab.

Step 4: Select the datastorel for storage and choose the operating system as Linux 6 (64 bit) under
the guest operating system tab.

Step 5: Under the network section, increase the number of NICs to 4 and choose E1000 as
the Adapter for all of them. Connect each NIC to a port-group of vSwitchl i-e. virtual standard
switch and click next.

£ 10.33138 - Sphere Client

File Edit View Inventory Administration Plug-ins Help
u Bl @) tome » g8 Tventory b [ Twentory
i @
{33138 localhost.mintJocal VMware ESXI, 5.1.0, 1065491 | Evaluation (60 days remaining)
| Getting tarted | Summary ' Virtual Machines ResowrceAllocation Pedformance [T ML h, Local Users & Groups | Events  Permissions

-~

. ot - ™
View: Daastore DG 2) Creae New Virtal Machine |6

tdentiication | etk _ Vit Machine Versin: §
Which network comections wil be used by the virtual machine?

Memary ) catastorel
» Storage
Create Network Connections —

How many NICs do you want to connect? 4 v

Connect at
Network Adapter Power On

NIC 1: [V standardSwich | [
NIC2:[vrtual standard Swich 2] [eono 5 F
NIC3: [yrtual standard Switch 1] [e1000 lJ P
NIC4: |Vrtua standard Switch | [Exon ¥

Vrtual Machine ¢
A |f supported by this virtual machine verson, more than 4NICs can be added after the

Vrtual Machine Swapfile Locabon " virtual machine i created, via s Edit Settngs ddog

Adapter choice con affect bath networking performance and migration compatibility, Consult
Datastore Details the VMwars KnowledgeBase for moreinformation on choosing among the network adapters
datastorel supportedfor vanous guestoperating systems and hosts,
Locaton: /vmfs/valumiy
Hardware Acceleration:

Path Selection
Fixed (Wware)

Paths
Tota: 1
Broken: 0
Disabled: 0

< Back | Next » | Cancel |
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Step 6: Verify all the settings for the new virtual machine and click finish to start a task that will
create the new virtual machine of Brocade Vyatta router.

Fle Edit View Inventory Administration Plugrns Help
K B rone g wventoy b [ venlory
i@
033138 localhostmintJocal VMware ESX|, 5,10, 1065491 | Evaluation (60 days remaining)

Gemng Sated ' Sumary | Viewal Machines  Rasowrcelocation Pefomance AT Local Users i Groups | Events Permisions

View:  Datastores Devic
Datastores

{ 1 -
(&) Create New Virtual Machine | &

Identfication f Virtud Machine Version: 8

Y ple
lj Sl Cick Fiish to start & task that wil reate the naw virudl machine

Settgs foe the new vitual machne:

Name: NewVirtual Machine

Host/Clust localhost minthoal
Data datastorel

a ik Red Hat Enterprise Linxf (64:bit)
Ready to Complete NICs: 4

NIC 1 Network: Virtual standard Switch

NIC L Type: £1000

NIC2Network: Virtual standard Suitch

NIC2 Type: E1000

NIC3 Network: Virtual standard Switth

NIC3 Type: 1000

NIC4 Network: Virtualstandard Sulth

NIC 4 Type: E1000

Datastore Details Diskprovisonng: Thick Provision Lazy Zeroed

Virtual DiskSize: 1668

datastorel
Locaton: fvmfsvolumfy
Hardware Accelraton:

Path Selection
Fived (Wvare)

ks ™ Edt the vitual madinesettings befre congieton

Tota: 1 f, Creation of th | [\
Boken: 0 i system, Ietal a guest 05 on the VM afte reatng the W,

Disgled: 0
w ] o

Recent Tasks Name, Targetor Status contains: » e

[Name Target Statug Detalls | Intiatedby | Requested tanTl.. = | Start Time Completed Time
#) Manipdatefie o @ Complead 00t JHNMEISRAM  JUDEEICBA  3/B2DAE1928AM

Evaluabon Mode: 60 days remaiming  root

620AM
IR

sKDO
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Step 7: Although we have created the new VM for Brocade Vyatta router but we still have to upload
that ISO image to run the VM. Right click on the newly created VM of Brocade Vyatta router and
select virtual machine settings. Map the CD/DVD drivel to the Vyatta ISO bootloader image
residing on the datastorel file which we already uploaded in datastorel. This file needs to remain
mounted and it is not only used for installation, but for all future boot cycles. Finally, Check the
connect at power on option so that when we power on the VM it will run that ISO image. Click Ok
for the changes to take effect.

e Edit View Inventory Admnstation Plugeins Help

u Bl |8 tone b g8 tveniory b (3 Iventory
i e

E i 1033138

) Brocade Vyatta router

View:  Datastores Devices|
Datastores
Tiatictor (i Bocade yattarouter - Vil Machine Propertes (i i

) Gastorl q Hardnare |opum; | Resurces | Vrtual Machine Versin: 8

_ Device Stalus
[ Show Al Devices M. Remove r

Sumery WV Comectat poves e
1024M8

1
Videowad

Device Type
" CentDevice
Restricted
L5t Logicparale
Virtual Disk
| comowner(eited)  (datastorer]watale| o
@ Network adeptert Virtual standard Seitch
@ Network adapter? Virtual standard Switch ]
@ Network adzpter3 Virtual standard Suftch

@ Network adapter4 Virtual standard Sevtch
g Floppy drivel Client Device [datastore 1] vyattadvecdit VCS.1  Eromee...

® Datastore 150 Fle

Datastore Details

(\
datastorel
Loctors fvnfsvalumegl | ¢
Hardware Acceleration:

Virludl Device Node

F[e()opoder v

Path Selection
Fived (Whvare)

Paths

Tod: 1
Boken: 0
Disabled: 0

Recent Tasks Name, Target or Status containg: ~ e

Name Target Statws Detalls | Intiatedby | Requested STl | Start Time Completed Time
¥ cestevitualmarine  (§ @ Complad t 3201463219 AM 221 AM
9 Unegistervirvalmach., (§1 @ Complasd AM 382014 6:30:21 AM

¥) cestevitilmachne [ 103 @ Compland 3 AM 3004 B8 AN

7 Tasks Evaliabon Mode: 60 days remomng 1ot

t on G N\
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Step 8: Power up the Brocade Vyatta vrouter VM and open the console. It will take around one
minute for Vyatta router to complete the first boot. Once the boot process is complete we can login
with the username “vyatta” and password “vyatta” to get the full benefits of Brocade Vyatta CLI.

View lnventory Administration Plug-ins

What is a Virtual Machine?

(%) Brocade Vyatta router on localhost.mint.Jocal

File View VM

Wy &3 & ERR D

F1

Dezails Initiated by Requested Start Tl... Start Time

Figurel8: View of Deployed Brocade Vyatta 5400 vRouter Virtual Machine

Follow the above steps from 1 to 8 to create and deploy four more Brocade Vyatta virtual routers
on ESXI serverl.
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5.7 Arista vSwitch vEOS (virtual Extensible Operating System)

The creation and deployment method for Arista vSwitch VEOS is same as we have deployed for
Brocade Vyatta vRouter. The only difference is that for Arista vSwitch we have to download two
files as given below:

1. Bootloader: Aboot-veos-2.0.8.is0
2. Actual VEOS image as a VMDK: EOS-4.12.5-veos.vimdk

Trial version of these files can be downloaded from Arista Networks website mentioned below:
http://www.aristanetworks.com/en/support/gettingstarted

For Arista vSwitch we have to upload above both files in the datastorel instead of one we uploaded
for Brocade Vyatta. After that, for Arista vSwitch creation follow the same steps from 1 to 10 as
we followed for Brocade vRouter implementation.

Once the Arista vSwitch has been created we still will not be able to see all the network traffic
traversing the virtual switch. To solve this problem, we have to go in vSwitch1 properties and accept
promiscuous mode at the port group level which is rejected by default. After enabling the
promiscuous mode all the interfaces and virtual machines within that port group i-e. virtual standard
switch in our case will be able to see all the traffic passing on the vswitchl.

File Edit View Inventory Administration Plugeins Help

View:  vSphere Ssndard Switch
Networking

() VSwtch Properties

Ports | Network Adspters |

Configuration Summary
2

MAC Address Changes:
Forged Transmits:
Traffic Shaping
‘Average Bandwidth:
Peak Sanduidt
BurstSae:
Failover and Load Balancing

Losd Balancing:

-

BoOPEEEEE ®

Network Failire Detection:
Notify Switches:

Faiback:

|| acove adapters:

Figurel9: View of Deployed Arista vEOS vSwitch Virtual Machine
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5.8 Networking view for ESXI Server2

We have successfully deployed the following virtual machines and created vSwitch on ESXI
server 2.

e Virtual Standard Switch (vSwitch1l)

e Arista Switch 1

e Arista Switch 2

e Cisco CSR 1000v Cloud Services Router 1
e Cisco CSR 1000v Cloud Services Router 2
e Cisco CSR 1000v Cloud Services Router 6
e Juniper vSRX Router

e Host1
e Host2
e Host3

All the above deployed virtual machines are up and running as shown in the following figure by
green dot and all virtual machines are connected to the same port group named Production of
vSwitchl and that vSwitchl is connected to the vmnicl which is uplink a physical Ethernet adaptor.
While vmnicO is for the management network to manage the ESXI server.

&3 E3 ) tome » g8 Inventory » [ Ioventory

at &

@ (10101012 localhost.MINT.PROJECT VMware ESX), 5.1.0, 1065491 | Evaluation (6 days remaining)
5 Arsta Switch 1 SRR P A P BN S S SN SRSy 2

£ Ansta Switch 2 | Getting Stactea |
£ Osco CSR 1000V Coud Ser
3 Osco CSR 1000V Coud Ser
{3 Osco CSR 1000V Cloud Ser ealth Status Networking
P Host 1
P Host 2

fp Host 3 oy Standard Switch: vSwitcho

View: vSphere Standard Switch

{5 Juniper vSRX router torage a1 Maching D =

»  Networking 2 WM Network Fu =
Storage Adapters N it O

L3 Management Network

Standard Switch: vSwitcht Remove Proper ties
L3 Production « BB vmnicl 1000 Ful
= tual machinels
Arista Switch L
Arista Smitch 2
Cisco CSR 1000V Cloud Services Router 6 :bq 1
Host 1 iR
Host 2 -4
Host 3 e 2
Cisco CSR 1000V Cloud Services Router L 54
Cisco CSR 1000V Cloud Services Router 2 1584
Juniper vSRX router -

Figure20: Networking View of ESXI Server 2
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5.9 Networking view for ESXI Serverl

We have deployed the VMware vCenter Server virtual appliance (OVA) format in the same way as
we deployed for Cisco CSR1000v. The vCenter virtual appliance is available from official VMware
download website.

On the ESXI 1 we have deployed the following VMs and created vSwitchl.

¢ Brocade Vyatta Router 1

¢ Brocade Vyatta Router 2

¢ Brocade Vyatta Router 3

¢ Brocade Vyatta Router 4

¢ Brocade Vyatta Router 5

e Host

e VMware vCenter Server Appliance
e Virtual Standard Switch (vSwitchl)

The vSwitchl is associated with the vmnicl or pnicl and all the deployed virtual machines of
Brocade Vyatta are connected to the same port group of vSwitchl. But the vCenter server is
connected to the port group named “VM Network” of vSwitchO which is basically for management
network. By doing this, we can manage all the virtual machines, multiple ESXI servers and network
through vCenter Server.

e e

File Edit View Inventory Administration Plug-ins Help
L3 B3 ) tome » g8 Inventory » [ Inventory

& @&

[E (1033138 localhost.mint Jocal VMware ESX|, 5.1.0, 1065491 | Evaluation (52 days remaining)
£ Brocade Vyatta Vrouter 1 SR AR ST TR SIS HE A TS

Eb Brocade Vyatta Vrouter 2 !AA ”7 7” a s mmany \ tu Machir < 77 250U ”*77777- ill 7‘ "hiiﬂﬁ Configuration ;*W 7‘ er 7376” s ri‘

{fs Brocade Vyatta Vrouter 3 .
@ Brocade Vyatta Vrouter 4 Hardware View: vSphere Sandard Switch
{3 Brocade Vyatta Vrouter S e ath Stat Networking

{f Host

I VMware vCenter Server Ap

Standard Switch: vSwitcho Remove Properties

3 VM Network & o@D vmnicd 1000 Full 52

= rtual machinels

VMware vCenter Server Appliance (i

5 Management Network (S5

Standard Switch: vSmitohl
O virtual standard Sc.r.;)- [29] vl"‘m'_l 10 Full =
= b )

Brocade Vyatta Vrouter 5

Host

Brocade Vyatta Vrouter 1

Brocade Vyatta Vrouter 2

Brocade Vyatta Vrouter 3

Brocade Vyatta Viouter £

geopee @

Figure2l: Networking View of ESXI Serverl
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5.10 Accessing and Configuring vCenter Server

The vCenter server appliance is a pre-configured Linux based virtual machine optimized for
running vCenter server and associated services.

Stepl: As we have already deployed vCenter server appliance and it is powered on. When we open
the console of the vCenter appliance we can see the IP address 10.3.31.43 assigned to it from the
DHCP server. This address will allow us to configure and manage the vCenter server appliance.
We will use the secure browsing using https.

) 1033138 - vSphere Chent

File Edit View Inventory Administration Plug-ins Help

(B Host

[y Wware vCenter Sevver Ap

UHware vCenter Server Appliance 5.5.0.5201 Bulld 147
To nanage your appliance please brouse to https:-/10.3.31.43:5480
Uelcone to UHware uCenter Seruver Appliance

uickstart Guide: (Hou to get uCenter Server ruming quickly)
1 - Open a brouser to! httpsi//10.3.31.43:5400,
2 = ficcept the EULA
Select the desired configuration node or upgrade
4 - Follow the wizard

The conf igured appliance will be ready to use
In case of upgrade the appliance will reboot and may change
its network address

3SL thunbprints

uCente ver: 70:37:D4:18:12:30 56:00:DC:E4: 1:35:5F FDIAD:D?
Lookup service: FB:50:98:A3:40:60: 1F3:09:18:78:18 16E 131 F0 50

Use Arrou Keys to navigate
Tinezone (Current:UTC) and <ENTER) to select your choice.

‘

Recent Tasks

Name Intiatedby | Requested Start Th.. = | Start Time Completed Time
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Step 2: Go to the internet browser and type the ip address and port number that was assigned for
vCenter Server appliance through secure browsing i-e https://10.3.31.43:5480/. This will direct us
towards the login page of vCenter server appliance.

Step 3: Login with the default username and password i-e. Username “root” and Password
“vmware”.

 Mware Center Server £/ X

€ 0 0 feb//1033143¢

o VMwere vCenter Server Appliance

Username: poot

Step 4: Select all the default settings including the embedded database. Accept the end user license
agreement and select the default configuration and click start to startup all the services. The
embedded database supports upto 5 ESXI hosts and 50 virutal machines. Make sure that the server,
inventory service and all the parameters in the Services column should be running.

* VMware vCenter Server 4 X '\ }
€ o C | [(xburs//1033143:

og VMware vCenter Server Appliance
VConter Sever (MR | Update | Upge L Help | Logout user root

[ sunmary [T Time | Auhenticaion| Senices |  Storage

Summary

vCenter Storage Usage
Server Running . System
Imvantory Senvice. Running 0 Database
Database "y Logs.

350 ambedded Coredumps

Configure Dalabase
Utilities

System Support bundle Download

Time sinchronization
18 smchronizat Configuration fie Download

Artive Directory Disaoled
Sefup wizard Launch
Contigure Time | Configure Authenticaion
Sysprep files Uploag
Services
Running
Log Browser Running
ESX Dump Collector: Running
Running

Stopped
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Step 5: Once the vCenter server appliance is configured, we can browse to the home page of
vCenter server using the same IP address “10.3.31.43” but without the port this time. Open the
vSphere web client from this home page associated with vCenter server.

VMware vSphere
Welcome

Getting Started For Administrators
If you need to access vSphere remotely, use the following program

to install vSphere Client software. After running the installer, start

the client and log in to this host.

1 VMware vCenter Server 2 % ) | Welcome to VMware vSp: X
“« C' | (xb#ps//103.31.43

oad vSphere Chent
If you need more help, please refer to our documentation library:
Web-Based Datast

+ vSphere Documentation web br

For Developers

vSphere Web Services SDK

Step 6: After opening the vSphere web client login with the same username and password that we
used for configuring vCenter server appliance. Through vSphere web client we can access the
vCenter server to manage our network.

1= VMware vCenter or R & vSph
C' | B b#ps//10.3.31.43:9443

VMware vSphere Web Client
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5.11 Creating vCenter Inventory

In vCenter Inventory we can find all the objects associated with vCenter server such as datacenter,
host, cluster, networking, storage and virtual machines. All these objects can be managed through
vCenter server if we put them in the vCenter Inventory.

5.11.1 Creating Data Center in vCenter Inventory

In data center all the ESXI hosts and the virtual machines reside. For creating data center select the
“Data Center” icon from the inventory list and click “create a new Data Center” and name it “New
Datacenter”. After that we will select the vCenter server where we want to create a data center and
click ok to complete the task of creating new data center.

Whware vCenteeSenver . % 7 () viphere Web Clent.
€ o C | (kburs//1033143

There are vCenter Server systems with expiring license keys in your inventory.
vmware: vSphere Web Client  # @

4 Horne MO X [ vCenter Home

VCenter Getting Started | * 7 RecentTasks

(21 vContor Home
Whatis vCenter? Al Running Failed

 lnventory Trees
U Hosts and Clusters
] VMts ana Templates.
B Storage
@ Networling
+ Inventory Lists
(5 Center Senvers
) Datacenters
@ Hosts Wy Tasks = More Tasks
0 custars
® Resource Pools
B Datastores
7 Datastore Clusters

=4 Workln Progress o

‘ © Standard Networks
 Diskibuted Swiches

(4 Virtal Machines Explore Further

&5 Vips Whatis vCenter Server?

| Vi Templates Networking in vSphere
Storage in vSphere
What are inventory tree views?
Using the object navigator

T 6 W v VRN ' npe L
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5.11.2 Adding ESXI Server 1 in Data Center

Firstly, we have to connect with vCenter Server using the vSphere client. It can be seen that New
Datacenter has been created under the vCenter Server tab in the figure below. Now, right click on
New Datacenter and select “Add Host”. Give the IP address of the ESXI (host) which you want to
add in your data center. In the next step, it will ask for the username and password for the
authentication purpose. Provide the username “root” and password “Mint709?” of the ESXI server
1. After that, select the location of ESXI as “New Datacenter”. Review the summary of adding the
ESXI host in data center and click finish for the task to be completed.

File Edt View Inventory Administisbon Plugeins Help
£ B |6 fone b g bentoy b Hostsend Clsters
v E

5 (5 Vet S Voenter Server, 1033143 VMware vCenter Server, 5,50, 1476327
1) B New Datacenter

(@ Add Host Wizard

| Specify Connection Settings
Type in the informaton used to connect t this host.
|

Connection Settings o tar

Enter the name or IP address of the host to add to vCenter.

Host: 10.3.51.38

Authorization

Enter the administrative account information for the host. vSphere Chent wil (2 Add st Wazaed
use this iInformation to connect to the host and establish a permanent
o

Ready to Complete
Revien the options you hive selected and cick Frish to add the hest

e <Ba = i Review tis sunmary and dick Finsh,
— st 0338
Verson: VMware E51 5,10 buld 1065481
( I Nebiorks: Wbk
P i Hot W Ready to Complete: rualstandord ech
Host Information Datastoves:  datastore!
Revien the product nformation for the specfied host, | ockdonn Mode: Disabled

LI AT You have chosen to add the folowing host to vCenter:
Host Summary -

Name: 103.31.38
Vendor

Model:

Version:

Virtual Machines:

(FiBrocade Vyatt

(iBrocade Vyat ter 2
{§ibracade Vyatta Vrouter 3
{iBrocade Vyatta Vrouter 4
(hBrocade Vyatta Vrouter S
GiHost

(§¥Muare yCanter Server Appliance

Name, Target or tas cortaing: » e

Statug Detalls | Intiatedby | vCenter Server Requested Stat T~ | et ime Completed Time
¥) Renovedaticerte  fi NewDitucrtee, @ Complend t Veenter Server 3162014 10210 f 4., 3/L62 :
ﬁ Create datacenter @ VonterServer § Completed g VeenterServer  J1GROM 00T, HIGR01410:18:17.,  H16/08

T @t Evalabon Mode: 51 days remaiing oot

7 e wo YLEIET _ T
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5.11.3 Summary of Created Data Center

The data center has been created successfully and all the objects like hosts, virtual machines,
networks and datastore are now residing under the newly created data center as shown below:

1 Viware vCenter Server A XY (7] vSphere Web Client

€ & C | (burg/1033143

{ Dalaanters © & [!NewDatacenter Actions v

i New Dataceater Geting Started | Summary | Monitor Manage Related Obcts * 7 RecentTasks

Al Running

Wy Tasks » Mare Tasks

* £ Vork In Progress v

Figure22: Summary of Virtualized Data Center

The right side of the above figure shows the total CPU usage, memory usage and storage utilization
by the data center and its residing objects.

Now, we can manage and modify the data center, add or remove ESXI host, deploy or delete all
virtual machines and virtual switches under the centralized vCenter Server as shown below:

File Edit View lnventory Administration Plug-ins Help
K3 EJ () tome b g Dventory (3 Hosts and Clsters
v E
Voenter Server, 1033143 VMware vCenlter Server, 55.0, 1476327
New Datacenter S S A R S =
[ 103313 [N Datacenters Vil Machines Hosts Tasks BEvents. Alamns | Permisslons ' Maps
B Brocade Yyatta Vrowter 1
(@ Brocade Vyatra v
@ Brocade Vyatta
) Brocade Vatta Vrouter 4 This view dispk uting resources that run

Whatis the Hosts & Clusters view?

on a particular hosl, clus € pool. Using the
Hosts S View, you ¢ & and organize your

Basic Tasks

il create a datacenter

Figure23: View of Deployed vCenter Server Virtual Machine

We can also add another host in the vCenter Server environment for the high availability feature.
Suppose, if the running ESXI server fails or shutdown for some reason then all the virtual machines
and virtual switches can be transferred automatically to other ESXi server through vCenter server
without losing any data.
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5.12 vCenter Server Topology Map

vCenter server map is a visual representation of the vCenter Server topology. The vCenter map
shows the relationship between the virtual and physical resources that are available to vCenter
Server. To view the map of vCenter topology just select the vCenter server and click the map tab.
vCenter map helps to determine the things like which clusters or hosts are most densely populated,
which networks are most critical, and which storage devices are being utilized
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Figure24: Topology Map of vCenter Server

The above figure displays the following relationships:

e The virtual machine centric relationships of all Brocade Vyatta virtual machines with
datastorel, ESXI host and virtual standard switch.

e The host centric relationship of ESXI host with all virtual machines, virtual standard switch,
vCenter server and VM network.

e The datastore centric relationship of datastorel with all virtual machines and vCenter server.

e The vCenter centric relationship of VMware vCenter server with ESXI host, VM Network
and with Datastorel.
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6. LAB EXPERIMENT DEMO WITH RESULTS
6.1 Configuring Enterprise Data Center Physical Routers

We are taking four Cisco 2900 series physical routers for our Enterprise Data Center topology
residing in the MINT lab giving Autonomous system number 65001 as demonstrated in the network
topology below:

Enterprise Data Center

Loopback 3 AS 65001 Loopback 1
3.333 1.1.1.1

Router 1

192.168.1.2

Router 4

Loopback 4
44.4.4

Loopback 2
2.2.2.2

Figure 25: Physical Data Center Routers Topology
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Configuration Steps:

e Configuring Interfaces of all Cisco routers

e Configuring loopbacks of all routers

e Configuring OSPF area0 between all routers and also for loopbacks
e Configuring iBGP between all routers through loopbacks

6.1.1 Configuration Demo of Router 2

Capstone Project Report

Here we are just showing the configuration of router 2 as the configuration of other routers will be
similar to router 2.

Router_2#show running-configuration
hostname Router_2

nterface Loopback?2
ip address 2.2.2.2 255.255.255.255

nterface GigabitEthernet0/0
description To-Router_3
ip address 192.168.1.6 255.255.255.252

nterface GigabitEthernet0/2
description To-Router_1
ip address 192.168.1.1 255.255.255.252

router ospf 1

network 2.2.2.2 0.0.0.0 area 0
network 192.168.1.0 0.0.0.3 area 0
network 192.168.1.4 0.0.0.3 area 0

router bgp 65001

bgp log-neighbor-changes

neighbor 1.1.1.1 remote-as 65001
neighbor 1.1.1.1 update-source Loopback2
neighbor 3.3.3.3 remote-as 65001
neighbor 3.3.3.3 update-source Loopback2
neighbor 4.4.4.4 remote-as 65001
neighbor 4.4.4.4 update-source Loopback2
neighbor 5.5.5.5 remote-as 65001
neighbor 5.5.5.5 update-source Loopback2
neighbor 6.6.6.6 remote-as 65001
neighbor 6.6.6.6 update-source Loopback2

end

Building a Multivendor Hybrid Network Consisting of Physical and Virtual Routing
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6.2 Configuring Virtual Routers for Virtualized Brocade Vyatta Data Center

We have already created the five virtual machines and deployed five Brocade Vyatta 5400

vRouters. Now, we will configure them using Autonomous system number 65002. The Network
topology for virtualized Data center is given below:

Brocade Vyatta Virtualized Data Center

Loopback Route
11.11.11.11
AS 65002 Reflector

Virtual
Router 3

2\
= )

Loopback Eth 2
9.9.9.9

{

Loopback
10.10.10.10

Virtual

Router Eth 2 .
172.16.1.5 Virtual
A\ i
N Ethl W
Y ] %
- - 172.16.1.6 =

Loopback
8.8.8.8

172.16.1.18

Virtual
Router 4

Loopbac
12.12.12.12

Figure 26: Brocade Vyatta Virtualized Data Center Topology
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Configuration Steps:

e Configuring Ethernet Interfaces of all Brocade Vyatta routers
e Configuring loopbacks of all routers
e Configuring OSPF area( between all links and also for loopbacks
e Configuring iBGP according to following:
» Between virtual router 1 and virtual router 2 which is acting as a Route Reflector (RR).
» Between virtual router 3 and virtual router 2 (RR)
» Between virtual router 4 and virtual router 2 (RR)
» Between virtual router 5 and virtual router 2 (RR)
e Configuring virtual router 2 as a router reflector.

6.2.1 Virtual Router 2 as a Route Reflector

In the above network topology Virtual Router 2 is serving as a Route Reflector. Let’s say, there are
thousands of routers within the one Autonomous System and it is totally impractical for each BGP
speaker to form a full mesh topology with every other BGP speaker in that Autonomous System.
Through Route Reflector it is easier to administrate the large number of routers instead of each
router advertising directly to all the other routers in the same Autonomous System. One router will
serve as a central hub for all the other routers to advertise networks towards it. The central hub is
called the Route Reflector. All the routers connected to the router reflector are known as router
reflector clients. Virtual routers 1, 3, 4 and 5 are route reflector clients in our case.

6.2.2 Configuration Demo of Virtual Router 2 as a Route Reflector

yyatta@yrouter?# run show configuration _

intertfta

=l auto
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6.2.3 Verifying Neighbors at Virtual Router2

After configuring virtual router 2 as a route reflector, it should have four BGP neighbors. We can

verify it by “run show ip bgp summary” command on virtual router 2 as given below:

BGP rout dentifier 9 5 number 65002
IPvd UUni nax mul 5: ebegp o1

' ' ' f memaory
memory

Thlver InQ Out@ U
]
i}
i}
1]

Total number of neighbors 4
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6.3 Configuration between Virtualized and Physical Data Center
We will configure eBGP between Physical Data center routerl which is in AS 65001 and Virtual

data center virtual routerl residing in AS 65002.

ST
Brocade VWyatta Virtualized Data Center
Loopback Route
11.11.11.11
AS 65002 Reflector
Loopback \

10101010

Enterprise DataCenter

AS 65001

Router 1

Figure 27: eBGP between Physical and Virtual Router
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Configuration Steps:

e Configure interfaces towards eBGP neighbor on physical router1 and virtual routerl.
e Configure eBGP between physical routerl (AS65001) and virtual routerl (AS65002).
e Redistribute connected networks into BGP on both routers

e Redistribute OSPF routes into BGP on both physical and virtual routers1

e Configure iBGP neighbors as next-hop-self

6.3.1 Configuration demo of Virtual Router 1

yyatta@yrouter2d run show configuration _

interfta

éthEPﬂEt eth:
addr
dezcript

The same configuration steps will be done at Cisco platform physical routerl.

6.3.2 Verifying Neighbors at Virtual Routerl

It should have two neighbors i-e one iBGP peering with route reflector virtual router2 and one
eBGP peering with Cisco physical routerl.

outerl# run
identifier

Total number of neighbors 2

Building a Multivendor Hybrid Network Consisting of Physical and Virtual Routing
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6.3.3 Verifying Reachability between Virtualized Data center (AS 65002) and Physical
Enterprise data Center (AS 65001)

Now, we should be able to ping from any virtual router residing in virtualized data center to any
physical router residing in physical enterprise data center and vice versa.

Verifying reachability from physical router4 to virtual router2 (Route Reflector):

Router_4#ping 9.9.9.9

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 9.9.9.9, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms

Verifying reachability from physical router4 to virtual router2 (Route Reflector):

Vyatta@ Vrouter5# ping 4.4.4.4

PING 4.4.4.4 (4.4.4.4) 56(84) bytes of data.

64 bytes from 4.4.4.4: icmp_req=1 ttI=59 time=5.71 ms
64 bytes from 4.4.4.4: icmp_req=1 ttI=59 time=2.30 ms

64 bytes from 4.4.4.4: icmp_req=1 ttI=59 time=5.39 ms

---4444 ping statistics - - -
3 packets transmitted, 3 received, 0% packet loss, time 2002ms
rtt min/avg/max/mdev = 2.506/4.538/5.711/1.442 ms

Form the above results it is verified that the physical data center routers and virtual data center
routers are reachable and can ping each other.
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6.4 Configuring Juniper vSRX Services Gateway Firewall

After the successful deployment of virtual machine for Juniper vSRX virtual Firewall we will
include Juniper vSRX virtual Firewall in our Enterprise Data center which will be acting as a
Internet Border Router and it is connected to the physical router4 in Enterprise data center (AS
65001) as shown in the diagram below:

= ———

p— T

Enterprise Data Center

AS 65001 Loopback 1
1.1.1.1

Loopback 3
- B LT

Router 1

Loopback 2
2.22.2

. Internet Border Router

» Juniper e
VvSRX Firewall

Loopback 5
5.5.5.5

Figure 28: Configuring Juniper vSRX Firewall in Enterprise Data Center (AS 65001)

Configuration Steps:

e Configuring Interfaces of Juniper firewall (Router5) in trusted security zone and untrusted
security zone and enable ping under host-inbound traffic.

e Configuring loopbacks of Juniper firewall (Router5) in trusted security zone.

e Configuring OSPF area0 between Juniper router5 and Cisco router4 and also include juniper
interfaces and OSPF protocol in trusted security zone.

e Configuring iBGP between Juniper router5 and all Cisco routers through loopbacks.

Building a Multivendor Hybrid Network Consisting of Physical and Virtual Routing
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6.5 Configuring Cisco Cloud Services Router CSR1000v for Public Cloud

The virtual machine deployment of Cisco Cloud Services Router CSR1000v has already been done.
Now, we will add two Cisco CSR1000v routers in our topology for the two Public Clouds having
AS100 and AS200, which will be acting as a service providers over the internet. Both Internet
CSR1000v routers will be connected to Juniper vSRX router via eBGP peering as shown in the
diagram below:

> Enterprise Data Center £~

AS 65001 Loopback 1
1111

3.3.3.3

Router 1

%
‘} Loopback 2
‘%‘ Router 5 SRy

m Internet Border Router
gl

. Juniper e

bbbt VSRX Firewall

Loopback 5
55,55

L
S
&

Cisco CSR1000v G1
Internet Router 1 195.1.1.1

Cisco CSR1000v
Internet Router 2

AS 100
Internet

Internet
Net 2

Public Cloud

Public Cloud

Figure 29: Topology of Cisco Cloud Services Router in Public Clouds
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Following are the loopbacks and networks pointing toward the internet at CSR1000v Internet
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router 1.

Loopbacks Loopback IP Address Internet-Network
Loopback100 13.13.13.13/23 Netl - 13.13.0.0/23
Loopback101 14.14.14.14/22 Net2 - 14.14.0.0/22
Loopback102 15.15.15.15/21 Net3 - 15.15.0.0/21
Loopback103 16.16.16.16/20 Net4 - 16.16.0.0/20
Loopback104 17.17.17.17/19 Net5 - 17.17.0.0/19

Following are the loopbacks and networks pointing toward the internet at CSR1000v Internet router

2.

Loopbacks Loopback IP Addresses Internet-Networks
Loopback105 18.18.18.18/18 Net6 - 18.18.0.0/18
Loopback106 19.19.19.19/17 Net7 - 19.19.0.0/17
Loopback107 20.20.20.20/16 Net8 - 20.20.0.0/16
Loopback108 21.21.21.21/15 Net9 - 21.0.0.0/15
Loopback109 22.22.22.22/14 Netl0 - 22.0.0.0/14

Configuration Steps:

e Configuring interfaces of CSR1000v internet router 1 and 2.
e Configuring loopbacks at CSR1000v internet router 1 and 2 according to above IP
addressing schema.
e Configuring eBGP according to the following:
» Between Juniper router and Cisco CSR1000v internet router 1.
» Between Juniper router and Cisco CSR1000v internet router 1.

At Internet Border Router:

e C(Create policy statements for redistributing directly connected routes into BGP,
redistributing OSPF routes into BGP and policy statement for next-hop self at Juniper router
and apply it to internal and external peer groups.

At Internet Routerl:

e Advertise the Internet-Networks from Netl to Net5 in BGP to simulate the internet routes
in AS100.
e Redistribute connected networks into BGP

At Internet Routerl:

e Create 5 static routes for the Internet-Networks from Net6 to Net10 pointing to NullO so as
to simulate the internet routes in AS200.
e Redistribute static networks into BGP
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6.5.1 Configuration demo of Juniper vSRX

’ export [ ospf-into-bgp next-hop-self 1;
4 Last comwit: 2814-83-13 19:50:28 UTC by root group externel-peers {
version 12, 1%46-118.2; ;ggi_g;‘t‘igg?l’
systen { neighbor 195.1.1.1;
¥

host-nase Internet-border-router; group internal-peers {

root-authentication { type internal;
local-address 5.5.5.5;

encrypted-passuord "$18alkirS. BSENIpEYxhMuYcanjgBIBU. ", #% SECRET-DATA e
ne?ghbor 4.4.4.4;
! heionbor 2,22 2.
SSh; neighbor 1.1. ‘_15,

neighbor 6.
ueb-wanagewent { :
httn { group external-peers2
P ;
] type external:
interface ge-8/0/8.8; peer—as 288;
} neighbor 195.1.1.5;
i
https { ¥

systew-generated-certificate; e

interface ge-8/8/0.8;

)
interfags;/; i interface ge-B-B-1.8;
ge- - interface loH.8;
ﬁsi;:l'ép:wn To-Router_6; interface ge-8-8-8.8;
family inet { ¥
address 192.168.1.25-38; ¥
policy-options {
policy-statement expZbgp {
then accept;

¥
¥
¥
ge-A/8-1 {
description To-Router 4; ¥
- policy-statement next-hop-self {
unit 8 £ then {
family inet next-hop self:
address 192_168.1.14-38; accept;

¥ ¥

¥ ¥
—8a-8-2 s -
e description To-Internet_Router_1:; DDlle—StatEME?t DSpf—lntD—bgp t
unit 8 <€ term ospf-into-bgp {
family inet < from {
Dibter L o ’ protocol ospf;
input icrmp—-filter: area 9.8.8.8;

¥
address 195.1.1.2-38; ¥
4 address 188. 188. 188. 1-24 ; then accept;
x
> ' &
ge-8-8-3 < policy-staterment send-direct {
description To-Internet_Router_2Z; term send-direct { ” B
unit 8 € from protocol direct:
family inet < then accept:
addres=s 195.1.1.6~-38: ¥
¥
¥
security £
screen {
¥ ids—option untrust—-screen {
¥ icmp €
ge-B-8-4 { ping—death:;
unit 8 {
family inet: ¥
zones {

¥ % security-zone trust {
tcp-rst:
loB { . R -
unit B8 { host—inbound—traffic €
3 3 system—serwvices <
family inet { e
address 5.5.5.5-32; https=:

T ¥
protocols €
ospf:
¥ y T
¥ interfaces £
routing-options { ge*a;g;:f?nl{juundftraffic <
Static 1 systi?;s?ruices <
route 192.168.2.8-24 next-hop 192.168.1.26; o
route 192.168.3.8-24 next-hop 192.168.1.26;
¥
, autonoMous-system 65S881; "r“tﬁgg}? €
protocols {
bgp {
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host—inbound-traffic { security-zone untrust {
syster—services {

s interfaces {
ping:;
ftp; ge-8/8/2.8 {
telnet; host-inbound-traffic {

. ssh; system-services {

protocols { ping;
ospf; ssh;

¥ :
4 ftp;

¥ telnet;

ge-8-8-8.8 { }
host—inbound—traffic { 1
SyStEﬂ—SErUiCES i ge-8/8-3.8 {
E;‘l‘ﬂ;t . host-inbound-traffic {
T system-services {
ftp; ping;
ssh;
telnet;

fip;

6.5.2 Verifying reachability from Enterprise and Virtualized Data Centers to Public Cloud
Internet Routers

Verifying reachability from Juniper router to CSR1000v Internet routerl (NET-1)

root@internet-—border—router# run ping 13.13.13.13
PING 13.13.13. (13.13.13.13>: 56 data bytes
64 bytes from .13.13.13: icHp_=eq=8 tt1=255 tirme=18.H862 n=
64 bytes from .13.13.13: icmp_s=eg=1 tt1=255 rme=18. 487 mMms
64 bytes from .13.13.13: icHmp_=seq=2 ttl1=255 ]
G -

13.13.13.13F ping statistics ——
3 packets transmitted, 3 packets receiwved, HB* packet loss
round—trip Mincavg-mMax-stddew = 5_.353-.8_.687-18.487-2._ 385 m=

Verifying reachability from Juniper router to CSR1000v Internet router2 (NET-9)

root@internet-border-router# run ping 21.21._.21.21

PING 21.21.21.21 (21.21.21.21): 56 data bytes

64 bytes from 21.21.21.21: icHp_seqg=8 t1t1=255 time=355.158 m=
64 bytes from 21.21.21.21: icHmp_seg=1 t11=255 time=15.711 M=
64 bytes from 21.21.21.21: icHp_seqg=2 t1t1=255 time=335.388 mM=
“C

- 21.21.21.21 ping =statistics ——
3 packets transmitted, 3 packets received, B% packet loss
round—-trip Mincfavgrsraxsstddew = 15.711-235.416-355. 158-155. 565 M=
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Verifying reachability from Brocade Vyatta router5 to CSR1000v Internet router2(NET-8)

Verifying reachability and path from Brocade Vyatta virtual router3 to Cisco CSR1000v
Internet routerl (NET-2)

[ R

1
';]'
5

[ B I el R

[mp]
[

0 -1

The above results clearly depict that the routers residing in Brocade Vyatta virtualized data center
(AS 65002) and routers in Enterprise data center (AS 65001) can reach and ping the both Internet
routers residing in Public Clouds at AS100 and AS200.
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6.6 Configuring Arista vEOS vSwitch

The final addition in our network topology is to add two Arista Networks virtual switch. As we
have already created virtual machines for Arista vSwitch and deployed them successfully. Now, we
can configure them to observe the Arista Network vSwitch features. We will add one more Cisco
CSR1000v which will be configured as a “Router on a Stick” for inter-vlan routing in AS 65001.
For inter-vlan routing switch will use a router to route the network traffic between vlans.

_—"  Brocade Wyatta Virtualized Data Cente\
P —__
1111.21.31
AS 65002 AErtuad Reflector
' —

1z 322232

VLAN 100
192.168.2.11/24

Loopback 6

B’

=

VLAN 200
192.168.3.10/24

== =024192.168.2.1/24

Trunk Line &

VLAN 100

lmzPuinc Cloud 192.168.2.10/24

Figure 30: Topology of Arista Virtual Switch for Inter-VLAN Routing
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Configuration Steps:

e Create VLANs 100 and 200 on both Arista virtual switches.

e Configure switch interfaces as an access mode that are towards the hosts.

e Configure the trunk link between the virtual switches.

e Configure the trunk link between Arista virtual switchl and CiscoCSR1000v router6.

e Configure sub interfaces with encapsulation dot1Q on CSR1000v router6 to use a router
interface as trunk port to a switch.

e Configure OSPF in area0 between Cisco CS1000v router6 and Juniper routers.

e Configure iBGP using loopbacks between Cisco CSR1000v router6 and all 5 enterprise
data center routers in AS 65001.

e Configure two static routes on Juniper routerS pointing towards the VLAN networks via
router6 interface.

e Redistribute static routes into BGP at Juniper router by configuring policy statement and
applying it to internal and external peer groups.

6.6.1 Verification of Trunking at Arista Virtual Switch 1 and 2

Mame: Et1

Switchport: Enabled

Administrative Mode: trunk

Operational Mode: trunk

MAC Address Learwning: enabled

Access Mode ULAN: 188 (ULAN_188)
Trunking Hative Mode ULAH: 1 (default)
AdMinistrative Native ULAN tagging: disabled
Administrative private ULAN mapping: ALL
Trunking ULANs Enabled: 188,288

Trunk Groups:

Mame: Et2

Switchport: Enabled

AdMinistrative Mode: trunk

Operational Mode: trunk

MAC Address Learning: enabled

Access Mode ULAN: 1 (default)

Trunking Hative Mode ULAM: 1 (default)
AdMinistrative Native ULAN tagging: disabled
Administrative private ULAN mapping: ALL
Trunking ULANs Enabled: 188,284

Trunk Groups:

Name: Et3

Suwitchport: Enabled

rdministrative Mode: trunk

Operational Mode: trunk

MAC Address Learning: enabled

Access Mode ULAN: 1 (default)

Trunking Native Mode ULAN: 1 (default)
AdMinistrative Hative ULAN tagging: disabled
Administrative private ULAN mapping: ALL
Trunking ULAN=s Enabled: 1H8,Z288

Trunk Groups:

Arista-Switchl#_

Name: Et1l

Switchport: Enabled

Administrative Mode: trunk

Operational Mode: trunk

MAC Address Learning: enabled

Access Mode ULAN: 188 (ULAN_188)
Trunking Native Mode ULAN: 1 (default)
Administrative Hative ULAN tagging: disabled
Administrative private ULAN Mapping: ALL
Trunking ULANs Enabled: 188,280

Trunk Groups:

Name: Et2

Switchport: Enabled

Administrative Hode: trunk

Operational Mode: trunk

MAC Address Learning: enabled

Access Mode ULAN: 1 (default)

Trunking Native Mode ULAN: 1 (default)
AdMinistrative Native ULAN tagging: disabled
AdMinistrative private ULAN Mapping: ALL
Trunking ULANs Enabled: 188,280

Trunk Groups:

Hame: Et3

Switchport: Enabled

Administrative Mode: trunk

Operational Mode: trunk

MAC Address Learning: emabled

Access Mode VLAN: 288 (ULAN_208)
Trunking Native Mode VLAN: 1 (default)
Administrative Native ULAN tagging: disabled
Administrative private VLAN mapping: ALL
Trunking VLANs Enabled: 168,280

Trunk Groups:
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6.6.2 Verifying reachability between Enterprise VLANs and towards Virtualized Data

Centers and Public Cloud Internet Routers

Now we should be able to ping from host in vlan100 to host in vlan200 and vice versa.

Verifying reachability from hostl in vlan100 to host3 in vlan200:

Host_ 1#ping 192.168.3.18
Type escape segquence to abort.
Sending 5, 188-byte ICMP Echos to 192.168.3.18, timeout is 2 seconds:

Success rate is 188 percent (5-5), round-trip mMmincavgsmax = 1-/1-2 ms

Verifying reachability from host3 in vlan200 to host2 in vlan100:

Host_3#ping 192.168.2.11
Type escape sequence to abort.
Sending 5, 188-byte ICHP Echos to 192.168.2.11, timeout is ? seconds:

Success rate is 188 percent (5/5), round-trip minsavgsmax = 1/1/3 ms
Host_3#_

Verifying reachability from hostl in vlan100 to Internet router1l (NET-1):

Host_1#ping 13.13.13.13
Type escape sequence to abort.
Sending 5, 1BB-byte ICMP Echos to 13.13.13.13, timeout is 2 szeconds:

Success rate iz 1B8 percent (5/5), round-trip Min/avg/mMax = 579715 M=

4 n

Verifying reachability from host1 in vlan100 to host in Virtualized data center:

Host_1#ping 172.16.2.3
Type escape sequence to abort.
Sending 5, 188-byte ICHMP Echos to 172.16.2.3, timeout is 2 seconds:

Success rate iz 188 percent (5-5), round-trip minfavgsmax = 6-9-11 ms

Hard 18
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7. TESTING SECURITY AND HIGH AVAILABILITY FEATURES
7.1 High Availability feature of VMware vSphere

High availability of VMware vSphere enables the cluster of ESXI host to work together so as to
provide higher levels of availability for virtual machines rather than just the ESXI host by itself. In
the event of physical server failure, the affected virtual machines will be automatically started on
other ESXI servers that are also in the same cluster and having the spare capacity. In the case of
operating system failure of virtual machines, VMware vSphere high availability feature restarts the
affected virtual machines on the same physical server. VMware vSphere protects against three types
of failures:

e ESXI host failure
e Virtual machine operating system failure
e Application failure

7.1.1 Configuring High Availability feature of VMware vSphere
We will configure high availability feature on ESXI server 1 for Brocade Vyatta virtual machines.

Step 1: Login to vCenter Server and right click the New data center under getting started tab and
select create a new cluster.

Step2: Under the Cluster features create the name for cluster and turn on vSphere HA feature. Then
click next.

Nare

i e

Custer Features

Seect the features you woukd ke to use with ths cster

¥ Tumon vphere HA

Vephere HA must be tumed on to use Fault Toerance.

I Tun On vSohere ORS

, grous,

- ;

hosts automatical ponered on, and
migrating ruming it machines to balance load and enforce rescurce alocation
poides.

ter n order
and migratng VMs with Faul Tolerance turned on, durng load balanang.

e e ] e ]
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Step 3: Enable the host monitoring under the vSphere HA so that the ESXI hosts in the cluster can
exchange the network heartbeat.

S
| 3 New Cluster Wizard R e =——Sc=—]

wSphere HA
wwhat admession control do you want to be enforced on this duster?

Host Moritoring Statis
ESX hosts i ths duster exchange network hear theats, Disable this featir= when performing
metwork mantenance that may cause isolation responses.

¥ Enable Host Monitoring

Admission Controd

The vSphere HA Admission control policy determines the amount of duster capaoty that s
reserved for U4 falovers. Reserang mors falover capacty slows mors faiures o be tolerat=d
but reduces the number of VMs that can be run.

= Enable: Disallow VM power on operations that violats avalabiity constrants

Disable: Allow VM power on opearations that violate avalabilty corstrants

Admission Control Policy

Specify the type of policy that admission control should enforce.

= Host fatures the duster tolerates: [

. Percentage of duster resources
reserved a= faiover spare capacity:

% New Cluster Wizard

Virtual Machine Options
What restart options do you want to set for VMs in this duster?

Cluster Features Set options that define the behavior of virtual machines for vSphere HA.
vSphere HA
Virtual Machine Options Cluster Default Settings

VM ring

VM restart priority: IHigh

Host Isolation response: =3

< Back l Next > I Cancel
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Step S: Under the VM monitoring select the “VM Monitoring Only” so that the virtual machines
will restart if their VMware tools heartbeats are not received within a set time. Set the Monitor
sensitivity to high it will restart the VM if the heartbeat between the host and VM has not been
received within a 30 second interval.

- —
(5} New Cluster Wizard

VM Monitoring
what monetonng do you want to set on virtual machines in this duster?

VM Moritoring Statis

VM Monitorng restar ts indvidual Wic if their Wnare tools heartbeats are not receved within &
set tme. Application Monitorng restarts indnidual VMs if their YMware tools spplication
heartbeats are not received within a set tme.

VM Moritoring: R Te s M —

Default Cluster Settings

Monrtoning sensitivity: Low

vSphere HA wil restart the VM if the heartbeat between the host and the
VM has not been recefved within 3 30 second nterval. vSphere HA restarts
the VM after coch of the first 3 falkures cvery hour

Step 6: Verify all the setting for the cluster creation and click finish for the cluster to be created
with the following settings.

& New Chuster Wizard
Ready to Complete
Rewview the selected options for this duster and dck Sinish

The duster will be created with the folowing cptons:
Custer Name: rew Cluster

74 S Locatior vSphere HA Host Monrtonng RuNNING
Ready to Complete Admission Control: Enabiled
Admission Control Polcy: rumber of host fadures duster tolerates
Host Faiwres Alowed: 1

VM Restart Priority: Hgh
Host Isol=tion Response Leave powered on

VSphere HA ¥YM Morstoring Y™ Mornitocing Only
Monitonng Sensiity: Hch

VMweare EVC Mode: Crsabled

Virtusl Machines Swapfils Locabon: Same directory as the virtual machne
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7.1.2 Failure Scenario of Virtual Machine Operating System

We have configured HA feature on five Brocade Vyatta virtual machines for high availability in
case of their operating system failure. Let’s examine the failure of virtual machine operating system
by selecting any virtual machine and power off the virtual machine. A virtual machine has been
powered off as shown below in the recent tasks as well

() Veener Server -

File Edt View Inventory Administisbon Plug-ins Help
G B Q) rone » g9 tentoy b [H) Hosts end Custers sl sewch nve Q
mubBGHAROYP
B [ Veente Server Brocade Wata Vrouter 5
1 [ New Datacenter
?"BNGMS&' [Nty summary ' ResowrceAllocation Peformance  Tasks &Events Alams ' Console Permissions Maps ' Storage Views
B 1033038 close tsb

(@ Brocade Vyatta Vrouter 1
(%) Brocade Vyatta Vrouter 2
(B Brocade Vyatta Vrouter 3 A virtual machine Is a software computer that, lke a

Whatis a Virtual Machine?

(D Brocade Vyatta Vrouter 4 physical computer, runs an operating system and Virtual Machines
@ applcations. An operating system installed on a virtual @
D tost machine fs called a guest operating system ok
M UMiars Cantar Canne Bnnkanca A
Recent Tasks Name, Target or Status containg: + o X
Name | Target Status | Detalls | tiatedby | wCenter Server | Requested Start Ti.. | Start Time. Completed Time
#) Power Offvirtual mach... ) BrocadeVyatta. @ Complatad 00t (@ VeenterSever  S/AM01 104004 S/A62014 104004, 3/L6/2014 104805 .,
FTasks @ dorms Evaluation Mode: 51 doys remaining oot

1049 PM

36204

~ &R0

By configuring and enabling the high availability feature the heartbeat is sent between the virtual
machine and vCenter server. If the operating system of virtual machine fails then the VMware tools
which are already installed in the virtual machine would also fails which results in heartbeat no
longer being sent to the vCenter server. After 30 seconds when the vCenter Server detects the
heartbeat is no longer being received so it will automatically restart the virtual machines on the
same physical server which will take around 60 seconds as shown below in the recent tasks.

file it View Inventory Administrabion Plug-ins Help

G B () tone b g ety b [ Hossmd st EJL P q

i) SEBGBERO W

5 ([ Vet Sner Brocade Watta Vrouter §
1 [ N Dataenter
N Clster [LReLE Sunmary  RegourceAlocabion Pefomance  Tesks &Events Alams | Console. Pemissions Maps ' Sorage Views
H% 103313 close bsh s

{§ s o e Whatis a Virtual Machine?

) rocate Vyata Vrouer 2

(B bcate Vyta Vrout 3 Avirual machine is a software computer that e a

@ Brocade Vyata Vrouter 4 physical computer, runs an operaling syslem and Virtusl Machines

(et Vot § appleation. An operatng system nstalled on a vitual P!

f st machine s caled a uest operaing system o

(Ve vCaner Serves Appiance ALY
Because every virual machine is an isolated computng A f*}
amimnmant uni #an tica vieial marhina 3¢ dackinn e 44

I |

Recent Tasks Neme, Tatget or St cortains: » o X
Name | Target | Detalls | Intatedby | vCenter Server Requested Start T, = | Rart Time | Completed Time

[] Power On vitual mach., () BrocadeVvatta. @ Complaad oot @ lerServer  3/16/2014 10:49:00. 3162004 10:40:00 . 3/16/2004 10:49:03

8 itaizeponermgtn  fiy Ne e @ Conplaed oot JURIA A0, YIHDM 104500, SR 10900,

b_] Poner OFFviual mach., @) Brocadeyitta. @ Complend oot VeenterSever 3162014 10:48:04.  3/16/2014 10:48:04.,  3/16/2014 10:48:06 .

7 Tuks ) Homs Evauabon Mode: 51 days remainng _root
AL T N ‘ = =

N l'-“]“
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7.2 Virtual Routing Redundancy Protocol (VRRP)

Virtual Router Redundancy Protocol (VRRP) is a first hop redundancy protocol for providing
redundancy to the hosts in which virtual IP is used as a gateway IP address for the hosts to
communicate. A virtual IP address is shared among the routers. In VRRP one router is set as a
Master or active router and the other router is backup or standby. In case the Master router fails, the
virtual IP address is mapped to the backup router’s IP address and the backup router becomes active.

Brocade Vyatta Virtualized Data Center

Veagheck Route
HARIREINS

AS 65002 Reflector

Virtual
S Router 3

(th2] 17216014

Loopback
10.10.10.10

Rovter Lo [th2 AN o Master Router
' 121615 h Virtual
® : 2
121606 q -
~
(121621 9 X,
a e
N . =
& S £tho |
~——
y > T 172162 I |
(1 3
17216018 £ -

0 172,16.2.2

Backup Router

Loopback
(PRPAVAY

Figure 31: Brocade Vyatta Virtualized Data Center Topology with VRRP

We will configure VRRP in our Virtualized data center topology as given above for the provisioning
of redundancy to the host. For configuring VRRP virtual router 4, virtual router 5 and the host are
in the same subnet i-e 172.16.2.0/24. In the above topology virtual router 4 is Master router and
virtual router 4 is backup.
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7.2.1 Configuring VRRP

Configure VRRP group on the same interfaces of virtual router 4 and virtual router 5. The
group number should also be same.

Configure higher priority for the Master router (virtual router 4) and lower for the backup
router (virtual router 5).

Configure same virtual IP address on both routers.

Configure preempt as true to take effect the priority.

On the host side assign the gateway address as virtual IP address of both routers.
Configure iBGP between the virtual router 4 and host.

Configure iBGP between the virtual router 5 and host as we are taking router as a host.

Verifying details at Master Route

wrrp detail
in printf at

v vrrp detail
in printf at soptsuwyatt aresperls atts RP/0OPMO

ition:

er router:
er priority:
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7.2.2 Testing VRRP

Initially, we will verify that which path the host is following for reaching the other virtual routers.
As virtual router 4 is a Master router so host should follow the path via virtual router 4 as shown
below:

Verifying path from host to virtual router 3:

"@Huzt# run traceroute 11.11.11.11
cRroUte to 11.11.11.11 (11.11.

11.11), 30 15 M 60 byte packets
17:.16.2.1 (172.16.2.1) 0.741 ms O

iy o 1 O R e - W B

i 1 U O o 0 o O R

Now, shutdown the virtual router 4 (Master router) and verify the path. Host should follow the
other path via backup router when the Master router fails as shown below:

Verifying path from host to virtual router 3:

Verifying the status of Backup router after the failure of Master router:

It can be verified from the “run show VRRP detail” at virtual router 5 that when the master router
fails the backup router becomes the master router to provide the redundancy.

ttad@vrouters# ru how wrrp detail
f ialize alue in printf at sopt/vyattassharesperlssyyatta/VRRPAOFPHO

enabled

1
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7.3 Configuring Juniper vSRX as Internet Firewall

In the final multivendor network topology, we will configure Juniper vSRX Services Gateway
router as an Internet Firewall in which the internal network will be our Enterprise Data Center (AS
65001) and Virtualized Data Center (AS 65002) residing in the trusted zone. Whereas the Public
Clouds in AS100 and AS200 will be in untrusted zone or Internet zone. We want our all network
traffic to be allowed from internal network to Internet but we will block some network traffic from
the Public Clouds (Internet) to the Internal network by applying firewall rules. We will also apply
Network Address Translation (NAT) rules so that our internal network Private IP addresses that
needs to get out to the Internet will be source NAT to a Public IP addresses.

Enterprise Data Center
Brocade Vyatta

Virtualized Data Center As 65001 Juniper vSRX Firewall

nternet Border Rogter
Internal Network _

Trusted Zone
Sourceg NAT

Internet
Untrusted Zone

AS 65002

Figure 32: Juniper vSRX as Internet Firewall
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Configuration Steps for Firewall Rule:

e Configure security zones for internal network (Trust) and for Internet (Untrust).

e (Create Address book in the untrusted zone to match the source and destination IP addresses.

e Create firewall rule or policy to allow all traffic from trusted zone to untrusted zone.

e Create firewall rule or policy to allow Internet Networks (NET1-4) from untrusted zone to
trusted zone and also block Internet Networks (NET5-10) from untrusted zone to trusted
Zone.

Configuration Steps for Source NAT:

e Configure loopback on Juniper vSRX router from the Public network subnet
100.100.100.0/24 which will be used for Source IP pool.

e Configure address pools for Source NAT.

e Configure Source NAT using IP pool so that all traffic from the trust zone to the untrust
zone is translated to the source IP pool.

7.3.1 Configuration demo of Juniper vSRX Firewall and Source NAT

nat {
source 1
pool Public_HMat_Range {
address {
1AA. 1A8. 1AA. 124 to 1AA. 1AA. 1AA.1AA-24;
¥
1
rule-set Internet-Nat {
from zone trust;
to zone untrust:
rule admin-access {
Match {
source—address [ 192.168.1.8-24 192.168.2.8-24 192.168.3
.B-24 172.16.1.8-24 172.16.2.8/24 8.8.8.8-8 1;
destination-address H.8.0.8-8;
¥
then {
source-nat {
pool 1
Public_MHat_Range:
T

¥
¥
policies {
from—zone trust to—-zome trust {

policy default-permit {
rmatch {

source—address any;
destination-address any;
application any:

then 1
permit;
¥
¥
¥
from—zone untrust to-=zone trust {
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source—address internet-network-8;
destination-address any;
application any;

policy allow-internet-network-1 {
Hmatch {
source—address internet-network-1;
destination-address any; 3
application any; then {
deny;
then { ¥
permit ; ¥
§ ¥ policy deny-internet-network-9 {
tch {
policy allow-internet-network-2 { L il " F— k-9:
i source—address internet-networ 1
source—address internet-network-2; dest}nat}un—address any:
destination-address any; application any;
application any; ¥
then {
then { deny;
permit ; ¥
¥ ’ ¥
policy allow-internet-network-3 { Policy denySintorrersactuock=18 f
match {
match {
sourcesaddress:internet=netuork-59; source-address internet-network-18;
destination-address any; destination-address any:
application any;
application any;
then {

¥
then { deny ;

permit;
¥ ¥
¥ ¥
policy allow—-internet-network-4 { ¥
match { from—-zone trust to-zone untrust {
source—address internet-network-4; policy Allow-Access {
destination-address any; match {
application any; source—address any;
destination—-address any;

then { application any;

permit;
¥
5 then L

policy deny-internet-network-5 { permit;
match { ¥
source—address intermet-network-5; ¥
destination—-address any: ¥

application any; default—-policy {

permit-all;
then { 3

deny : i
¥ zones f
¥ security—-zome trust {

tocp—rst;
policy deny-internet-network-6 { epmrs

match {
suurqe—a@dress internet?netunrk—ﬁ; Security—znne untrust {
destination-address any;
application any; address-book {

Ih address internet-network-1
en { g
deny; address internet-network-2

8.8/23;
8.8/22,
8721,
B/28;
B
B

. address internet-network-3

13

14

15

policy deny-internet-network-7 { address internet-network-4 16

Hatczujrce—address internet-network-7; address internet-netunrk-S 1? p /19;

destination-address any; address internet-network-6 18 /18,
application any; address internet-network-7 19
28

817,
thend:ny' address internet-network-8 .0716;

3 address internet-network-9 21.8.0.8/15;
) address internet-network-18 22.0.8.0/14;

policy deny-internet-network-68 {
match {

B
B
B
B
B
B
B
B

13
14
15
16
17
18
19
28
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Verifying reachability from NET1 in Internet to Physical router1 of Enterprise Data
Center:

Internet_Router_1#ping 1.1.1.1 source 13.13.13.13
Type escape sequence to abort.
Sending 5, 188-byte ICHMP Echos to 1.1.1.1, timeout is 2 seconds:

Packet sent with a source address of 13.13.13.13

Success rate is 188 percent (5/5), round-trip Min‘avg/max = 971811 ms

Verifying reachability from NET2 in Internet to virtual router3 of Virtualized Data Center:

Internet_Router_l1#ping 11.11.11.11 source 14.14.14.14

Type escape sequence to abort.

Sending 5, 188-byte ICMP Echos to 11.11.11.11, timeout is 2 seconds:
Packet sent with a source address of 14.14.14.14

Success rate is 188 percent (5/5), round-trip mincavg-max = 8-9-18 ms

As we can see from the above results that our firewall rules are working correctly because the
above Internet networks were allowed to reach the internal network.

Verifying reachability from NETS in Internet to Physical router2 of Enterprise Data Center:

Internet_Router Z#ping 2.2.2.2 source 28.28.28.208

Type escape sequence to abort.

Sending 5, 188-byte ICHP Echos to 2.2.2.2, timeout is 2 seconds:
Packet sent wWwith a source address of 208.208.28.28

Success rate is 8 percent (B-/5)

Verifying reachability from NET6 in Internet to Juniper router of Enterprise Data Center:

Internet_Router_ Z#ping 5.5.5.5 source 18.18.18.18

Type escape sequence to abort.

Sending 5, 188-byte ICMP Echos to 5.5.5.5, timeout is 2 seconds:
Packet sent with a source address of 18.18.18.18

Success rate is B percent (B/5)

From the above results it is verified that the above Internet Networks are not reachable to the
Enterprise Data Center because we have blocked that traffic by implementing firewall rules from
untrusted zone to trusted zone.
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7.3.3 Verification of Security NAT Source

root@internet-border-router# run show security mat source pool all
Total pools: 1

Pool name : Public_Hat_Range

Pool id 4

Routing instance default

Host address base H.8.8.8

Port : [1824, 634871

Port overloading 1

Address assignment no-paired

Total addresses 188

Translation hits 243

Address range Single Ports Twin
1A8.1608.16868.1 - 1HA.16808.188. 184 B 2]

Ports

Total rules: 1
Total referenced IPuvd-sIPuvb ip-prefixes: 7-8
zource MAT rule: adMmin-access Rule-=zet: Internet-Nat
Rule-Id S
Rule position 1
From zone ! trust
To zone untrust
Match

Source addresses 192.168.1. 255
192.168.2. 255
192.168.3. 255
172.16.1. 255

172.16.2.255

192.168.1.8
192.168.2.8
192.168.3.8 -
172.16.1.89 -
172.16.2.H .
H.8.8.H - 255.255.255.255
H.B.8.H - 255.255.255.255
- 8

Destination addresses

Destination port |

Action
Perzistent HAT type

Perzistent HAT mapping type

Inactivity timeout

Max session number
Translation hits

successful SE;SiunS

Public_Hat_Range
N-A
address-port-mapping

8

243
228
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8. SUMMARY AND CONCLUSION

Service providers as well as Enterprises are leveraging virtualization technologies to build highly
efficient Data Centers to offer cloud based services. Some enterprises are moving applications to
public service provider clouds for cost efficiencies. Others are hosting applications in the cloud for
disaster recovery and/or cloud bursting purposes. Either of these scenarios requires a secure and
dedicated access to cloud infrastructure and can be fulfilled by instantiating a virtual layer 3 VPN
and/or routing gateway in the public cloud that can run on x86 commodity server platform. Such a
deployment of virtual function is one of the common use cases of Network Functions Virtualization
or NFV. In this project, we have demonstrated several additional NFV deployment use cases
applicable in both service provider and enterprise environments.

The main objective of this project was to build an end-to-end Multivendor Hybrid Cloud network
encompassing campus, DC, WAN and Public Internet domains. The network built for the project
consisted of physical and virtual network devices from various hardware and software vendors and
included functions such as routing, switching, firewall and NAT etc. We highlighted several
deployment models and successfully demonstrated the coexistence of virtual and physical
functions. In addition, we validated interoperability between virtual and traditional hardware based
network functions using intranet and extranet routing protocols e.g. OSPF and BGP. In the
topology, OSPF routing was chosen for internal routing both for physical and virtual router domains
whole BGP peering relationship was established between physical as well as between virtual
routers.

We also demonstrated the agility that NFV brings to the table through flexible virtual network
function instantiation and rapid provisioning. Several design considerations and best practices
including BGP scale via route reflector, optimal layer 2 switching between host virtual machines,
redundancy and resiliency via VRRP were incorporated in the overall design of the network.
Connectivity between each element of the network and appropriate traffic flow according to the
defined routing policies for optimal path selection was thoroughly verified. In addition, security
and high availability features were also tested especially for the traffic destined to or from Internet
using firewall.

With respect to virtualization, we demonstrated the ease of implementation and management of
virtualized infrastructure with VMware’s ESXI 5.1 and deployed Brocade Vyatta 5400 vRouter,
Juniper vSRX virtual firewall, Arista virtual switch (vSwitch), and Cisco Cloud Services Router
CSR1000v.

In conclusion, Network Functions Virtualization (NFV) is emerging as a promising paradigm for
network operators to build networks in a highly cost effective way leveraging commodity servers
and extending virtualization beyond compute and storage to networking functions. In addition, with
the architectural elasticity, the capacity of virtual functions can grow and shrink adapting to the
traffic loads without needing fork lift upgrades. Network function virtualization is still in its infancy
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but given that we have utilized virtual products from four different vendors in this project, it is
highly encouraging to see that several vendors are starting to offer broad range of virtual network
functions ranging from routers, switches, load balancers and firewalls etc. While major emphasis
in this project was more around the operation, provisioning and management of virtual functions
along with their coexistence and interoperability with physical devices, the future work could focus
on the performance, throughput and scalability aspects of the virtual functions in some of the
deployment models discussed in this project.
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