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Abstract

Multivariate statistical process monitoring (MSPM) methods provide representations

of current process conditions utilizing data-driven models that become founded on

apriori information. Large scale industrial processes are subject to time-variant condi-

tions that result in non-stationary characteristics. Classical MSPM methods, such as

principal component analysis (PCA) and canonical variate analysis (CVA) have diffi-

culties in monitoring non-stationary processes, therefore, in this Thesis, to overcome

this predicament, the non-stationary probabilistic slow feature analysis (NS-PSFA)

algorithm is proposed. The advantage of the NS-PSFA algorithm, in contrast to clas-

sical MPSM methods, is that it can extract underlying insights from non-stationary

process data. NS-PSFA extracts information from data as slow features (SFs). The

expectation-maximization (EM) algorithm is used to estimate the model parameters

of the NS-PSFA algorithm. Then, the estimated model is used to derive control lim-

its for monitoring. Besides, for the online implementation of the proposed method,

the Kalman filter is employed to predict SFs. Predicted SFs are utilized to calculate

monitoring statistics that indicate process abnormalities. The proposed method has

better performance in non-stationary applications such as a continuous stirred tank

reactor (CSTR) and a three-phase flow industrial process in comparison with the

CVA and PCA methods.
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Chapter 1

Overview

1.1 Introduction

While operating an industrial process, the detection and mitigation of critical process

upsets, equipment faults, and temporary process disturbances are essential to ensure

efficient and reliable operations as well as high-quality products [1]. The detection of

certain unusual events while operating must be accomplished timely to resolve and

mend the problems. However, facing the complexity of large-scale industrial processes,

it is challenging to distinguish unusual events as influences on process data occur

from underlying complex correlations and interconnections between variables. Hence,

disentangling individual complex connections between process variables is imperative

to leverage process data for data-driven and data-based process monitoring, including

the detection and mitigation of unusual events [2].

Multivariate statistical process monitoring (MSPM) methods have gained atten-

tion and importance in fault detection operations. Commonly used MSPM methods

comprise of principal component analysis (PCA) [3], independent component analysis

(ICA) [4], partial least squares, (PLS) [5], [6], and their respective extensions [7, 8].

These methods have achieved success in recent years for fault detection applications

in industrial manufacturing processes; however, they cannot distinguish between op-

eration condition changes and process abnormalities.

By identifying this problem of differentiation, Shang et al. [9] proposed to utilize

slow feature analysis (SFA) [10] to establish two novel monitoring statistics tailored

to distinguish between operation condition deviations and process abnormalities. In

an extension of the use of this added monitoring statistic, other false alarms observed
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from different MSPM methods could be identified. As a result, SFA has been studied

and employed in various applications [11, 12, 13]. Recently, a developed probabilistic

counterpart of SFA called probabilistic slow feature analysis (PSFA) was adopted

to provide a compact state-space description for process dynamics [14, 15], which

turns out to be advantageous for handling process noise and missing data in regular

operations.

In essence, for nominal operation data, classical MSPM methods are defined, and

any deviations from the nominal operation are deemed to be abnormal and call for

further attention. However, dynamic industrial processes that contain time-variant

conditions possess non-stationary behavior. It is challenging for classical MSPM

methods to differentiate between normal and non-stationary process conditions. As a

result, false alarms occur under normal process variations and serious faults become

challenging to differentiate from operation condition changes.

A fundamental limitation of SFA and PSFA is that the underlying distribution of

observed data must be stationary in that its statistical properties do not vary over

time. However, it is often the case that large industrial processes with upstream

and downstream process units are affected by non-stationary process dynamics. As a

result, numerous process variables are non-stationary, which have statistical proper-

ties that vary with time [16]. Under such circumstances, traditional MSPM methods

lack the strength to monitor non-stationary processes, which in turn raise false alarms

[17]. Several methods have been utilized to tackle modeling of non-stationary dynamic

processes including, cointegration analysis (CA) methods [17, 18], data-differencing

methods [19], and adaptive modeling strategies [20, 21, 22]. However, these methods

are inadequate in the description of stationary process dynamics.

In this Thesis, It is proposed to utilize the non-stationary PSFA (NS-PSFA)

algorithm to address both non-stationary and stationary process dynamics. The

Augmented Dickey-Fuller (ADF) test first categorizes process variables being non-

stationary or stationary, which are used to develop the NS-PSFA model from oper-

ational data. Stable auto-regressive processes and random walks model stationarity

and non-stationarity, respectively. Then a modified EM algorithm is developed for

parameter estimation of the NS-PSFA model. Using the NS-PSFA model, control

limits are calculated and used to differentiate between process conditions.
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In the online implementation, to obtain monitoring statistics, the SF values are

predicted via the Kalman filter. SF values provide a monitoring scheme that can

detect abnormalities in non-stationary processes. By synthesizing information from

monitoring statistics, process practitioner’s decision-making is aided to distinguish

between normal and abnormal operations, thereby diminishing false alarms.

The remainder of this Thesis is organized as follows. Chapter 2 briefly revisits SFA

and its methodologies. Chapter 3 introduces the NS-PSFA model, parameter estima-

tion strategy via EM algorithm, design of monitoring statistics and a comprehensive

monitoring scheme. Two case studies on a simulated example and an industrial three-

phase flow process show the effectiveness of the proposed methodology. Chapter 3

visits an industrial application utilizing electric submersible pumps (ESPs). Chapter

4 draws the conclusion and recommendations.
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Chapter 2

Introduction to slow feature
analysis

2.1 Motivation and Introduction to Utilizing Slow

Feature Analysis

In industrial processes, sources of disturbances can be challenging to pinpoint due

to hidden underlying features. Hidden underlying features refer to hidden insights

contained within data that cannot be easily obtained and utilized while operating a

process. By extracting this information from data, and performing analysis, deep in-

sights into a process can be harnessed and utilized after that, generating advantages.

A previously well studied technique that has extracted and utilized hidden underlying

insights in data is soft-sensors. Soft-sensing is utilizing a process modeling technique

to predict hard-to-measure process variables [23], [24], such as density in an oil &

gas operation and temperature of the metal in additive manufacturing. While oper-

ating an industrial process, difficult to measure variables are frequently required to

guarantee product quality and operation efficiency. With this information, industrial

practitioners must acquire strategies from process data to unlock competitive advan-

tages from their industrial processes, which can be first done by deriving effective

models from their data.

A designer meets two choices in process modeling. First, there is first-principle

modeling, which requires intimate domain knowledge about a process [25]. Second,

data-driven modeling employs data to generate insights into a process without requir-

ing subject matter expertise. An additional obstacle regarding first-principle model-
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ing requires an intimate knowledge of interconnections within process variables, which

complicate matters further. Due to the simplicities of data-driven modeling, many in-

dustries have adopted this method to secure competitive advantages from their data;

thus, data science and machine learning are gaining popularity in recent years [26],

[27], [28].

Financial systems are well-known for containing deeply interconnected data be-

tween variables [29]. Due to these interconnections, it is challenging to isolate and

disentangle data, complicating the capability to generate useful features from data.

Machine learning engineers and data scientists aim to overcome issues of high inter-

connection in data by utilizing exceptional techniques that can decorrelate variables

to extract information from the underlying data. Causality refers to the interconnec-

tion of data, where a cause and effect relationship exists. For causality, a cause and

effect relationship is seen with two process variables; for example, x, and y, where x

causes y [30].

In industrial processes, severe fluctuations as disturbances can propagate through

the process. Disturbances that remain untreated may affect controlled variables and

manipulated variables, both directly and indirectly. For a control system in an in-

dustrial process, such as a distributed control system (DCS), the control system can

compensate for disturbances. A DCS can adjust manipulated variables in a process

to react to disturbances. Manipulated variables are also adjusted to track target set

points for a process, such as a liquid level in a process drum, which can have a re-

lationship in achieving another process goal, such as product quality. For processes,

variables such as the liquid level of a process drum can affect product quality. Cor-

relation of process data is important and common due to correlation across many

variables. Extraction models are used to uncorrelated data with strong interconnec-

tion and find independent features of underlying process data. An example of an

extraction model is a latent variable (LV) model, such as SFA. SFA is an unsuper-

vised machine learning algorithm utilized, much like PCA, that is used to uncorrelate

data [10]. SFA is a useful algorithm for process data analysis and dimensionality

reduction [2]. For the development of data-driven soft sensors, there are examples of

LV models that are effective in modeling by utilizing dimensionality reduction algo-

rithms. These machine learning algorithms include partial least squares (PLS) [5],
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[6], principal component regression (PCR) [31], [32], and their respective extensions,

such as probabilistic partial least squares (PPLS) [33].

LV methods require large datasets, such as those from big data, that provide large

amounts of data for the training and development of data-driven models. Big data

analytics has been an active area of investigation in the machine learning commu-

nity [2]. As a tool for analytics, machine learning consists of supervised learning and

unsupervised learning [34]. Supervised learning assumes a supervisor is available to

supervise the learning. Unsupervised learning identifies each pattern without using

labels to classify the data [35]. Supervised learning includes algorithms such as sup-

port vector machines, neural networks, and classical regression analysis that establish

a mapping between an input X to an output Y [36].

An important class of machine learning is representation learning. Representation

learning establishes a representation of input X through unsupervised learning, which

contributes to creating information for subsequent supervised learning [25, 37]. While

utilizing representation learning, it is essentially a LV process to derive a model [27].

The complete advantages of representation learning for industries, in addition to

chemical processes, have yet to be fully explored, making it an appealing area for

continued research.

Sampling occurs at uniform time intervals and stored to generate features and

insights. As a result of fast sampling, data becomes correlated with prior time samples

through dynamic connections, including temporal correlations. Temporal correlations

are known as auto-correlations, which are indicative of similarities in consecutive data

points.

To process data with auto-correlations, we may employ time-series analysis meth-

ods, including SFA. In the SFA algorithm, the representation of underlying variations

of multivariate process variables is known as slow features (SFs) s [14]. Representation

of temporal correlations is illustrated from the following two aspects: [25]

• First, a LV, denoted as s(t), associated with the current observation, x(t), and

preceding observations {x(t− 1),x(t− 2), · · · }.

• s(t) is correlated to previous values {s(t− 1), s(t− 2)}.

To extract LVs, input data, x(t) can be utilized in SFA to extract mutually uncor-
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related LVs that have different varying rates. SFA adopts temporal coherence as a

heuristic prior to induce LV SFs [10].

2.2 Slow Feature Analysis

The theory and mathematics of the SFA algorithm were established in 2002 by

Wiskott and Sejnowski [10]. Computational neuroscience was the first purpose of

SFA, to understand causality and interconnections of the visual cortex in the brain

[38]. The initial application motivated applications in additional areas including ob-

ject recognition [39], change detection [40], and nonlinear blind source separation [41].

Fundamental Mathematics and theoretical framework behind classical SFA and its

use as an unsupervised dimensionality reduction technique are reviewed [10].

2.2.1 Definition of slowness and notations

Given a stochastic and ergodic signal, x(t), how slow or fast x(t) varies is measured

as

∆(x(t))
∆
= 〈ẋ2(t)〉t (2.1)

where 〈.〉 denotes time averaging from N measurement samples {x(t)}N
t=1 and

ẋ(t) = x(t)− x(t− 1) represents the first order derivative, or time difference of x(t).

The value of ∆(.) is seen as a measure of how fast the signal x(t) evolves over time.

Given an m dimensional input signal, x(t) = [x1(t), · · · ,xm(t)]>, SFA aims to find a

series of SFs s(t) = [s1(t), · · · , sm(t)]> where si(t) = gi(x(t)), such that the value of

each ∆(si) is minimal [10]

min
gi(.)
〈ṡ2
i 〉t, i = 1, · · · ,m (2.2)

under the following three constraints

〈si〉t = 0, (zero mean) (2.3)

〈s2
i 〉t = 1, (unit variance) (2.4)

∀i 6= j, 〈sisj〉t = 0, (decorrelation and order) (2.5)
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Figure 2.1: Procedure for performing SFA on stationary data
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Constraint 2.3 and 2.4 enforce each slow feature, si, as zero mean and unit variance

to avoid a trivial solution where si ≡ const. Constraint 2.5 enforces the output

of function 〈gj〉 to be mutually uncorrelated. A by-product of Constraint 2.5 is

that slowness of features is ordered from slowest to fastest, such that s1 becomes

the slowest feature, s2 as the second slowest, and so forth. The linear SFA (LSFA)

algorithm is utilized as a linear extension that can solve for the objective of SFA

from the generalized eigenvalue problem. A generalized eigenvalue is from an [n× n]

matrix, which satisfies being in the generalized eigenspace for λ [42].

2.2.2 Linear SFA Algorithm

Linear SFA (LSFA) assumes each SF, si(t), is a linear combination of all input vari-

ables, si(t) = w>i x(t). Therefore, mapping the input variables from x(t) to s(t) is

derived as

s(t) = Wx(t) (2.6)

where W = [w1, w2, · · · , wm]> is the coefficient matrix to be optimized during linear

SFA. To enforce Constraint 2.3 in LSFA, data along each dimension of inputs x(t),

have to be mean-centered in order to satisfy zero mean condition. The optimization

problem is solved as a generalized eigenvalue problem utilizing the Lagrange multiplier

[10]

AW = BWΩ (2.7)

where A = 〈ẋẋ>〉t denotes the covariance matrix from the first-order derivative of

input x, ẋ, and B = 〈xx>〉t denotes covariance matrix of input x. W contains m

generalized eigenvectors from the matrices of A and B, and Ω = diag{ω1, · · · , ωm}

contains generalized eigenvalues, which happen to be the optimal values of the objec-

tive from Equation 2.1 [25].

The schematic of SFA is shown in Figure 2.1. First, stationary variables are

utilized for SFA to extract underlying SFs subject to the constraints in Equations

2.3-2.5. The algorithm calculates SFs, which then are utilized to generate linear

features from the solution of the generalized eigenvalue problem in Equation 2.7.

The proposed PSFA algorithm is proposed in Equations 2.8 and 2.9, with math-

ematical details available in Chapter 3.
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Consider the following slow feature model:[
sn(t)
ss(t)

]
=

[
Ip 0
0 Fs

] [
sn(t− 1)
ss(t− 1)

]
+

[
en(t)
es(t)

]
(2.8)

where Ip = diag{1, 1, . . . , 1}, Fs = diag{λ1, λ2, . . . , λq}, en(t) ∼ N (0, cnIm) with cn

being a constant that is unique and updated for each sn(t), es(t) ∼ N (0, Iq − Λ2
s),

sn(t) and ss(t) being non-stationary and stationary SFs, respectively, and Im and Iq

being the identity matrices of size m and q, respectively. Each sn and ss are first-order

auto regressive (AR(1)) processes. Further, consider the relationship between slow

features and data:[
xn(t)
xs(t)

]
=

[
Hnn Hns

0 Hss

] [
sn(t)
ss(t)

]
+

[
εn(t)
εs(t)

]
(2.9)

where εn(t) ∼ N (0,Σn) and εs(t) ∼ N (0,Σs)are measurement noises of non-stationary

and stationary process variables, with their individual diagonal covariance matrices

Σn and Σs. Hnn and Hns, and Hss are block-wise emission matrices from nonsta-

tionary and stationary PSFs to nonstationary and stationary process variables. The

model describes non-stationary process variations as it maps non-stationary SFs to

each non-stationary process input xn(t) by assuming eigenvalues in Λn have a value

of one. As non-stationary SFs have no physical influence on stationary inputs xs(t),

considering existence of unit eigenvalues in Λn, the Hsn emission block matrix in

Equation 2.9 must be zero. Stationary SFs, however, affect non-stationary variables.

Regardless of non-stationary process data and non-stationary SFs, it is possible

to obtain the classical PSFA model. However, classical PSFA is only useful for sys-

tems with stationary data and handling missing data. As discussed, an issue with

a standard PSFA model for the combined monitoring approach is that it is unable

to separate between non-stationary and stationary components. Without the separa-

tion of non-stationary and stationary features into a probabilistic model, as derived

in Equations 2.8 and 2.9, valuable coupled information is unable to be separated

for machine learning algorithm abilities. The classical model for PSFA is derived in

Equation 2.10

Sj(t) = λjsj(t− 1) + ej(t)

X(t) = Hs(t) + ex(t)
(2.10)

where ej(t) ∼ N (0, 1 − λ2
j) and 1 ≤ j ≤ q. Additionally, ex ∼ N (0,Σ) where

Σ = diag{σ2
1, · · · , σ2

m}.
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Chapter 3

A Probabilistic Framework for
Monitoring Non-Stationary
Dynamic Industrial Processes

MSPM methods provide sensitive indicators of current process conditions by harness-

ing the value of massive process data. Large-scale industrial processes are subject

to wide-range time-varying operating conditions such that some process variables in-

evitably exhibit non-stationary dynamics behavior. Non-stationary dynamic behav-

iors pose significant challenges for the design of MSPM schemes. In this work, a novel

non-stationary probabilistic slow feature analysis (NS-PSFA) algorithm is developed

to describe both non-stationary and stationary variations that underlie multivariate

process measurements during routine operations. Concerning efficient parameter esti-

mation of the probabilistic model from data, an expectation-maximization algorithm

is developed and presented. Through modeling non-stationarity and stationarity as a

random walk and stable auto-regressive processes, respectively, monitoring statistics

are constructed to detect abnormality in non-stationary dynamics, stationary dy-

namics, and stationary routine conditions. This formulation provides a probabilistic

monitoring framework for dynamic industrial processes, which can be beneficial for

reducing false alarms and providing meaningful operational information for industrial

practitioners. The efficacy and advantages of the proposed monitoring framework are

illustrated and validated via two case studies.
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3.1 Preliminaries

3.1.1 PSFA model

Traditional latent variable models (LVMs) such as PCA and ICA yield low-dimensional

features that are independently and identically distributed, thereby falling short of

addressing temporal dynamics. In this respect, SFA and PSFA appear to be advanta-

geous in modeling and monitoring process dynamics. SFA is an unsupervised machine

learning algorithm that maps input and output data to understand underlying cor-

relations and connections between process variables [10] and creates slowly-varying

latent variables. As a probabilistic counterpart of SFA, PSFA can also be desirably

interpreted as an LVM that allows for the following state-space representation [43, 25]:{
s(t) = Fs(t− 1) + e(t)

x(t) = Hs(t) + ε(t)
(3.1)

where x(t) ∈ Rm denotes the vector of process variables that are measurable, s(t) ∈ Rq

denotes the vector of unseen “probabilistic slow features” (PSFs) that explain primary

variations within x(t), and e(t) ∼ N (0,Γ), ε(t) ∼ N (0,Σ) are Gaussian distributed

process noise and measurement noise, respectively. Different from common linear dis-

crete systems (LDSs), PSFA has specific structural properties owing to the following

parameterizations of F and Γ:

F = diag{λ1, . . . , λq}, 0 < λq < · · · < λ1 < 1,

Γ = diag{1− λ2
1, . . . , 1− λ2

q}.
(3.2)

It obviously follows that F2 + Γ = Im. Meanwhile, the noise covariance matrix Σ =

diag{σ2
1, . . . , σ

2
m} is also diagonal. As a consequence, all PSFs {sj(t)} are independent

AR(1) processes, each of which is driven by an independent noise ej(t). Furthermore,

it can be verified that each PSF is stationary with zero mean and unit variance:

E{sj(t)} = 0, Var{sj(t)} = 1, 1 ≤ j ≤ q. (3.3)

The slowly varying nature of sj(t) arises from its Markov property, and the transition

parameter λj governs the level of slowness of sj(t), which is defined as [25]:

∆(sj) := E
{

[sj(t)− sj(t− 1)]2
}

= 2(1− λj). (3.4)
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Intuitively, a large λj implies a strong correlation between sj(t) and sj(t−1), showing

that sj(t) tends to be slow varying with a small ∆(·) value, and vice-versa. PSFs

s(t) can be conceived as modelling “inherent variations” within a large-scale process,

based on which variations of process variables x(t) are induced by a linear mapping

plus a measurement noise term ex(t). Model parameters of PSFA include transition

parameters {λj, 1 ≤ j ≤ q}, emission matrix H ∈ Rm×q, and measurement noise

variances {σ2
i , 1 ≤ i ≤ m}. Notice that different from classic LVMs where q ≤ m

must hold, PSFA makes no requirement on the relationship between m and q and

over-complete features with m < q are also admissible.

3.1.2 Random Walk model

In order to model non-stationarity, a natural choice is to enforce some transition

parameters to be exactly one, which corresponds to the random walk model [44].

From X let X1, X2, · · · Xn be independent and identically distributed (i.i.d.) with

E{Xi} ≤ ∞. Let S0 = 0. The random walk is a stochastic sequence defined by

Sn =
n∑
1

Xi (3.5)

where, n ≥ 1. Therefore, the process Sn, n ≥ 0 is called a random walk process [44].

Random walk models have been utilized to model various phenomena, including,

general gambling probabilities [44]. Motivated by random walks, a novel NS-PSFA

model is developed as an extension of PSFA to handle both stationary and non-

stationary process variables.

3.1.3 Non-stationary PSFA

Note that the stationarity of PSFA arises from the constraint on each transition

parameter, i.e. λj ∈ (0, 1). In the novel NS-PSFA model all (p + q)-dimensional

features are grouped into stationary PSFs sn(t) ∈ Rp and non-stationary PSFs ss(t) ∈

Rq: [
sn(t)
ss(t)

]
=

[
Ip 0
0 Fs

] [
sn(t− 1)
ss(t− 1)

]
+

[
en(t)
es(t)

]
. (3.6)

Here, the transition matrix associated with non-stationary PSFs becomes the identity

matrix, while the driving noises are independent en(t) ∼ N (0,Γn) with covariance
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matrix Γn = diag{c1, · · · , cp}. It is easy to verify that the second-order moment of

sn(t) varies over time and hence exhibits non-stationarity. The parameterizations of

generic PSFA are inherited by stationary PSFs ss(t):

Fs = diag{λ1, . . . , λq}, 0 < λq < · · · < λ1 < 1,

es(t) ∼ N (0,Γs), Γs = diag{1− λ2
1, . . . , 1− λ2

q}.
(3.7)

In similar spirit to (3.6), all observed process variables can also be split into non-

stationary and stationary variables based on the ADF test [45], which are denoted

by xn(t) and xs(t), respectively. In common industrial practice, controlled variables

typically show stationarity due to the closed-loop control, while some disturbance

variables and manipulated variables may be prone to external non-stationarity vari-

ations. They can be generated by PSFs based on the following relation:[
xn(t)
xs(t)

]
=

[
Hnn Hns

0 Hss

] [
sn(t)
ss(t)

]
+

[
εn(t)
εs(t)

]
(3.8)

where εn(t) ∼ N (0,Σn) and εs(t) ∼ N (0,Σs) are measurement noises of non-

stationary and stationary process variables, with their individual diagonal covariance

matrices Σn and Σs. Hnn and Hns, and Hss are block-wise emission matrices from

nonstationary and stationary PSFs to nonstationary and stationary process variables.

Notice that it is practically sound for sn(t) to have no influence on xs(t) with a zero

emission matrix assigned because otherwise xs(t) will become non-stationary, which

contradicts the assumption. Conversely, it is possible that non-stationary process

variables consist of both non-stationary and stationary components.

In summary, the entire NS-PSFA model in Equations (3.6) and (3.8) are following

the Gaussian assumption, which leverages a series of independent random walks to

describe non-stationarity and a series of stable AR(1) processes to describe station-

arity. In industrial production systems, non-stationary variables are typically subject

to non-stationary disturbances, whose variations are caused by both non-stationary

and stationary PSFs. Stationary variables describe controlled variables and steady

disturbances, which are reliant upon stationary PSFs only. In the proposed NS-

PSFA algorithm, this leads to much better modeling than PSFA that disregards non-

stationarity. As to be demonstrated in the sequel, such a description is particularly

useful for monitoring design in the presence of non-stationary process variables.
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3.2 Parameter Estimation of Non-stationary PSFA

with EM Algorithm

For the NS-PSFA model with dimensions p, q,m given, all parameters that need to be

determined from data are denoted as θ = {Fs,Γn,Hnn,Hns,Hss,Σn,Σs}. Given a

time series of process variables X = {x(t), 1 ≤ t ≤ T}, a suitable criterion to optimize

model parameters is to maximize its likelihood, i.e. P (X|θ), which yields the maximum

likelihood estimation. However, direct optimization of P (X|θ) is difficult with respect

to θ without closed-form solutions. The EM algorithm has been recognized as an

effective tool towards effective parameter estimation of probabilistic models [46]. It

iterates between the expectation step (E-step) and the maximization step (M-step)

and is able to continually improve the likelihood value until convergence [47]. In fact,

the EM algorithm has already been successfully applied to data-driven modeling of

LDS, see e.g. [48, 49, 43, 50]. Although the proposed NS-PSFA belongs to the general

class of LDS, its special parametric structure prohibits the direct use of off-the-shelf

EM algorithms, and hence a tailored procedure is provided below.

Denote by S = {s(t), 1 ≤ t ≤ T} the set of PSFs related to all available process

measurements. Due to the Markov chain structure of PSFA, the complete data log-

likelihood of NS-PSFA can be written as:

logP (X,S|θ)

=− T − 1

2

m∑
j=1

log cj −
1

2

T∑
t=2

‖sn(t)− sn(t− 1)‖2
Γ−1
n

− T − 1

2

q∑
j=1

log(1− λ2
j)−

1

2

T∑
t=2

‖ss(t)− ss(t− 1)‖2
Γ−1
s

− T

2
log det Σn −

1

2

T∑
t=1

‖xn(t)−Hns(t)‖2
Σ−1

n

− T

2
log det Σs −

1

2

T∑
t=1

‖xs(t)−Hssss(t)‖2
Σ−1

s

− 1

2
sn(1)>sn(1)− 1

2
ss(1)>ss(1)

(3.9)

where Hn = [Hnn Hns] is defined for brevity. s(1) are initial states for both non-

stationary and stationary PSFs, which are assumed to follow a standard Gaussian

distribution N (0, Ip+q). With the complete data log-likelihood being formulated, the
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Q-function can be derived by taking conditional expectation of (3.9):

Q(θ, θold) = EX,θold{logP (X,S|θ)} (3.10)

where θold denotes parameters in the previous iteration while executing the EM algo-

rithm.

3.2.1 Maximization step

In the M-step, the Q-function is maximized w.r.t. θ to obtain updated parameters,

i.e. θnew = arg max
θ
Q(θ, θold). Next the maximization over each parameter is tackled

individually. First, setting the derivative of Q-function w.r.t. cj to be zero leads to

the following updating formula

cnew
n,j =

1

T − 1

T∑
t=2

EX,θold
{

[sn,j(t)− sn,j(t− 1)]2
}
. (3.11)

As for the optimization of λj, the formula in generic PSFA can be directly applied.

Specifically, λnew
j can be calculated as the root of the following equation in the range

[0,1) [25]:

λ3
j + ajλ

2
j + bjλj + aj = 0, (3.12)

where

aj = − 1

T − 1

T∑
t=2

EX,θold{ss,j(t)ss,j(t− 1)},

bj =
1

T − 1

T∑
t=2

EX,θold{s2
s,j(t) + s2

s,j(t− 1)} − 1.

(3.13)

Similarly, other parameters may be updated by taking partial derivatives of Q-
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function to zero. Desirably these updating policies all admit closed-form expressions:

∂Q(X,S|θ)
∂Hn

= 0

∂

∂Hn

E
(∑

t ε>

[
(xn(t)− [ Hn b ]

[
s(t)
1

]
)>

Σ−1
n (xn(t)− [ Hn b ]

[
s(t)
1

]
)

])
= 0∑

t ε>

E
[
(xn(t)− [ Hn b ]

[
s(t)
1

]
)>Σ−1

n (xn(t)− [ Hn b ]

[
s(t)
1

]
)

]
= 0

∑
t ε>

E
[
(Σn + Σ−1

n )(xn(t)− [ Hn b ]

[
s(t)
1

]
)(−s>(t)[ Hn b ])

]
= 0

T∑
t=1

E
[
(Σn + Σ−1

n )(xn(t)− [ H1 b ]

[
s(t)
1

]
)(−
[

s(t)
1

]>
)

]
= 0

T∑
t=1

E
[
(−xn(t)

[
s(t) 1

]
+ [ Hn b ]

[ s(t)
1

][ s(t)
1

]>]
= 0

T∑
t=1

E
[
xn(t)[ s(t) 1 ]

]
=

T∑
t=1

E
[
[ Hn b ]

[
s(t)
1

]
s>(t)

]

[ Hn b ]new =

( T∑
t=1

E
{

xn(t)[ s(t) 1 ]

})
( T∑

t=1

[
E{s(t)s>(t)} E{s(t)}

E{s(t)} 1

])−1

(3.14)

where b is a bias term for the calculation. With the simplified summation of Hnew
n

found in Equation 3.18. To generate the noise variance of Hn for Equation 3.9, the
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partial derivative of Equation 3.9 w.r.t. σ2
n,j is taken in Equation 3.15 [51]

∂Q(X,S|θ)
∂
∑

n

= 0

−T

2
· ∂log|

∑
n |

∂
∑

n

+
∂

∂
∑

n

EX,θold

(
− 1

2

∑
t εT

(xn(t)− [ Hn b ]

[
s(t)
1

])>
Σ−1
n(

xn(t)− [ H1 b ]

[
s(t)
1

])
= 0

−T

2
· ∂log|

∑
n |

∂
∑

n

+
∂

∂
∑

n

EX,θold

(
− 1

2

∑
t εT

[
(xn(t)− [ H1 b ]

[
s(t)
1

]
)>

Σ−1
n (xn(t)− [ H1 b ]

[
s(t)
1

]
)

])
= 0

−T

2
· ∂log|

∑
n |

∂
∑

n

− 1

2

∂

∂
∑

n

EX,θold

( T∑
t=1

[
(x>n (t)Σ−1

n xn(t)− x>n (t)Σ−1
n [ H1 b ][

s(t) 1

]
−
[

s(t)
1

]>
[ H1 b ]TΣ−1

n xn(t)

+

[
s(t)
1

]>
[ Hn b ]>Σ−1

n [ Hn b ]

[
s(t)
1

]])
= 0

−T

2
Σ−>n − 1

2
Σ−>n

T∑
t=1

EX,θold

[
xn(t)x>n (t)− xn(t)

[
s(t)
1

]>
[ Hn b ]>

−[ Hn b ]s(t)x>n (t) + [ Hn b ]

[
s(t)
1

][
s(t)
1

]>
[ H1 b ]>

]
Σ−>n = 0

Σnew
n,j =

1

T

T∑
t=1

[
EX,θold(xn,j(t)x

>
n,j(t))− EX,θold(xn,j(t)

[
s(t)
1

]>
)

([ Hn b ]>)new − ([ Hn b ])newEX,θold , θ
old(

[
s(t)
1

]
x>n,i(t)) + ([ Hn b ])new

EX,θold(

[
E{s(t)s>(t)} E{s(t)}

E{s(t)} 1

]
)([ Hn b ]>)new

]
(3.15)

With the simplified summation
(
σ2
n,j

)new
found in Equation 3.18. Optimization of

Hss requires taking the partial derivative of Equation 3.9 w.r.t. Hss which occurs in
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Equation 3.16 [51]

∂Q(X,S|θ)
∂Hss

= 0

∂

∂Hss

EX,θold

(∑
t εT

[
(xs(t)−Hssss(t))

>Σ−1
s (xs(t)−Hssss(t))

])
= 0

∑
t=1

EX,θold

[
(Σs + Σ−1

s )(xs(t)−Hssss(t))(−s>s (t))

]
= 0

T∑
t=1

EX,θold

[
xs(t)s

>
s (t)

]
=

T∑
t=1

EX,θold

[
Hssss(t)s

>
s (t)

]

Hnew
ss =

( T∑
t=1

EX,θold

[
xs(t)s

>
s (t)

])
·
( T∑

t=1

EX,θold

[
ss(t)s

>
s (t)

])−1

(3.16)

To generate the noise variance of Hss for Equation 3.16, the partial derivative of

Equation 3.9 w.r.t. Σs,j is taken in Equation 3.17 [51]

∂Q(X,S|θ)
∂
∑

s

= 0

−T

2
· ∂log|

∑
s |

∂
∑

s

+

∂

∂
∑

s

EX,θold

(
− 1

2

∑
t εT

[
(xs(t)−Hssss(t))

>Σ−1
s (xs(t)−Hssss(t))

])
= 0

−T

2
· ∂log|

∑
s |

∂
∑

s

+

∂

∂
∑

s

EX,θold

(
− 1

2

∑
t εT

[
(xs(t)−Hssss(t))

>Σ−1
s (xs(t)−Hssss(t))

])
= 0

−T

2
· ∂log|

∑
s |

∂
∑

s

− 1

2

∂

∂
∑

s

EX,θold

( T∑
t=1

[
(x>s (t)Σ−1

s xs(t)− x>s (t)Σ−1
s Hssss(t)

−s>s (t)H>ssΣ
−1
s xs(t) + ss(t)H

>
ssΣ

−1
s Hssss(t))

])
= 0

−T

2
Σ−>s − 1

2
Σ−>s

T∑
t=1

EX,θold

[
xs(t)x

>
s (t)− (t)s>s (t)H>ss

−Hssss(t)x
>
s (t) + Hssss(t)s

>
s (t)H>ss

]
Σ−>s = 0

Σnew
s =

1

T

T∑
t=1

[
EX,θold

(
xs(t)x

>
s (t)

)
− 2(H>ss)

newEX,θold

(
ss(t)xs(t)

)
+(H>ss)

newEX,θold

(
ss(t)s

>
s (t)

)
(Hss)

new

]

(3.17)
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With the simplified summation
(
σ2
s,j

)new
found in Equation 3.18.

Finally, the closed form expressions of Hnew
n , Hnew

ss ,
(
σ2
n,j

)new
, and

(
σ2
s,j

)new
are

presented in Equation 3.18

Hnew
n

=

( T∑
t=1

EX,θold

[
xn(t)s(t)>

])( T∑
t=1

EX,θold

[
s(t)s(t)>

])−1

,

Hnew
ss

=

( T∑
t=1

EX,θold

[
xs(t)ss(t)

>
])( T∑

t=1

EX,θold

[
ss(t)ss(t)

>
])−1

,

(
σ2
n,j

)new
=

1

T

T∑
t=1

EX,θold
{

[xn,j(t)− (h>n,·j)
news(t)]2

}
,

(
σ2
s,j

)new
=

1

T

T∑
t=1

EX,θold
{

[xs,j(t)− (h>ss,·j)
newss(t)]

2
}
,

(3.18)

where h>n,·j is the j-th row of Hn, and h>ss,·j is the j-th row of Hss.

3.2.2 Expectation step

The E-step provides state estimations by evaluating the posterior distribution P (S|X, θold),

which lays the basis for the M-step. This can be formally translated to the Kalman

filter and smoothing problems [52]. Statistics of P (S|X, θold) to be computed in the

E-step are first- and second-order moments:
EX,θold{s(t)} = µ̂t,

EX,θold{s(t)s(t− 1)>} = Jt−1V̂t + µ̂tµ̂
>
t−1

EX,θold{s(t)s(t)>} = V̂t + µ̂tµ̂
>
t

(3.19)

To this end, Kalman filters are first employed to calculate the posterior distribution

P (s(t)|x(1), . . . ,x(t), θold) ∼ N (µt,Pt) sequentially:

Pt−1 = FVt−1F
> + Γ,

µt = Fµt−1 + Kt[x(t)−HFµt−1],

Vt = (Iq −KtH)Pt−1,

Kt = Pt−1H
>
(

HPt−1H
> + Σ

)−1

(3.20)
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Parameters in (3.19) are then derived from the Kalman smoother equations:
µ̂t = µt + Jt(µ̂t+1 − Fµt),

V̂t = Vt + Jt(V̂t+1 −Pt)J
>
t ,

Jt = VtF
>P−1

t

(3.21)

with initializations of µ̂T = µT , V̂T = VT .

3.3 A Probabilistic Monitoring Scheme

3.3.1 Monitoring statistics design

Upon deriving all model parameters θ of NS-PSFA via the EM algorithm, we can

proceed with the online implementation of the monitoring scheme, which is based on

estimating PSFs with online measurements and then defining monitoring statistics.

Because NS-PSFA is essentially an LDS, the Kalman filtering technique can be applied

conveniently for online estimation of PSFs [25]:

s(t) = Fs(t− 1) + K[x(t)−HFs(t− 1)] (3.22)

where K = PH>(HPH>+ Σ)−1 is the steady state gain matrix, with P obtained by

solving the algebraic Riccati equation:

P = FPF> + Γ− FPH>(Σ + HPH>)−1HPF>. (3.23)

Note that non-stationary and stationary PSFs can be estimated jointly. To de-

velop the monitoring scheme, monitoring statistics are required to provide insight

into process conditions. Thanks to the clear interpretation of PSFs, various moni-

toring statistics can be defined to characterize steady states and process dynamics,

respectively. First, stationary PSFs ss(t) characterizes stationary variations of rou-

tine operations, and devising statistics based on the steady-state distribution of ss(t)

will be helpful for detecting potential operating condition deviations. To this end,

the Hotelling’s T 2 statistic and the squared prediction error (SPE) are defined based

upon ss(t):

T 2
s = s>s (t)ss(t), (3.24)
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SPEs = ‖xs(t)−HssFsss(t− 1)‖2
Φ−1

ss
, (3.25)

where xs(t)−HssFsss(t−1) denotes the one step prediction error of stationary process

variables. The static covariance matrix Φss can be obtained as follows:[
Φnn Φns

Φsn Φss

]
= Φ = H(FVF> + Γ)H> + Σ, (3.26)

V = (I−KH)P. (3.27)

Notice that non-stationary variations typically arises from external disturbances.

Monitoring the steady-state of non-stationary variations in sn(t) could induce false

alarms and is thus unnecessary [17]. This is because in the random walk model the

steady-state may show drifting behaviors and has a continuously increasing variance.

Conversely, it is rational to monitor its temporal dynamics whose statistical properties

do not vary over time. It has been recognized that temporal dynamics acts as an

important indicator of control performance, since once controlled variables cannot

be stabilized around their setpoints, controllers will maker unusual compensating

behaviors [14]. In order to monitor process temporal dynamics, a popular approach

is to resort to the distribution of the time-difference of features ṡ(t). To do so, S2
s

and S2
n statistics are constructed to monitor stationary dynamics and non-stationary

dynamics, which are based on stationary and non-stationary features, respectively:

S2
s = ṡs(t)

>Ω−1ṡs(t), (3.28)

S2
n = ṡn(t)>Γ−1

n ṡn(t). (3.29)

where Ω = diag{2(1−λ1), · · · , 2(1−λq)} is the covariance matrix of ṡs(t), as indicated

by (3.4). The covariance matrix of ṡs(t) is given by Γn due to its random walk

properties. From all developed statistics, control limits can be set as quantiles of

χ2-distributions because of the Gaussian assumption made upon s(t).

In summary, there are four monitoring statistics with different physical implica-

tions in the proposed monitoring scheme. In monitoring, for the stationary varia-

tions, the steady-state and temporal dynamics are monitored, whereas, for the non-

stationary variations only monitors dynamics. In particular, the T 2
s and SPEs moni-

toring statistics are based on steady-states of stationary variations and are free from
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non-stationary variations, which can be used to identify operating conditions devia-

tions associated with stationary process variables under feedback control. Alterna-

tively, the S2
s and S2

n statistics are responsible for detecting alterations in stationary

and non-stationary temporal dynamics, respectively.

In practical use, the integration of monitoring statistics provides thorough infor-

mation about process operation status, relieving the uncertainty of alarms, and assists

practitioners to properly understand operating status. For example, if T 2
s and SPEs

exceed control limits thereof, yet S2
s and S2

n remain plausible, the process is deemed to

move to a new steady-state while being under control with sound dynamics. Hence,

it is unnecessary to trigger alarms. Conversely, if S2
s or S2

n issues an alarm, non-

stationary, or stationary dynamics are considered to be disrupted, thereby implying

the occurrence of control performance changes and a possibly more difficult situation

than the previous one. Practitioners can also analyze other situations according to

interpretations of statistics together with process-specific knowledge and experience.

Hence, the proposed scheme is in sharp contrast to existing LDS-based monitoring

methods [50, 53], where monitoring statistics can only indicate some process changes

with ambiguous information delivered.

3.3.2 Monitoring scheme design

Figure 3.1 summarizes the schematic of the proposed NS-PSFA-based monitoring

framework, which consists of the modeling stage and the implementation stage. In

the offline modeling stage, the NS-PSFA model is obtained by first performing the

ADF test onto historical data, and then executing the EM algorithm to derive model

parameters. During online implementations, the Kalman filter is adopted to obtain

estimates of non-stationary and stationary PSFs. PSFs are utilized to generate four

monitoring statistics that determine anomalies with different physical meanings.

3.4 Case Studies

3.4.1 Continuous Stirred Tank Reactor Simulation

In this section, a simulated continuous stirred tank reactor (CSTR) process with

both non-stationary and stationary dynamics is utilized to showcase the monitoring
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Figure 3.1: Schematic of the probabilistic monitoring framework

capabilities of the proposed method. The CSTR has a single feed stream that contains

the reactant, a product stream, and a reactor cooling water stream. The underlying

principle can be described by following differential equations [54]:

dCA

dt
=

q

V
(CAf − CA)− k0e

− E
RT CA + v1

dT

dt
=

q

V
(Tf − T )− ∆H

ρCp

k0 e
− E

RT CA +
UA

V ρCp

(Tc − T ) + v2

(3.30)

where the variables are, q feed flow rate, CA the concentration, T reactor tempera-

ture, Tc the cooling water temperature, CAf the feed concentration, and Tf the feed

temperature. For the simulation, [CA, T ]> are controlled variables, while [Tc, q]
> are

manipulated variables. Two PID controllers are utilized as K2(K1 + Tds + T1/s)ε,
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with ε being the control error ε = [CA−C∗A, T −T ∗]>. The default parameter setting

has been given in [9] and is omitted here.

In the nominal case, process fluctuations are caused by system noises {v1, v2},

which are modelled as colored Gaussian noises, as well as Tf , which is a random walk

process Tf(t) = Tf(t − 1) + eTf (t), eTf ∼ N (0, 0.152) to describe the non-stationary

dynamics in the feed temperature induced by the upstream unit. Hence, there exist

non-stationary and stationary variations simultaneously. The sampling time is set

as ∆t = 10s to collect five measured process variables {CA, T, Tc, q, Tf}. Thanks

to the feedback control, T and CA as controlled variables are stationary. Since Tc

counteracts the non-stationary variations in Tf to stabilize the reactor temperature

T , non-stationary yet normal variations continually occur in Tc. This is also confirmed

by the ADF test, which recognizes Tc and Tf as non-stationary variables and the other

variables as stationary ones.

1000 normal samples are collected from nominal process operations to build a

training dataset, which is utilized to develop monitoring models. For this work, 4

stationary PSFs and 2 non-stationary PSFs are used in the NS-PSFA model based on

the EM algorithm. Concerning comparison, CVA, which has been used extensively

in recent years for process monitoring applications, is established. [55]. T 2 and SPE

statistics are calculated with the CVA model, and all control limits are calculated

with the confidence of 99%.

Next, we investigate the out-of-sample performance of two monitoring schemes

based on three deliberately designed test scenarios with distinct mechanisms, each of

which includes 1400 samples. In the first scenario, a step change is imposed upon

Tf at the 400th sample. As the effect of Tf is mitigated by manipulating Tc, pro-

cess dynamics, as well as closed-loop control performance, there is no need to issue

alarms. Depicted results of NS-PSFA and CVA are in Figure 3.2. Clearly, CVA is

prone to considerable false alarms after the occurrence of the step change, whereas

NS-PSFA yields much lower false alarm rates (FARs) and better interpretations. On

one hand, the compensating behavior of controllers around the 400th sample can be

clearly observed; on the other hand, both non-stationary and stationary dynamics

recover immediately, as indicated by S2
n and S2

s . Moreover, T 2
s and SPEs also im-

ply that steady operating conditions are not affected. In this sense, the proposed
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Figure 3.2: Monitoring results for test scenario 1 utilizing CVA

monitoring scheme can well accommodate nominal non-stationary variations under

closed-loop control and leads to meaningful information by a synthesis of four moni-

toring statistics.

The second case is administered by an increase in the variance of the random-

walk model of Tf , i.e. eTf ∼ N (0, 0.42) after the 400th sample. In this case, non-

stationary process dynamics get affected because Tc works aggressively and opposite

to counteract the increase in non-stationarity of Tf , while stationary dynamics is

almost intact due to feedback control, which can be inspected from control errors.

Figure 3.4 summarizes the monitoring results, where CVA could signify the occurrence

of an anomaly. By contrast, NS-PSFA showcases that only non-stationary dynamics

are significantly affected since only the S2
n index exceeds its control limit frequently,

which essentially differs from the first scenario. One can interpret the monitoring

result of NS-PSFA as that the dynamics anomaly primarily arises from some external

non-stationary disturbances.

In the third case, an internal dynamics anomaly is introduced by enlarging the

variances of internal system noises v1 and v2. From (3.30), both process dynamics,

and the operation condition will be simultaneously disturbed. Monitoring results are

26



0 200 400 600 800 1000 1200 1400
0

20

40

S
2 n

0 200 400 600 800 1000 1200 1400
0

100

200

T
2 s

0 200 400 600 800 1000 1200 1400
0

50

S
P

E
s

0 200 400 600 800 1000 1200 1400

Sample Number

0

50

S
2 s

Figure 3.3: Monitoring results for test scenario 1 utilizing NS-PSFA
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Figure 3.4: Monitoring results for test scenario 2 utilizing CVA

shown in Figure 3.6. Similar to the previous case, CVA can recognize the anomaly;

however, one cannot distinguish their difference in detail. Utilizing a combination of

interpretable monitoring statistics, NS-PSFA determines that both (non-stationary

and stationary) process dynamics and steady states are disrupted, and the root-cause

anomaly probably arises from the internal.

3.4.2 Three-phase flow facility process

The Three-phase Flow Facility at Cranfield University was designed to provide con-

trolled and measured flow rates of water, oil, and air to a pressurized system for

industrial processes [56]. The test area for the three-phase facility includes separa-

tors and connecting pipelines. The facility can be operated under changing process

conditions, as it can handle a single phase of air, water, and oil, or a mixture of these

three different fluids. The fluid mixtures for the process are to be separated in a

three-phase separator. From the three-phase separator, air for the process is vented

to the atmosphere, whereas oil and water are transported from the separator to their

respective coalesces. In their respective coalesces, fluids are further separated and re-

turned to their respective storage tanks. Additional information on the experimental

28



0 200 400 600 800 1000 1200 1400
0

20

40

S
2 n

0 200 400 600 800 1000 1200 1400
0

100

200

T
2 s

0 200 400 600 800 1000 1200 1400
0

50

S
P

E
s

0 200 400 600 800 1000 1200 1400

Sample Number

0

50

S
2 s

Figure 3.5: Monitoring results for test scenario 2 utilizing NS-PSFA
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Figure 3.6: Monitoring results for test scenario 3 utilizing CVA

setup may be found in [56].

The process is known to have time-varying non-stationary process characteristics.

It contains two process inputs, including air and fluid flow rates, which are deliber-

ately varied to obtain three different datasets standing for nominal operations under

changing conditions, denoted by T1, T2, and T3. In total, 20 different combinations

of water and airflow rates are introduced in each normal dataset. Switches between

these combinations ensure that three normal datasets are representative of typical

non-stationary time-varying operating conditions [56].

It has been pointed out that the pressure in the mixture zone 2” line shall not

be used for modeling and monitoring; hence 23 out of 24 process variables are used

for analysis and monitoring. Meanwhile, six different faulty datasets were created

with typical process malfunctions. To train the non-stationary PSFA model, the T3

dataset is utilized because of its representation [56]. Harnessing the ADF test, 13 out

of 23 process variables are found to be non-stationary and subject to the influences of

varying process condition changes, based on which the EM algorithm is executed. For

model development, 15 non-stationary and 7 stationary PSFs are utilized. The EM

algorithm converges in 50 iterations between the E-step and M-step. The proposed

method is tested against both PCA and CVA to determine if monitoring performance
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Figure 3.7: Monitoring results for test scenario 3 utilizing NS-PSFA
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can be improved by utilizing the proposed NS-PSFA-based monitoring scheme. For

comparing the proposed method, the CVA code provided by Ruiz and co-workers [56]

is used without modifications. Two monitoring statistics are calculated and used for

CVA as well as PCA, namely, T 2 and SPE monitoring statistics. All control limits

are computed with confidence of 99%.

Generalization capability on nominal data under changing conditions

If a model fits training data well, but with a poor generalization capability, a high

FAR can be induced, making the derived monitoring scheme more sensitive to distur-

bance and less reliable for online implementation. FARs are calculated for NS-PSFA,

CVA, and PCA to determine the performance on out-of-sample normal datasets T1

and T2, as reported in Table 3.1. Notice that each algorithm utilizes different moni-

toring statistics, with PCA and CVA utilizing T 2 and SPE, and the proposed method

utilizing SPEs, S
2
s , S

2
n, and T 2

s . For the CVA and PCA methods, a general guideline

to trigger alarms is to inspect whether any monitoring statistic exceeds the control

limit thereof [57], which could occur for both operation condition switches and process

anomalies. For the NS-PSFA-based monitoring scheme, it can differentiate between

operating condition changes and process anomalies. Specifically, only if the S2
s or S2

n

monitoring statistic goes beyond the limit, the system is indicated to have process

anomalies, and alarms shall be issued. Otherwise, when a steady operation condition

change is detected, alarms can be removed. Hence, for the NS-PSFA method, FARs

of S2
s and S2

n are computed.

Table 3.1: False Alarm Rates for T1 and T2 Nominal Dataset of PSFA, CVA, PCA
Algorithms (%)

Model Statistics T1 T2 Average

PSFA
S2
s 0.30 1.50 0.90
S2
n 0.20 1.27 0.73

CVA
T 2 0.01 7.80 3.90

SPE 0.12 0.09 0.11

PCA
T 2 100.00 100.00 100.00

SPE 100.00 100.00 100.00
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The T1, T2, and T3 datasets are not the equivalent in development. Therefore,

it has been challenging to furnish low FARs for a variety of MSPM methods [56].

Utilizing PCA for monitoring does not generalize well on the T1 and T2 datasets,

as demonstrated by the algorithm producing a FAR of 100% on the T 2 and SPE

monitoring statistics. This result occurs as the PCA model develops on a single model,

and any condition that is different from a nominal condition may be recognized as

faulty. In contrast, the CVA method yields an average FAR of 3.90% and 0.11% for

the T 2 and SPE statics, which shows its much better abilities generalizing on the

T1 dataset, however, still produces a high FAR of 7.8% for T 2 when tested on the

T2 dataset. For the NS-PSFA monitoring scheme, the average FAR on these two

datasets utilizing the S2
s and S2

n monitoring statistics is less than 1%, which exhibits

a satisfactory generalization capability under widely-changing non-stationary process

operations.

Sensitivity to pre-specified process faults

To compare the monitoring scheme based on NS-PSFA with CVA and PCA meth-

ods, two typical process faults, which are a separator input blockage and an open

direct bypass, respectively, are used. The first fault, namely the case 3 of fault 3,

is utilized where the fault begins at the 596th sample and terminates at the 9566th

sample. Figure 3.8 shows the monitoring results for the PCA, CVA, and NS-PSFA

algorithms, and the T3 dataset is used to train all models. In Figure 3.8(a), PCA is

unable to fit process data well, as evidenced by being above the control limit before

the fault occurs, which may undermine the entire monitoring system. Monitoring

results of CVA showcase that CVA effectively detects the fault as it occurs by both

T 2 and SPE statistics. However, they cannot supply other information regarding the

type of fault occurrence. When applying the CVA algorithm for online monitoring,

it is uncertain whether faults that are detected by operation condition changes, or

rather, process anomalies. Monitoring results from the NS-PSFA algorithm contain

two additional dynamics-specific monitoring statistics S2
s and S2

n. These two statis-

tics provide additional information when combined with the T 2
s and SPEs monitoring

statistics. As the T 2
s and SPEs statistics quickly detect deviations in a steady-state

sense, the S2
s and S2

n statistics gradually also uncover both non-stationary and sta-
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Figure 3.8: Monitoring results utilizing (a) PCA, (b) CVA, (c) NS-PSFA monitoring
schemes for Fault 3, Case 3
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tionary dynamics anomalies. As time goes by, the process gradually stabilizes, and

hence S2
s becomes normal; nevertheless, the process moves to a different steady-state,

as indicated by T 2
s and SPEs, and the non-stationary dynamics remains abnormal, as

indicated by S2
n. Therefore, the NS-PSFA monitoring scheme can provide knowledge

about process status by using monitoring statistics with clear physical interpretations.

The second scenario (fault 4, case 2) involves an open direct bypass between the

mixing point and the three-phase separator by introducing a gradual leakage, which

is revealed at the 851st sample and ends at the 3851st sample. Figure 3.9 shows the

corresponding monitoring results. Similar to the above case study, PCA is still prone

to false alarms at the beginning. The CVA algorithm successfully showcases the fault

since the SPE monitoring statistic does not decrease below the control limit during

the fault occurrence. However, the T 2 statistic keeps below the threshold despite

apparent variations. This result indicates that there exists a model mismatch since

the threshold must be carefully re-tuned to give a consistent detection performance.

Most importantly, it lacks abilities to uncover additional physical information from

the system, such that practitioners receive vague information. As for the NS-PSFA

monitoring scheme, the result appears to be much more rational and interpretable

in that faulty process operations manifest different characteristics in different stages.

After the fault reveals itself significantly (about 1250th sample), all monitoring statis-

tics quickly spike above their control limits. Afterward, all statistics gradually recede,

which indicates the compensating behavior of controllers and the entire course of sta-

bilization. Finally, after the 2600th sample, process dynamics return to normal at a

newly created working point, as suggested by SPEs still lying above the threshold.

After the fault disappears, around the 3900th sample, the short-lived dynamics in-

duced by compensating behaviors of controllers is observed, based on all monitoring

statistics. In this sense, the combination of four monitoring statistics of NS-PSFA

provides additional interpretable information regarding the system status, which is

in good correspondence with the process mechanism.
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Figure 3.9: Monitoring results utilizing (a) PCA, (b) CVA, (c) NS-PSFA monitoring
schemes for Fault 4, Case 2
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Chapter 4

Industrial applications of NS-PSFA
algorithm

Research on electric submersible pumps (ESPs) longevity [58], decrease of failures [59],

and maritime optimization [60] is have been explored. However, ESP optimization

for technologies particular to Canadian steam-assisted gravity drainage (SAGD) and

oil sand processes is unrealized. The NS-PSFA algorithm is employed for industrial

application on ESPs as ESPs have recurring operational concerns that can produce

early failures. ESPs are an effective agent to test the NS-PSFA algorithm, as the time-

series is non-stationary. The objective of the application on ESPs is to employ the NS-

PSFA algorithm on data from ESP operation and monitoring scheme to distinguish

irregularities. A second goal of the study is to discover if failures of an ESP can be

determined before they occur.

4.1 Case Study on Electric Submersible Pumps

Optimizing ESP performance utilizing data-driven modeling is crucial to reducing

maintenance costs and inept runtime [61]. There are former studies that outlined

constructing a monitoring scheme that collected, transmitted, and analyzed data to

recognize and diagnose issues with ESP operations [62]. The NS-PSFA algorithm

developed in this Thesis utilizes data-driven modeling, whereas preceding approaches

utilized first-principle modeling.
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4.1.1 Steam-assisted gravity drainage process with electric
submersible pump application

Figure 4.1 is the process schematic for a typical SAGD operation in the petroleum in-

dustry, utilizing an ESP. In the SAGD process, fluids are extracted from underground

Figure 4.1: Electric submersible pump operating schematic in SAGD operation

to the surface, notably oil and gas, are lifted to the surface by artificial lift. The ESP

is a form of artificial lift that provides additional energy to lift fluids to the surface.

During SAGD operation, two wells are utilized to extract petroleum fluids to the

surface. These two wells are an injector well and a producer well, which respectively,

are the top and bottom wells in Figure 4.1. High-pressure-steam (HPS) is pumped

from the injector well, into a reservoir. The goal of using HPS is to decrease the

viscosity and increase the temperature of fluids inside the reservoir to be extracted.

Due to the decrease in viscosity, fluids reach a level of fluidity that allows efficient

extraction via ESP. For an SAGD process, the ESP is part of the producer well.

4.1.2 Data preprocessing

Variables chosen from the producer well for modeling the ESP operation utilizing the

NS-PSFA algorithm include the bottom hole pressure, ESP frequency, ESP motor

current, tubing pressure, and tubing temperature. These five variables are the typ-

38



ically measured variables in an ESP installation. For each ESP analyzed, these five

variables have less than 10% of missing data we have recieved. Data preprocessing is

essential before feature engineering and model development.

Figure 4.2: NS-PSFA data preprocessing schematic
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The schematic of data preprocessing for the process monitoring application of

ESPs utilizing the NS-PSFA algorithm is found in Figure 4.2. Industrial data is

extracted for each ESP operation from a historical database or a cloud database.

Afterward, data preprocessing transpires where data is mean normalized, and process

tags are removed, for proprietary reasons. Only ESPs that have more than 50,000

data samples are utilized for training and modeling to ensure each NS-PSFA model

has sufficient data for model training and testing. Each ESP dataset that achieves

this criterion has data imputed by removing rows that have missing data.

Table 4.1: Data partitioning of training, test, and validation data sets for case studies
of ESP 1, ESP 2, and ESP 3 (%)

Equipment Case Study Training dataset Test dataset Validation dataset

ESP 1
1-1 70.00 30.00
1-2 70.00 30.00
1-3 40.00 60.00

ESP 3
2-1 67.00 33.00
2-2 22.00 78.00
2-3 22.00 78.00

ESP 3
3-1 40.00 60.00
3-2 20.00 60.00 20.00

The modeling pipeline has data separated into training, validation, and test

datasets. Once data is partitioned into training, test, and validation data sets, the

ADF test is administered employing training data to determine which variables are

stationary or non-stationary. Partitioning of non-stationary and stationary variables

into categories is based on ADF test results. Initialization of non-stationary and sta-

tionary process data in the learning algorithm begins training and optimizing model

parameters.

Data from 3 ESP installs are available. Operational data from an industrial spon-

sor is normalized and utilized. Each ESP install has the sampling time set as ∆t = 5m

to collect five measured process variables. ESP 1 contains 71,000 data samples, ESP

2 contains 180,000 data samples, and ESP 3 contains 294,000 data samples. In Sec-

tion 4.2.1, ESP 1 and ESP 3 are utilized to investigate log-likelihood convergence

during model training of the NS-PSFA algorithm. ESP 1 has 50,000 data samples

utilized to train the NS-PSFA model and ESP 3 has 200,000 data samples utilized
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to train its model. Utilizing 50,000 data samples for ESP 1 and 200,000 for ESP 2

is done to determine if different sized data sets reflect changes in the convergence

of log-likelihood value. Each model is trained using 80 iterations utilizing 5 PSFs, 1

stationary PSFs and 4 non-stationary PSFs, respectively, based on the EM algorithm.

Afterward, ESP 1 utilizes 50,000 data samples and is initialized for five instances to

determine if increased initializations of the NS-PSFA algorithm is advantageous in

the convergence of log-likelihood.

Section 4.2.2 studies the utilization of the NS-PSFA algorithm to monitor ESP 1,

ESP 2, and ESP 3 and realize the goals outlined in the preface of Chapter 4. Each

case study for all ESPs utilizes 45 iterations through the EM algorithm. For each

case study, the partitioning of datasets is presented in Table 4.1. The presentation of

three distinct case studies for ESP 1 is in Section 4.2.2. Case study 1-1 trains the NS-

PSFA algorithm utilizing 4 non-stationary PSFs and 1 stationary PSF. Case study 1-2

investigates utilizing 4 non-stationary PSFs and 2 stationary PSFs to model the NS-

PSFA model. Determining if stationary monitoring statistics S2
s , T

2
s , and SPEs can

detect operation condition changes and anomalies with greater accuracy, additional

stationary PSFs are employed. Case study 1-3 investigates to ascertain if this trained

model can become fine-tuned to operating condition changes and process anomalies.

Case study 1-3 is trained utilizing 4 non-stationary PSFs and 1 stationary PSF.

The investigation of three case studies for ESP 2 is in Section 4.2.2. Case study 2-

1 trains the NS-PSFA algorithm based on the EM algorithm, where 3 non-stationary

PSFs and 2 stationary PSFs are used. Case study 2-2 investigates utilizing 3 non-

stationary PSFs and 2 stationary PSFs to model the NS-PSFA model. Results of case

study 2 showcase the NS-PSFA model, perhaps over-generalizes process data; thereby,

when applied on the system, it loses the ability to determine operating condition

changes and anomalies. Thereby, data is partitioned in this fashion to determine if

the model results in stronger sensitivities while detecting operation condition changes

and anomalies. Case study 2-3 investigates utilizing an additional PSF for NS-PSFA

modeling.

The examination of two case studies for ESP 3 is in Section 4.2.2. Case study

3-1 trains the NS-PSFA algorithm utilizing 3 non-stationary PSFs and 2 stationary

PSFs are used. Case study 3-2 investigates utilizing 3 non-stationary PSFs and 2
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stationary PSFs to model the NS-PSFA model. Validation data is utilized in case

study 3-2 for ESP 3, as ESP 3 possesses 40% and 76% more data than ESP 2 and

ESP 1, respectively. By possessing a plethora of process data, data is reserved for

validation to confirm the fit of the NS-PSFA model before application on monitoring

data. Based on the results of ESP case study 3-2, the T 2
s control limit is adjusted for

online monitoring.

Section 4.3 examines a case study where the NS-PSFA algorithm learns param-

eters from a specific ESP; and then implements the prepared model on a different

ESP. The model is prepared to utilize ESP 3 data, where the dataset has been par-

titioned to possess approximately 50% training data and 50% validation data. For

this employment of the NS-PSFA algorithm, 3 stationary PSFs and 2 non-stationary

PSFs are employed in the NS-PSFA model. The goal of the application of this pre-

trained NS-PSFA algorithm on a different ESP application is to achieve application

objectives identified in the preface of Chapter 4 when utilizing different time-series

data. For online application, a 95% control limit is utilized for the T 2
s monitoring

statistic. Testing of the NS-PSFA monitoring scheme versus the CVA method is con-

ducted. The CVA algorithm utilizes the T 2 and SPE monitoring statistics. The CVA

algorithm is equipped to employ a 99% control limit for both monitoring statistics.

The process schematic for modeling the NS-PSFA algorithm for industrial appli-

cations is in Figure ??. First, data is loaded into the operation, then partitioned into

different datasets. Subsequently, the ADF test partitions data variables as stationary

or non-stationary. The initialization of the EM algorithm occurs by choosing the

number of PSFs and parameter guesses. A model is selected, to which the Kalman

Filter is applied to extract PSFs. The calculation of monitoring statistics proceeds.

The NS-PSFA model then can be adopted for online monitoring.

4.2 Results and Discussion

4.2.1 EM Algorithm model training termination point and
initialization

Once training completes through the EM algorithm, proceeding to update model pa-

rameters is not advantageous based on the marginal benefit gained when contrasted
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Figure 4.3: NS-PSFA schematic for modeling industrial processes
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to the time necessary to train the algorithm on an iteration. Locating the termination

point of the EM algorithm for model training of the NS-PSFA algorithm is in Figures

4.4(a) and 4.4(b). For both Figure 4.4(a) and 4.4(b), the black dotted line denotes

where the termination point of model training should occur, and the red star denotes

at which value the termination occurs. At the termination point of training, each ad-

ditional iteration afterward provides less than 0.05% gain in raising the log-likelihood

value.

Figures 4.5(a) and 4.5(b) showcase five different initialization results of the NS-

PSFA algorithm. The difference in log-likelihood values from the model with the

highest log-likelihood value to the model with the lowest log-likelihood value is 34.4%.

It is ideal for performing random initializations of the NS-PSFA algorithm as log-

likelihood values can converge to higher values.

4.2.2 ESP monitoring

ESP 1 process monitoring

Monitoring results of data for case study 1 of ESP 1 are plotted and seen in Fig-

ure 4.6(a) and Figure 4.6(b). During model training, non-stationary dynamics from

monitoring statistics S2
n discovers two periods of non-stationary irregularities that

the model realizes. Respectively, this occurs from data samples 5,000 to 15,000 and

25,000 to 31,000. Once disturbances concede, non-stationary process dynamics stay

below calculated 99% control limits. Following the 35,000th data sample, stationary

process dynamics from the S2
s monitoring statistic increment in value and oscillate

at a value merely below the 99% control limit. Stationary dynamics are affected

comparatively quickly, which occurs due to an anomaly.

Stationary dynamics and statics from test data utilizing the monitoring statistics

S2
s and T 2

s and SPEs, are close to the 99% control limit until the 7,000th data sample.

Afterward, from the 8,000th data sample onward to the 13,500th data sample, moni-

toring statistics verify the process is not undergoing operation condition changes or

process anomalies. Ensuing, the 13,500th sample, each of the monitoring statistics

exceed their control limits. The T 2
s monitoring statistic showcases static equilibrium

issues, as it surpasses the control limit, particularly following the 13,500th data sam-
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Figure 4.4: EM model training termination via log-likelihhood curve for (a) ESP 1,
(b) ESP 2.
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Figure 4.5: Log-likelihood values from the NS-PSFA algorithm from five iterations
on (a) ESP 1 log-likelihood values, (b) ESP 1 final log-likelihood value.
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Figure 4.6: Monitoring results utilizing NS-PSFA monitoring scheme on ESP 1 case
study 1-1 utilizing (a) training data, (b) test data.
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ple. While this occurs, three monitoring statistics exceed their thresholds after this

event, with the event suggesting the monitoring threshold of T 2
s is exceeded; however,

others not exceeding indicates an operation condition change. Next, the process un-

dergoes notable faults, indicated by the S2
n monitoring statistic increasing in value

after the 17,500th sample where each of the S2
n and S2

s monitoring statistics pass

their control limits. These two monitoring statistics are either both over, or peri-

odically over their control limits until the 21,000th data sample, then the ESP fails.

An operation condition change from the T 2
s monitoring statistic and other changes in

monitoring statistics correlates with notable faults from the three other monitoring

statistics.

Results for utilizing additional stationary PSFs for modeling are shown in Figures

4.7(a) and 4.7(b). Training data in Figure 4.7(a) showcases that additional stationary

PSFs remove variations that previously affected non-stationary statics and dynamics

between the 5,000th to 15,000th data samples and 25,000th to 31,000th data samples.

When analyzing the effect of employing fewer PSFs for model development, the T 2
s

and S2
s monitoring statistics are uniform throughout the training period. Monitoring

statistics from stationary PSFs uncover strong sensitivities to process disturbances

at the 35,000th data sample and onward from data as operations change. Following

the 35,000th data sample, both T 2
s and S2

s start to top their control limits, displaying

stationary PSFs have depicted operation condition changes, that signal irregularities

in the process.

From test data, there are operation condition changes discovered from the 13,000th

data sample till the 18,000th data sample. Disturbances are recorded following the

18,000th data sample when a process anomaly affects the ESP. Supplementary distur-

bances noticed by the algorithm are identified around the 8,000th data sample. For

stationary monitoring statistics, the main disadvantage in case study 2, as seen in

Figure 4.6(b), the T 2
s monitoring statistic proposed operational changes that occurred

before separate monitoring statistics. Beyond this acumen, the algorithm functions

likewise to case study one for ESP 1; however, stationary monitoring statistics reveal

operation condition changes and anomalies more effectively.

Results are presented in Figure 4.8(a) and Figure 4.8(b) for case study 3 on ESP 1.

In Figure 4.8(a), non-stationary fluctuations from monitoring statistic S2
n occur from
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Figure 4.7: Monitoring results utilizing NS-PSFA monitoring scheme on ESP 1 case
study 1-2 utilizing (a) training data, (b) test data.
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Figure 4.8: Monitoring results utilizing NS-PSFA monitoring scheme on ESP 1 case
study 1-3 utilizing (a) training data, (b) test data.
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the 5,000th to 15,000th data samples, where the control limit is iteratively exceeded.

Following the 25,000th data sample, non-stationary monitoring statistics raise in value,

whereas, stationary monitoring statistics values decrease. The T 2
s values in 4.8(a)

depict values of this statistic that are close to the control limit. As a control limit is

used to determine when disturbances occur, values that are consistently very close to

the control limit value can become problematic.

Stationary process data depicts operation condition transitions from testing data

in Figure 4.8(b) directly following model deployment. Operation condition changes

represented from the SPEs and T 2
s stationary monitoring statistics start at the 2,500th

data sample and do not halt until the pump fails. Alarms do not occur as process

dynamic monitoring statistics do not exceed control limits in tandem with the T 2
s and

SPEs monitoring statistics. At specific periods during the industrial process, alarms

are signaled as the S2
n and S2

s monitoring statistics also exceed their control limits.

ESP 2 monitoring

Results for training and test datasets of ESP 2 case study 1 are shown in Figures

4.9(a) and 4.9(b). From training results in Figure 4.9(a), the S2
s and S2

n statistics

exceed control limits at different time periods. The physical depiction this result

exhibits is the NS-PSFA model’s monitoring scheme can distinguish between process

anomalies and operation condition changes with ease. In ESP 2 case study 1, the

S2
n and S2

s monitoring statistics uncover cohesive patterns from data variables that

symbolize either operation condition changes or process anomalies.

Test results for monitoring ESP 2 case study 1 in Figure 4.9(b) depict process

issues that subsist between the 10,000th and 40,000th data samples as seen by the

S2
n and S2

s monitoring statistics overtaking control limits. The main drawback is the

NS-PSFA model is conceivably overfitted from model training, as the T 2
s and SPEs

monitoring statistics do not exceed their control limits in connection with the S2
s

monitoring statistic.

Results for ESP 2 case study 2 are seen in Figure 4.10(a) and Figure 4.10(b),

respectively. From monitoring results in Figure 4.10(b), all four monitoring statistics

reveal severe sensitivities to operation condition changes and process anomalies, as ev-

idenced by transcended control thresholds. An upside of a training algorithm utilizing
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Figure 4.9: Monitoring results utilizing NS-PSFA monitoring scheme on ESP 2 case
study 2-1 utilizing (a) training data, (b) test data.
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Figure 4.10: Monitoring results utilizing NS-PSFA monitoring scheme on ESP 2 case
study 2-2 utilizing (a) training data, (b) test data.
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less training data is that it is more adept at processing variations and disturbances.

Therefore, there is a more potent sensitivity towards anomalies that promotes repair-

ing them as they transpire. A downside of using a model with a strong sensitivity is

that the trained model can be oversensitive to process fluctuations and trigger false

alarms, making application challenging. This result is evidenced by the S2
n monitor-

ing statistic residing close to the 99% control threshold for the widespread majority

of the test data during model application. Employing fewer data can have drawbacks

for parameter learning and when training a model.

Results for ESP 2 case study 3 supplementing a stationary PSF for model training

has results presented in Figure 4.11(a) and Figure 4.11(b). From monitoring results,

the responsiveness of the S2
n monitoring statistic decreases. In turn, this reduces

alarms raised by S2
n during model training.

Monitoring results for the trained algorithm for ESP 2 case study 3 are exhibited in

Figure 4.11(b). The results from this trained machine learning algorithm, in contrast

with the previously trained NS-PSFA model for ESP 2 case study 2 in Figure 4.10(b),

describe similar faults from training data. The SPEs and S2
s monitoring statistics

discover anomalies and operation condition changes that transpire in the process

among the 85,000th and 120,000th samples. For ESP 2 case study 3, there does not

seem to be any meaningful differences to process dynamics or statics that happen

before the ESP fails.

ESP 3 monitoring

Results in Figure 4.12(a) and Figure 4.12(b) showcase results from the trained NS-

PSFA model for ESP case study 1. From training data in Figure 4.12(a), the T 2
s

control limit for training data is 900% greater than the mean value of the T 2
s statis-

tic. This phenomenon can occur due to the utilization of a 99% percentile control

limit. If training data is uniform, resulting control limits can pose problems in their

effectiveness in online implementation. This ineffectiveness is because outliers can

heavily influence the 99% control limit. A second observation from Figure 4.12(a) is

monitoring results from all four monitoring statistics appear to be consistent across

120,000 training samples. As data variables change during operation, the model is

most likely over-generalized from model training.
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Figure 4.11: Monitoring results utilizing NS-PSFA monitoring scheme on ESP 2 case
study 2-3 utilizing (a) training data, (b) test data.
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Figure 4.12: Monitoring results utilizing NS-PSFA monitoring scheme on ESP 3 case
study 3-1 utilizing (a) training data, (b) test data.
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Monitoring results from Figure 4.12(b) depict comparable verdicts from training

data results in Figure 4.12(a), concerning uniformity of data. From the first data

sample until the final data sample, the T 2
s and SPEs monitoring statistics do not

surpass their control limits. The S2
s monitoring statistic periodically exceeds its con-

trol limit, indicating there are physical anomalies. At the 110,000th data sample,

there is a noticeable dynamic change that occurs, affecting non-stationary process

data indicated by the S2
n monitoring statistic. As alarms are raised for the system as

anomalies occur, the monitoring scheme for the application is effective at detecting

disturbances.

Results from model training and validation of ESP 3 case study 2 are seen in

Figures 4.13(a) and 4.13(b). Results from Figure 4.13(a) exhibit utilizing less training

data has pros and cons. In Figure 4.13(a), the monitoring statistic T 2
s creates concerns

for process monitoring, as it rests above mean values from training data. If this control

limit were left as a 99% control limit, the T 2
s monitoring statistic would not be as

valuable in the derived monitoring scheme, as it could not be sensitive enough to

discover disturbances and more trivial fluctuations in the process. Therefore when

deployed online, the T 2
s monitoring statistic could conceivably not obtain physical

interpretations from the model.

A secondary case study is presented in Figure 4.14(a) and Figure 4.14(b) that

demonstrate the effects of utilizing a 95% control limit for the T 2
s monitoring statistic,

instead of utilizing a 99% control limit.

In Figure 4.14(b) results showcase utilizing the 95% control limit for T 2
s reaps

additional benefits for the monitoring scheme in this application, as it can determine

whether process operations reside outside normal operating conditions. Similar to

results from the previously trained model in Figure 4.13(b), having the S2
n monitoring

statistic can provide physical benefits in monitoring by determining process anomalies.

Results of model training and online application for ESP 3 case study 3 are plotted

in Figures 4.15(a) and 4.15(b). Each monitoring statistic describes operation condi-

tion changes and certain anomalies through training data. In particular, an unusual

pattern is depicted from S2
n monitoring statistic values, as values increase following

the 60,000th data sample, and ultimately, the T 2
s monitoring statistic values also in-

crease. As T 2
s monitoring statistic values start to rise repeatedly after the 100,000th
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Figure 4.13: Monitoring results utilizing NS-PSFA monitoring scheme on ESP 3 case
study 3-2 utilizing (a) training data, (b) validation data.
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Figure 4.14: Monitoring results utilizing NS-PSFA monitoring scheme on ESP 3 case
study 3-2 utilizing a 95% control limit on T 2

s (a) training data, (b) validation data.
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Figure 4.15: Monitoring results utilizing NS-PSFA monitoring scheme on ESP 3 case
study 3-2 utilizing a 95% control limit on T 2

s (a) training data, (b) test data.
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data sample, S2
n values periodically exceed control intervals, indicating anomalies in

the process. This pattern is seen throughout the test data, as the two monitoring

statistics maintain a connection.

4.3 Case Study of Trained ESP NS-PSFA Model

Applied on other ESP

4.3.1 Training and validating NS-PSFA model

This case study utilizes the NS-PSFA machine learning algorithm to learn parameters

and train a model.

0 2 4 6 8 10 12 14

10
4

10
0S

2 n

0 2 4 6 8 10 12 14

10
4

10
0

T
2 s

0 2 4 6 8 10 12 14

10
4

10
0

S
P

E
s

0 2 4 6 8 10 12 14

Sample Number 10
4

10
0

S
2 s

Figure 4.16: Training monitoring results from modeling ESP 3 utilizing NS-PSFA algorithm

Monitoring data from model training and parameter learning is viewed in Figure

4.16, with validation data examined in Figure 4.17. Results for training data showcase

that till the 80,000th data sample, the operation does not undergo significant process

disturbances that cause alarms, with merely small disturbances exceeding control

thresholds. After the 80,000th data sample, control thresholds begin to be surpassed.

The S2
n monitoring statistic overtakes the control interval from the 80,000th data

sample, periodically, till the failure of the ESP.

Validation data displayed in Figure 4.17 showcases application results from the

trained model developed and displayed in Figure 4.16. At the 40,000th data sample,
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Figure 4.17: Validation monitoring results from modeling ESP 3 utilizing NS-PSFA algo-
rithm
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Figure 4.18: Monitoring results from modeling ESP 3 utilizing CVA algorithm

disturbances in the process begin to occur, as a significant spike occurs from the T 2
s

monitoring statistic that exceeds the threshold, thereafter the S2
s monitoring statistic

exceeds its control intervals in conjunction from the 40,000th data sample until the

55,000th data sample. An interesting phenomenon that transpires is the T 2
s monitoring

statistic promptly exceeds its control limit before the S2
n monitoring statistic surpasses

its control limit. When the T 2
s monitoring statistic spikes and surpasses its control
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limit before other monitoring statistics exceed their control limits, then an alarm

could be raised, as a potential mechanism to detect faults. After the 60,000th data

sample, when the S2
n monitoring statistics goes beneath its control limit, soon after,

the T 2
s monitoring statistic rises beyond the control limit at the 74,000th data sample.

However, an alarm is not raised in conjunction with the S2
n monitoring statistic until

the 85,000th data sample when both statistics are beyond their control limits. Before

the spike where the S2
n monitoring statistic exceeds its control limit, the T 2

s values

quickly decreases. A relationship between T 2
s and S2

n monitoring statistics, where the

T 2
s monitoring statistic exceeds the confidence threshold before the S2

n monitoring

statistic does is noticed. Until the process fails after the 140,000th data sample, both

the T 2
s and S2

n monitoring statistics exceed their control thresholds, typically in a

parallel fashion. While the disturbance continues to disturb process dynamics for

over 60,000 samples, the process continues to deteriorate, as signified by increasing

values in T 2
s monitoring statistic. For this case study, the S2

s monitoring statistic

does not raise alarms, as it does not detect disturbances affecting dynamics as they

occur. Therefore, the NS-PSFA machine learning algorithm is capable of handling

non-stationary process data and stationary process data to generate real insights into

process disturbances. Due to the formulation and the combination of utilizing four

monitoring statistics, the faults can be predicted as they occur from the combination

of different monitoring statistics. The second goal of detecting the failure before it

occurs is realized, as three monitoring statistics diminish in value before the imminent

failure, while the T 2
s monitoring statistic lingers above its control limit and proceeds

to increase in value. This pattern can be continually tested.

Results for CVA process monitoring are exhibited in Figure 4.18. During cross-

validation, no alarms occur based on the validation data; however, from validation

data utilizing the NS-PSFA model in Figure 4.17, it is discovered that various faults

occur before the ESP fails. A drawback of utilizing the CVA method is that there

are no distinctions on utilizing stationary and non-stationary data. Physical insights

that CVA uncovers from the process are not useful in further monitoring.
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4.3.2 Application of NS-PSFA model on different ESP to de-
tect operation condition changes and process anomalies

Monitoring results from ESP 2 are presented in Figure 4.19.
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Figure 4.19: Monitoring results for applied ESP 3 NS-PSFA model on ESP 2

The first fault on ESP 2 utilizing the NS-PSFA algorithm and monitoring scheme

is depicted at the 35,000th data sample, when the S2
n and S2

s monitoring statistics

pass their control limits, depicting an anomaly in conjunction with the SPEs moni-

toring statistic. In the test application on ESP 2, the T 2
s monitoring statistic is not

perceived to be an important preliminary indicator of operation condition changes.

After the 60,000th data sample, stationary dynamics are affected as implied by the S2
s

monitoring statistic exceeding the control threshold. This phenomenon occurs during

the process, with the S2
n and S2

s , and monitoring statistics indicating significant faults

from the 60,000th to 95,000th data samples. Through the period of the 60,000th data

sample to the 95,000th data sample, the T 2
s monitoring statistic does not exceed the

control limit. As the T 2
s monitoring statistic stays underneath its control limit while

the dynamic monitoring statistics stay above their control limits, dynamic monitoring

statistics are confirmed for detecting process anomalies. After that, at the 140,000th

data sample, the SPEs monitoring statistic starts to rise sharply in value. However,

the T 2
s monitoring statistic does not escalate in value. It is remarked that the mon-
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itoring statistics S2
n, and S2

s go beneath their control thresholds significantly at the

160,000th data sample, whereas, the T 2
s and SPEs monitoring statistics proceed to

rise and approach their highest values. As the phenomenon that before the failure

of an ESP, the T 2
s and SPEs monitoring statistics continue to rise in value, whereas,

other monitoring statistics decrease significantly in value, and an additional alarm

could be triggered on a ratio of the T 2
s and SPEs monitoring statistic values with S2

s

and S2
n monitoring statistic values.
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Figure 4.20: Monitoring results for applied ESP 3 CVA model on ESP 2

Figure 4.20 showcases the results of the trained model from ESP 3 data applied

to test data on ESP 2. Comparable to results in Figure 4.18, where CVA was ap-

plied on validation data from ESP 3, alarms are not frequently raised for the CVA

algorithm in comparison to the NS-PSFA algorithm as seen in Figure 4.19. Addition-

ally, alarms that are established by the CVA method are raised spontaneously and

are not sustained, which is not a consistent finding from what is determined by the

NS-PSFA monitoring scheme. As the CVA method is incapable of determining faults

as they occur, this approach cannot accomplish the first goal determined for this case

study, whereas the NS-PSFA algorithm can discover faults as they transpire. From

the results presented in Figure 4.20, CVA does not identify any problems with the

operation before the impending failure; therefore, this issue further negatively affects

its monitoring abilities of non-stationary data.
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The NS-PSFA method showcases it can be implemented in the ESP application

to learn parameters and develop models. Afterward, trained models are capable of

achieving the two goals of detecting faults as they occur and generating alarms for

the process, as well, ascertaining a mechanism that could detect impending failures

before they occur.
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Chapter 5

Thesis summary

5.1 Conclusion

In this thesis, a novel NS-PSFA methodology is proposed to model and monitor

industrial processes with non-stationary and stationary characteristics. Its unique

advantages exist in the aptitude of succinctly modeling and monitoring various oper-

ation situations intertwined with both non-stationary and stationary variations, which

cannot be handled by conventional monitoring methods. A probabilistic framework

formulates the proposed method, which allows for efficient parameter estimation based

on the EM algorithm, as well as convenient online feature extraction based on the

Kalman filter. Four process monitoring statistics are developed and utilized for moni-

toring, which incorporates distinct physical interpretations in terms of non-stationary

and stationary dynamics anomalies, as well as steady-state deviations. A simulated

CSTR tests the abilities of the proposed method and trained models are applied in

other industrial processes to demonstrate the applicability of the research with real-

world applications. These applications include a non-stationary industrial chemical

process and an electrical submersible pump application. The proposed method gen-

eralizes satisfactorily for process data that involve changing operating conditions and

non-stationary variations and can provide comprehensive information about process

status to assist the decision-making of process practitioners better. For each case

study, the proposed NS-PSFA algorithm showcases that it can extract physical in-

sights from both non-stationary and stationary data for model training. The various

case studies show that the four monitoring statistics can represent operation changes

and dynamic disturbances effectively.
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5.2 Future Work

Various extensions of the NS-PSFA algorithm are possible. A first one would be to

include a case for missing data and using approximations on the distributions utilized.

A secondary suggestion is to create an initialization strategy for the non-stationary

section that maximizes the log-likelihood value for parameter estimation in the EM

algorithm. A third suggestion is to develop a cross-validation strategy that can per-

form different initializations cohesively, utilizing various values of SFs, speeding up

the training and validation process to maximize the parameter estimations.
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