
U n iv e rs ity  o f  A lb e r ta

O p t i m i z i n g  N e t w o r k  P e r f o r m a n c e  w i t h  C h a n g in g  a n d  U n c e r t a in  T r a f f i c

D e m a n d s

by

Y u x i L i

A  thesis subm itted to  the Faculty o f Graduate Studies and Research in  p a rtia l fu lfillm en t 
o f the requirements for the degree o f D o c to r  o f  P h ilo s o p h y .

D epartm ent o f C om puting Science

Edmonton, A lbe rta  
Fall 2006

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Library and 
Archives Canada

Bibliotheque et 
Archives Canada

Published Heritage 
Branch

395 Wellington Street 
Ottawa ON K1A 0N4 
Canada

Your file Votre reference 
ISBN: 978-0-494-23066-4 
Our file Notre reference 
ISBN: 978-0-494-23066-4

Direction du 
Patrimoine de I'edition

395, rue Wellington 
Ottawa ON K1A 0N4 
Canada

NOTICE:
The author has granted a non­
exclusive license allowing Library 
and Archives Canada to reproduce, 
publish, archive, preserve, conserve, 
communicate to the public by 
telecommunication or on the Internet, 
loan, distribute and sell theses 
worldwide, for commercial or non­
commercial purposes, in microform, 
paper, electronic and/or any other 
formats.

AVIS:
L'auteur a accorde une licence non exclusive 
permettant a la Bibliotheque et Archives 
Canada de reproduire, publier, archiver, 
sauvegarder, conserver, transmettre au public 
par telecommunication ou par I'lnternet, preter, 
distribuer et vendre des theses partout dans 
le monde, a des fins commerciales ou autres, 
sur support microforme, papier, electronique 
et/ou autres formats.

The author retains copyright 
ownership and moral rights in 
this thesis. Neither the thesis 
nor substantial extracts from it 
may be printed or otherwise 
reproduced without the author's 
permission.

L'auteur conserve la propriete du droit d'auteur 
et des droits moraux qui protege cette these.
Ni la these ni des extraits substantiels de 
celle-ci ne doivent etre imprimes ou autrement 
reproduits sans son autorisation.

In compliance with the Canadian 
Privacy Act some supporting 
forms may have been removed 
from this thesis.

While these forms may be included 
in the document page count, 
their removal does not represent 
any loss of content from the 
thesis.

Conformement a la loi canadienne 
sur la protection de la vie privee, 
quelques formulaires secondaires 
ont ete enleves de cette these.

Bien que ces formulaires 
aient inclus dans la pagination, 
il n'y aura aucun contenu manquant.

i * i

Canada
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Abstract

C om m unication networks are becoming increasingly im portan t. Because o f the growing 

demands on com m unication networks, i t  is c ritica l to  optim ize network performance. How­

ever, the tra ffic  demands on networks, includ ing bo th  the In ternet and wireless networks, 

are usually changing and uncertain, which makes op tim iza tion  of netw ork performance a 

challenging problem. In  th is  thesis, robust rou ting  schemes are investigated to  optim ize 

network performance w ith  changing and uncerta in tra ffic  demands fo r bo th  the In ternet 

and wireless networks.

For the In ternet, an efficient and deployable m u ltip a th  im plem entation o f demand- 

oblivious rou ting  is investigated to  optim ize network performance w ith o u t accurate know l­

edge o f tra ffic  demands. Extensive num erical and sim ulation studies show the excellent 

performance o f the m u ltip a th  im plem entation under varying tra ffic  demands, lin k  failures 

and an adversary attack.

For wireless networks, a tra ffic-ob liv ious energy-aware rou ting  scheme is studied. Nu­

m erical studies show th a t oblivious rou ting  can achieve the performance close to  w hat an 

oracle can achieve, especially fo r the case where there is a single sink to  receive messages. For 

both  the In te rne t and wireless networks, more accurate knowledge o f tra ffic  demands implies 

be tter performance o f oblivious rou ting , hence resulting in  be tte r network performance.

Th is  thesis research has advanced the state-of-the-art o f research fo r bo th  the In te rnet 

and wireless networks, by designing an efficient and deployable im plem entation o f demand- 

oblivious rou ting  in  the In te rne t and by relaxing the assumption of the p rio r i knowledge of 

tra ffic  demands in  op tim iz ing  the energy efficiency o f wireless networks.
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Chapter 1 

Introduction

Networks are becoming more and more im portan t, e.g., the In te rnet and cellu lar networks 

are already indispensable to  us. New applications and services are emerging, like video 

conferencing on the In te rne t and environm ental m on ito ring  w ith  wireless sensor networks, 

which pose more stringent requirements on network resources.

W ith  scarce network resources, the op tim iza tion  o f network performance is an im po rtan t 

challenge fo r network researchers and practitioners. B andw id th  is the resource for the 

Internet. The percentage o f lin k  bandw id th  usage, lin k  u tiliza tion , is a standard performance 

m etric. In  a wireless network, resources include frequency spectrum (bandw id th) and energy 

supply. Energy efficiency, an ind ica tor o f how fast energy is consumed, is a param ount issue 

in  wireless networks w ith  energy constraints. A  strategy fo r resource a llocation may take the 

form  o f a rou ting  in  the Internet, possibly combined w ith  scheduling in  wireless networks. 

Briefly, a rou ting  specifies which route(s) the tra ffic  w ill flow on and how much tra ffic  a route 

w ill accommodate. In  wireless networks in  which tim e is d ivided in to  slots, a scheduling 

specifies the tim e slot(s) during which a transm itte r can be active. I t  is desirable to  design 

strategies fo r resource a llocation to  achieve op tim a l network performance, such as th a t in  

terms o f lin k  u tiliza tio n  or energy efficiency.

Such network performance op tim iza tion  falls in to  the general research area o f tra ffic  en­

gineering, which is usually applied to  the Internet. Quoted from  [9], “ T raffic  engineering 

is concerned w ith  performance op tim iza tion  o f operational networks. In  general, i t  encom­

passes the application o f technology and scientific principles to  the measurement, modeling, 

characterization, and contro l o f In te rne t tra ffic , and the application o f such knowledge and 

techniques to  achieve specific performance objectives.”

1.1 P roblem  D efinition

W hen accurate knowledge o f the tra ffic  demands is available, op tim iza tion  o f network per­

formance like lin k  u tiliza tio n  in  the In te rnet and energy efficiency in  wireless networks can

1
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be solved by the well-known linear program m ing (LP ) network flow theory [4]. The tra ffic  

demand may be known a p rio ri in  some applications, such as in  a wireless sensor network 

in  which sensors period ica lly  report weather in form ation. However, in  m any cases, network 

tra ffic  demands are changing and uncertain.

I t  is d ifficu lt to  ob ta in  an accurate estimate o f the tra ffic  demand in  the scenario o f 

the In te rne t [8 , 13, 70], even though a large am ount o f measurement data  is available. To 

estimate the tra ffic  demand accurately is like ly  to  be d ifficu lt in  m u ltihop  wireless networks. 

Recently researchers study tra ffic  characterization in  wireless networks, m a in ly  in  a wireless 

L A N  (Local Area N etw ork), e.g. Meng et al. [44]. Even i f  an estimate is accurate, i t  is 

in  a s ta tis tica l sense, which means there is an error m arg in  w ith  the estim ation. Some 

wireless networks may be designed w ith  the expected tra ffic  demand in  m ind, for example, 

in  a sensor network where tem perature in fo rm ation  is reported periodically. However, in  

some cases, there are unexpected or unscheduled events. In  the sensor network example, the 

sensors may also need to  report tem perature changes exceeding a certa in threshold, which 

may not be predictable. Furtherm ore, the actual tra ffic  may deviate from  the expectation. 

Therefore, i t  is desirable to  allow  fo r errors, deviation and uncertainties in  tra ffic  pred iction 

when designing a rou ting  scheme. On the other hand, approxim ate knowledge o f tra ffic  

demands is made available by the recent great progress in  tra ffic  estim ation, e.g. [13, 18, 

32, 43, 61, 70, 71]. Thus, i t  is desirable to  take advantage o f the approxim ate knowledge of 

tra ffic  demands where i t  is available.

In  th is  thesis, the problem  o f designing rou ting  schemes robust to  changing and uncer­

ta in  tra ffic  demands is investigated fo r bo th  the In te rnet and wireless networks. A lthough 

oblivious rou ting  needs centralized com putation based on network topology in fo rm ation, the 

resultant rou ting  is fu lly  d is tribu ted , since no fu rthe r network in fo rm ation  is needed. 1

For the In ternet, Applegate and Cohen [8 ] investigate demand-oblivious rou ting  to  op­

tim ize netw ork performance w ith  respect to  lin k  u tiliza tio n  w ithou t accurate knowledge of 

tra ffic  demands. However, i t  is n o n -triv ia l to  im plem ent the rou ting  scheme in  [8 ], since a 

large number o f routes may be required and rou ting  loops may be formed. In  th is thesis, 

firs t a m ethod is developed to  d ram atica lly  reduce the number o f paths and path lengths o f 

the demand-oblivious rou ting  [8 ], Furtherm ore, an efficient and deployable im plem entation 

o f the demand-oblivious rou ting  in  [8 ] is studied, so th a t i t  advances th is  research to  a more 

practica l stage to  improve the performance o f the Internet.

For wireless networks, tra ffic-ob liv ious energy-aware rou ting  is studied, which relaxes 

the assumption o f accurate a p rio r i knowledge o f tra ffic  demands when optim iz ing  energy 

efficiency in  most previous work. In  wireless networks, when interference is present, a rou ting  

may no t be achievable. How to  guarantee schedulability o f a rou ting  given tra ffic  demands is

1 Section 4.5 discusses im p le m en ta tion  and deploym ent issues fo r the  case o f the  In te rn e t, and Section 6.7 
discusses im p le m en ta tion  issues fo r the  case o f w ireless networks.

2
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studied in  previous work, e.g., [30]. Based on th is  previous work, schedulability o f a tra ffic - 

oblivious rou ting  is guaranteed in  an interference-lim ited setting. Reliable transmission is 

also considered when links are lossy for the tra ffic-ob liv ious routing.

1.2 Research M ethodology

Two types o f networks, the In te rnet and wireless networks, are studied. However, there is 

a unified approach to  the research problems: a networking problem  is form ulated as an LP  

op tim iza tion  problem  on an abstract model, and extensive numerical and sim ulation studies 

are used fo r performance evaluation to  complement the m odeling and analysis. LP  network 

flow theory [4] is used fo r bo th  the lin k  u tiliza tio n  problem  in  the In te rne t and the energy 

efficiency problem  in  wireless networks.

1.3 C ontribution o f Research

This thesis has advanced the state-of-the-art o f research fo r bo th  the In te rne t and wireless 

networks, w ith  respect to  op tim iz ing  lin k  u tiliza tio n  and energy efficiency w ith  changing 

and uncerta in tra ffic  demands.

C o n t r ib u t io n  fo r  re se a rch  in  th e  In te rn e t .  Th is  is the firs t investigation o f a 

feasible im plem entation o f demand-oblivious rou ting  [8 ], so th a t only a small number of 

routes is needed and rou ting  loops are elim inated. M O R E, a m u ltip a th  im plem entation 

o f [8 ], is form ulated as a po lynom ia l sized LP. Several pa th  selection methods are designed, 

includ ing a method w hich dram atica lly  reduces the number o f paths and path  lengths o f 

the demand-oblivious rou ting  [8 ], Extensive numerical experiments and sim ulation show 

the excellent performance o f M O R E  under varying tra ffic  demands, lin k  failures and an 

adversary attack. Its  performance is excellent even w ith  a 100% error in  tra ffic  estimation. 

This opens the door fo r a viable deployment o f oblivious routing, thus provid ing  an in tra ­

domain tra ffic  engineering technique robust to  changing and uncertain tra ffic  demands. 

M O R E  is a prom ising option  fo r the In te rnet tra ffic  engineering. Portions o f th is  w ork have 

been published in  [36],

C o n t r ib u t io n  fo r  re se a rch  in  w ire le s s  n e tw o rk s . A  tra ffic-ob liv ious, energy-aware 

rou ting  scheme is form ulated as a po lynom ia l sized LP. I t  does not need ongoing network 

in fo rm ation  collection, guarantees schedulability in  an interference-lim ited scenario, and 

provides reliable transmission in  a lossy environment. I t  relaxes the assumption o f accurate 

knowledge on tra ffic  demands required in  previous w ork on energy efficiency, e.g. [14]. The 

experiments show th a t the oblivious rou ting  can achieve performance close to  w hat an 

oracle can achieve. The performance is pa rticu la rly  good when there is a single sink to  

receive messages. Th is  has made a firs t step in  designing a tra ffic-ob liv ious energy-aware

3
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rou ting  fram ework in  m u ltihop  wireless networks. Portions o f th is  work have been published 

in  [35, 38],

Th is thesis research does have lim ita tions , includ ing linea rity  fo r op tim iza tion  prob­

lem form ulation, sca lab ility  o f LP  form ulations, im plem entation issues, m u ltip a th  selection 

methods fo r M O R E , and the effect o f tra ffic  burstiness fo r design and evaluation o f M O R E, 

as w ill be discussed in  Section 7.2.

1.4 O utline of Thesis

The thesis na tu ra lly  breaks in to  tw o parts: one fo r the In te rne t and another fo r wireless 

networks. In  each pa rt, before the thesis w ork is presented, background m ateria l is discussed. 

Discussions about related w ork are placed where they fit.

Background m ateria ls fo r network flow are presented in  Chapter 2, in  which, Section 2.1 

and Section 2.2 are fo r bo th  the In te rnet and wireless networks. In  Chapter 3, the ap­

proach to  improve the qua lity  o f rou ting  o f demand-oblivious rou ting  in  [8 ] is presented. 

In  Chapter 4, an efficient and deployable im plem entation o f demand-oblivious rou ting  [8 ] 

is investigated. Background m ateria l fo r the research on wireless networks is presented 

in  Chapter 5. In  C hapter 6 , tra ffic-ob liv ious energy-aware rou ting  in  wireless networks is 

studied. Then conclusions are drawn and lim ita tions  and fu tu re  work o f the research are dis­

cussed. Chapter 3 and Chapter 4 make contributions to  research in  the In ternet. Chapter 5 

and Chapter 6  make contributions to  research in  wireless networks.

4
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Chapter 2

Background: Network Flow  
Problem s

N etw ork flow  theory [4] deals w ith  problems o f shipping one or more comm odities th rough a 

network, to  optim ize a certa in objective, e.g., m in im iz ing  the shipment cost or m axim izing 

the am ount o f flow, subject to  certa in constraints, e.g., flow conservation and lin k  capacity 

constraints. The tra ffic  for each O rig in -D estina tion  (O D) pa ir is treated as a commodity. 

The problems are usually m u lti-com m od ity  problems [4],

A  tra ffic  m a tr ix  (T M ) provides the amount o f tra ffic  between each O D  pa ir over a 

certa in tim e  interval. G iven the tra ffic  m a trix , the m in im ax lin k  u tiliza tio n  can be solved 

as a m u lticom m od ity  flow  linear program m ing problem  [45],

P relim inaries fo r linear program ing w ill be presented. A fte r the in troduc tion  o f defini­

tions o f a rou ting  and a flow, linear program m ing form ulations for the problem  o f m in im ax 

lin k  u tiliza tio n  w ill be presented. Then oblivious rou ting  w ill be discussed.

The no ta tion  follows. A  network is represented by a graph G =  (V ,E ) ,  where V  is the 

set o f nodes and E  is the set o f edges. Each edge (u,v) has a capacity c(u,v), or c(e) for 

edge e. As well, the capacity o f lin k  I is denoted as c(l). Use in(k)  and out(k) to  denote 

edges “entering” or “ leaving” node k respectively.

2.1 Prelim inaries: Linear Program m ing

Linear program m ing (LP ) deals w ith  op tim iza tion  problems to  m in im ize or maxim ize a 

linear objective function  subject to  linear constraints, e.g., [12, 49], A  linear program  may 

be in  the fo llow ing form , w ith  x ’s as variables,

5
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m inim ize C\X\ + c2%2 +  • ■■ • + CnX-ri
subject to an xi + 0-12X2 +  . -• • + OlnXn > b i

02131 + 022X2 +  • ■• • + 02 nX-n >  f>2

+ Om2x2 +  • •• • + O'mnXn ^  b - n
Xl 5 X2 T * ' * ) xn >  o

A n  assignment o f re’s th a t satisfies a ll the constraints is a feasible solution. A  feasible 

solution th a t m inim izes the objective function  is an optimal solution. Le t c =  (c i, ..., cn ), 

x =  (x \ ,X 2 , . . . ,xn)T , b =  (bi,b2 , ...,bn)T , and A b e a m x n  m a trix  w ith  (i , j ) en try  a y . We 

have linear program  (2 .1 ) in  m a trix  form ,

m inim ize cx
subject to  A x > b (2.2)

x  > 0

A n  associated linear program  w ith  y  as variables follows,

maxim ize yb
subject to  yA  < c (2.3)

y > o

LP  (2.2) is the primal LP  corresponding to  the dual LP  (2.3).

LP d u a l i t y  th e o re m . The p rim a l LP  has an op tim a l solution i f  and on ly  i f  the dual 

L P  has an op tim a l solution. Moreover, i f  x  and y  are op tim a l solutions fo r p rim a l LP  (2.2) 

and dual LP  (2.3) respectively, then,

cx =  yb.

C P LE X  [1] is used to  solve LP  programs in  numerical studies.

2.2 R outing and Flow

A n  entry in  a tra ffic  m a tr ix  d y  denotes the am ount o f tra ffic  o f OD pa ir i  —» j .  A  rou ting  

f i j (e )  specifies the frac tion  o f tra ffic  demand d y  on edge e. F low  <?y(e) denotes the amount 

o f tra ffic  fo r O D pa ir i  —> j  on edge e, i.e., gy(e ) =  d y /y (e ) .  The defin itions in  [8 ] are 

adopted here.

A  rou ting  specifies how to  route the tra ffic  between each OD pair across a given network. 

Open Shortest Path  F irs t P rotocol (OSPF) and Interm ediate System to  Interm ediate Sys­

tem  (IS-IS), two popular In te rne t rou ting  protocols, fo llow  a destination-based evenly-split 

approach. The M u ltip ro to c o l Label Switching (M PLS) architecture allows fo r more flexible 

rou ting . B o th  O SPF/IS -IS  and M PLS  can take advantage o f pa th  diversity. O SPF/IS-IS  

d istributes tra ffic  evenly on m u ltip le  paths w ith  equal cost. M PLS may support a rb itra ry

6
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rou ting  fractions over m u ltip le  paths. A  rou ting  by the de fin ition  given above is applicable 

to  M PLS, which is w ide ly deployed by ISPs.

F igure 2.1 presents an example rou ting  fo r illu s tra tion . For th is  example, the vector 

( f iuh  (e)> f i 2 ,h (e)) on each edSe e specifies the routing. For example, in  F igure 2.1, (1,0} on 

edge (i \ , A) specifies th a t 100% o f the tra ffic  fo r OD pa ir i \  —> j \  travels edge (* i, A ); while 

no tra ffic  o f *2 —► j% on ( i i ,  A). The vector {.2, .4) on edge (A, B)  specifies 20% o f the tra ffic  

o f i \  —> j i  and 40% o f the tra ffic  o f 1 2  —> h  travel edge (A, B).  For conservation constraints, 

the rou ting  fractions entering a node must be equal to  the rou ting  fractions leaving a node. 

For example, fo r OD pa ir n  —► j \ ,  the rou ting  fractions entering node A, 1.0 +  0.0 =  1.0, is 

equal to  the rou ting  fractions leaving node A, 0.2 +  0.8 =  1.0.

i2  C - j 2

Figure 2.1: A n  Example: a rou ting  fo r a topology

R outing f, w hich specifies f i j (e )  fo r every OD pa ir i —► j  and every edge e, is defined as:

V pairs i ^ j :  E  / y ( e) -  E  /y (e )  =  1
e£out(i) eGin(i)

< V pairs i  ->  j ,  V nodes k ^ i , j  : E  /y (e )  -  E  /y (e )  =  0 (2.4)
I e£out(k) e£in(k)
I V pairs i  —> j ,  V edges e : / y  (e) >  0 

From the above, we can derive the constraint,

V pairs i  -> j  : /y (e )  -  ^  /y (e )  =  1.
e£in(j) eQout(j)

Sim ilarly, flow g  is defined as,

V pairs * -> j  : E  9ij(e ) -  E  5 y ( e) =  dij
e£.in{j) e6 ou£(j)

V pairs i - * j , k ^ i , j :  E  (e) “  E  9ij(e ) = 0
e^out(k) e€m(fc) ' ‘ /

V pairs i  —> j ,  V edges e : <?y (e) >  0
V pairs i  —> j  : d y  >  0

From above, we can derive the constraint,

V pairs i  ->  j  : gy (e) -  ^  s y  (e) =  dy
e€out(i) e€in(i)

In  network flow, the lin k  capacity constra in t (2.6) stipulates th a t the flow on a link

cannot exceed the lin k  capacity, and the flow  non-negative constra in t (2.7) stipulates th a t

the flow  on a lin k  cannot be negative.

V edges e : E  9ij (e) <  c(e) m 6)
i,j

V pairs i  —> j ,  V edges e : 5 y (e ) >  0 (2.7)
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2.3 Link U tilization  in th e Internet

For a given rou ting  f  and a given tra ffic  demand tm ,  the m axim um  lin k  u tiliza tio n  (M LU ) 

measures the goodness o f the routing, i.e., the lower the M L U , the be tte r the routing:

M L U (tm , f)  =  m a,x^2 d ij f i j (e )/c (e )

Given a T M  tm ,  the optimal routing m inim izes the m axim um  lin k  u tiliza tion :

O P T U (tm ) =  m in m a x ^ d i j  M e ) / c ( e )  
i,j

Equivalently, the LP  fo rm ula tion  follows, w ith  rou ting  f  and ij as the variable,

minr?
v,f
f i j (e )  is a rou ting  (2 .8 )
V edges e e E  : J2 d i j f i j  (e )/c(e) <  rj

2.4 O blivious R outing

I t  is no n -tr iv ia l to  measure or estimate tra ffic  demands accurately [13], [70]. Designing 

a rou ting  th a t is robust to  changing and uncerta in tra ffic  is desirable [8 ], The oblivious 

rou ting  problem  is to  design a rou ting  th a t achieves close to  the op tim a l performance, w ith  

no or on ly  approxim ate knowledge o f the tra ffic  pattern. Performance evaluation o f an 

oblivious rou ting  scheme follows a com petitive analysis framework. B riefly, the oblivious 

performance ra tio  measures how far a rou ting  is from  the op tim a l w ith  respect to  a ll possible 

tra ffic  matrices.

2.4.1 R elated Work

A  b rie f review o f the work on oblivious rou ting  follows. Racke [53] investigates oblivious 

rou ting  on general sym m etric networks. Th is work is viewed as a breakthrough, since pre­

vious w ork solves oblivious rou ting  on ly on topologies w ith  pa rticu la r structures. Azar et. 

al. [10] show th a t an op tim a l oblivious rou ting  can be computed by an LP  w ith  a polynom ial 

number o f variables, b u t in fin ite ly  many constraints on general networks. Its  polynom ial 

com plexity is established using the E llipso id  method [40], Applegate and Cohen [8 ] develop 

LP  models o f po lynom ia l sizes to  solve the oblivious rou ting  problem  in  the context o f the 

Internet. They investigate the performance o f the oblivious rou ting  on Rocketfuel topolo­

gies [62]. They show th a t the oblivious rou ting  achieves good performance: an oblivious 

ra tio  o f less than 2  or even lower w ith  fa ir ly  approxim ate knowledge o f the tra ffic  pattern. 

Applegate et al. [7] s tudy demand oblivious restoration strategies.

8
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2.4.2 C om petitive Analysis

The rou ting  computed by LP  (2.8) does not guarantee performance fo r other tra ffic  matrices. 

Applegate and Cohen [8 ] developed LP  models to  compute the op tim a l rou ting  th a t achieves 

m in im ax lin k  u tiliza tio n  w ith  a weak assumption on the tra ffic  pattern. F irs t the m etric of 

com petitive ra tio  is in troduced th a t follows the com petitive analysis [8 , 50].

For a given rou ting  f, a given tra ffic  m a trix  tm , the competitive ratio is defined as 

the ra tio  o f the m axim um  lin k  u tiliza tio n  o f the rou ting  f  on the tra ffic  m a tr ix  tm  to  the 

m axim um  lin k  u tiliza tio n  o f the op tim a l rou ting  for tm . The com petitive ra tio  measures 

how fa r rou ting  f  is from  the op tim a l rou ting  fo r tra ffic  m a tr ix  tm .

< 2 9 )

The com petitive  ra tio  is usually greater than 1. I t  is equal to  1 on ly  when the rou ting  f  

is an op tim a l rou ting  fo r tm . W hen we are considering a set o f tra ffic  matrices T M ,  the 

com petitive ra tio  o f a rou ting  f  is defined as

C R ( f ,T M ) =  m ax C R (f, { t m } )  (2 .1 0 )
tm e T M

The com petitive  ra tio  w ith  respect to  a set o f tra ffic  matrices is usually s tr ic t ly  greater than 

1 , since a single rou ting  usually can’t  optim ize lin k  u tiliza tio n  over the set o f tra ffic  matrices.

W hen set T M  includes a ll possible tra ffic  matrices, C R (f, T M )  is referred to  as the 

oblivious competitive ratio o f the rou ting  f. Th is  is the worst com petitive ra tio  the rou ting  

f  achieves w ith  respect to  a ll tra ffic  matrices. A n  optimal oblivious routing is the rou ting  

th a t m inim izes the oblivious com petitive ra tio . Its  oblivious ra tio  is the optimal oblivious 

ratio o f the network.

Suppose there is an oracle th a t knows the ins tan t tra ffic  m a trix  tm  and computes its 

op tim a l rou ting  w ith  lin k  u tiliza tio n  u. The lin k  u tiliza tio n  o f the op tim a l obliv ious rou ting  

fo r t m  is guaranteed to  be w ith in  [u, r  *u] ,  where r  is the oblivious ra tio . I t  may achieve 

lower lin k  u tiliza tio n  than r  *  u fo r the pa rticu la r tra ffic  m a tr ix  tm . The obliv ious rou ting  

guarantees the performance o f w hat an oracle can achieve m u ltip lied  by the obliv ious ra tio  

fo r a ll tra ffic  matrices.

Table 2.1 presents an example to  illus tra te  the performance m etric o f com petitive  ratio . 

Suppose a ll other T M s have C R (f, { t m } )  less than 1.5. Then, m axtm g i j ' j^ j  C R (f, { tm } ) ,  

o r oblivious ra tio , is 1.5. Table 2.1 also shows th a t fo r some T M , the performance ra tio  can 

be lower than  1.5, e.g., fo r T M 3 , the ra tio  is 1.2. This shows th a t the oblivious rou ting  f  

can perform  better than the oblivious ra tio  predicts.

9
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T M i t m 2 t m 3 TMoo

M L U (tm , { f } ) 0.7 0 .6 0 .6

O P T U (tm ) 0.5 0.4 0.5
C R (f, { t m } ) 1.4 1.5 1.2

m ax C R (f, { tm } )  
tm sT M

1.5

Table 2.1: Example: oblivious ra tio  fo r rou ting  f

2.5 Sum m ary

Background m ateria ls fo r network flow are presented in  th is  chapter. Prelim inaries for 

linear program m ing in  Section 2.1 and discussions and defin itions fo r rou ting  and flow in 

Section 2.2 are fo r bo th  the In te rnet and wireless networks. L in k  u tiliza tio n  in  the In te rnet

Section 2.4. The discussion 

in  the In te rne t has sim ilar 

networks.

10

is discussed in  Section 2.3, and oblivious rou ting  is discussed in  

about com petitive analysis in  Section 2.4.2 for lin k  u tiliza tio n  

flavor to  th a t fo r energy u tiliza tio n  in  Section 5.3.4 fo r wireless
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Chapter 3

Balancing Oblivious Ratio and 
Quality of R outing

Applegate and Cohen [8 ] design demand-oblivious rou ting  schemes th a t achieve low  oblivious 

ra tio  w ith  no or approxim ate knowledge o f tra ffic  demands. Th is research has investigated 

the qua lity  o f oblivious rou ting  w ith  respect to  pa th  dispersion, which is concerned w ith  the 

number o f paths; and pa th  varia tion, which is concerned w ith  how far the paths are from  the 

shortest paths and the varia tion  o f pa th  lengths. The results show the dispersion and the 

varia tion  are high. A  penalty method has been developed to  improve the q u a lity  o f oblivious 

routing. The penalty method strikes a good balance between the conflic ting objectives of 

m in im iz ing  the oblivious ra tio  and optim iz ing  the qua lity  o f the obliv ious rou ting . This 

chapter is based on m y published work [36],

3.1 Q uality o f routing

In  designing a rou ting , there is usually a single objective to  optim ize, such as the lin k  u ti­

liza tion  in  [8 ] o r the network revenue in  [45]. Besides a m a jo r objective, like lin k  u tiliza tion , 

there are other factors to  consider, such as pa th  dispersion and path  varia tion. These two 

factors are called the quality of routing.

Path dispersion is concerned w ith  how many paths exist between each O D  pa ir as speci­

fied by the rou ting . Path  varia tion  is concerned w ith  how much the paths between each OD 

pa ir d iffer from  the shortest pa th  o f the OD pa ir and how much they d iffer from  each other. 

I t  is n o n -tr iv ia l to  manage a rou ting  w ith  large path  dispersion and large path  variation. 

The a lgorithm  to  allocate paths to  flows may become complex when there are many paths 

and the pa th  varia tion  is high. I t  is desirable th a t packets from  different flows experience 

s im ilar end-to-end delay. W ith  large pa th  varia tion, i t  may be d ifficu lt to  achieve such fa ir­

ness among flows. Long paths are usually no t preferred. The delay j i t te r  may be high i f  a 

flow takes m u ltip le  paths w ith  high varia tion  in  lengths. Path  dispersion and path varia tion 

are represented by two metrics: number of paths and path length difference. The number

11
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o f paths between each O D pa ir o f the rou ting  computed by the LP  is counted. For each 

O D  pair, the pa th  length difference is calculated as the difference between the length o f the 

shortest pa th  (calculated by D ijk s tra ’s a lgorithm  [15]) and the average o f the  lengths o f a ll 

paths fo r the O D pa ir calculated by the LP. W ith  a small length difference to  the shortest 

paths, small variations between the pa th  lengths are expected.

In  the rou ting  example as shown in  F igure 3.1 (a), which reproduces F igure 2.1, there 

are two paths fo r i i  —* j i ,  i \ A B D j \  and i \ A C D j i .  There is only one pa th  fo r i \  —► j \  

in  F igure 3.1 (b), i i A B D j \ .  S im ilarly, O D  pair i<i —> j i  has tw o paths in  F igure 3.1 (a), 

while there is on ly one path  in  F igure 3.1 (b). The rou ting  in  F igure 3.1 (a) has higher path  

dispersion than the rou ting  in  F igure 3.1 (b) for each OD pair. The path(s) for each OD 

pair has the same length as the shortest path. Thus the tw o routings fo r each O D pair are 

the same w ith  respect to  the pa th  varia tion. Therefore, the rou ting  in  F igure 3.1 (b) has 

be tte r overall qua lity  o f rou ting  than the rou ting  in  F igure 3.1 (a).

F igure 3.1: A n  Example: two routings fo r the topo logy in  F igure 2.1

Applegate and Cohen [8 ] m ention th a t i t  is desirable to  consider the number o f paths, 

i.e., pa th  dispersion. P ath  dispersion was studied in  [48] where the objective is a convex 

function  and the tra ffic  demands are known; while in  [8 ] and th is study, the objective is 

linear and the tra ffic  demands are unknown.

3.2 O blivious R outing

Based on [53], [10], Applegate and Cohen develop LP  models to  solve the obliv ious rou ting  

problem  in  po lynom ia l tim e in  the context o f the In ternet. The follow ing LP  can compute 

the oblivious ra tio  o f a netw ork w ith  0(n ? m ) variables and 0 ( n m 2) constraints [8 ], where m  

and n  are the numbers o f edges and nodes in  the network respectively. Recall, the capacity of
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lin k  I is denoted as c(l). In  the following, an edge is directed and a lin k  is undirected, f a  (I ) =  

£ e-link-of(e)=; / * j ( e)> where I is a link , link-o f(e) is the lin k  corresponding to  edge e. A fte r 

applying LP  dua lity  theory, the variables dij(e) disappear and new variables n ( l ,m )  and 

are introduced. The authors also develop another LP  for the case when approxim ate 

knowledge o f T M s is available, as w ill be discussed in  Section 4.3.5.

m in  r
r , f ,7 r ,p

f a  (e) is a rou ting
V links I : c(m)ir(l,m) <  r
V links I, V pairs * —> j  :

P i ( i , j ) >  f a ( l ) / c ( l )  (3.1)
V links Z, V nodes *,V  edges e =  j  —> k :

w(l, link-o f(e )) +  pi ( i , j )  -  p i ( i ,k ) >  0

Vlinks I, m  : 7r(Z, m) >  0
Vlinks I, Vnodes i : pi(i, i)  =  0
Vlinks I, Vnodes i , j  : p i ( i , j ) >  0

The objective o f LP  (3.1) is to  m in im ize the oblivious ra tio . The rou ting  calculated by 

LP  (3.1) achieves low obliv ious ratios w ith  no knowledge o f tra ffic  demands [8 ], However, 

the qua lity  o f rou ting  includ ing path dispersion and path variation is no t considered.

I t  w ould be desirable to  restric t the number o f paths a n d /o r the length difference o f 

paths. To e xp lic itly  model these restrictions seems to  be non -triv ia l: the LP  model may 

become a m ixed integer linear program m ing problem  [4], which in  general is hard to  solve. 

P re lim inary  investigation o f m odeling th is  problem  as a mixed integer program m ing problem  

reveals tha t, even on a small random  network (10 nodes), the problem  is hard to  solve. In  the 

next section, a penalty method is presented to  construct a po lynom ia l LP  fo r th is  interesting 

yet challenging issue.

3.3 Balancing O blivious R atio and Q uality o f Routing: 
A  P enalty  M ethod

A  penalty m ethod is developed to  balance the oblivious ra tio  and the q u a lity  o f the oblivious 

routing. Th is  problem  can s ti l l  be modeled as an LP : instead o f solely m in im iz ing  the 

oblivious ra tio  r, a penalty component t  is added to  the objective function  in  LP  (3.1). 

T h a t is, the objective o f LP  (3.1) becomes r  +  t. Note, r  in  the objective is s til l the 

oblivious ra tio  as in  LP  (3.1). In  deciding the penalty term , i t  is desirable to  choose one 

th a t is ta ilo red to  the topology. As shown in  the fo llow ing, the penalty te rm  is related to  

LP  (3.1) (the LP  w ith o u t a penalty term ) and the characteristics o f the topology. As well, 

a penalty factor is used to  make the scheme flexible. As shown in  the experiments, the 

penalty factor can be tuned to  balance the qua lity  o f the rou ting  and the oblivious ratio . 

How to  define the penalty te rm  t is discussed now.

A  small number o f short paths is desirable. A  na tu ra l way to  achieve th is  is to  penalize

13
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using paths composed o f edges “ fa r away” from  the shortest path. Th is  reference shortest 

pa th  is computed using the lin k  weights set inversely p roportiona l to  the lin k  capacity, which 

is the heuristic approach by CISCO. Now define the distance o f an edge to  an O D  pair, by 

calculating the distances o f the two nodes on the edge to  the shortest pa th  o f the O D pair. 

There may be several shortest paths. The one returned by D ijk s tra ’s a lgo rithm  is chosen.

Denote |(w ,v)\tlop as the shortest distance between two nodes u  and v w ith  respect to  

hop count; spweight(u,v)  as the shortest pa th  between tw o nodes u and v w ith  respect to 

lin k  weight. Node n  € spwelght(u, v) i f  n is on spwelght{u, v). Define the distance from  node 

u to  the O D  pa ir i  —> j  as:

distu( i , j )  =  m in  | {u,v)\hop
V . V € s p . w e i g h t  ( l , j )

Tha t is, the distance from  u to  the OD pair i —> j  is the m in im um  hop distance from  u to  

any node on the shortest pa th  w ith  respect to  weight fo r i —> j .

The distance o f an edge u —> v to  an OD pair i —> j  is:

distuv( i , j )  =  ^\distu( i , j )  +  distv( i , j ) )

The pena lty  o f using an edge u —> v for an O D pair i  —> j  is defined as distuv(i, j ) :

penalty uv (i, j )  =  distuv( i , j )

Hence, using an edge far away from  the shortest pa th  o f an OD pa ir w ill receive a large 

penalty. The defin ition  o f the penalty te rm  t to  LP  (3.1) follows:

t =  -  S 2  ^  f a  (e)penaltye( i , j )
*,] e

where /? is called the penalty factor, and a  is the penalty incurred by the op tim a l oblivious 

rou ting  fo r the given topology. The oblivious rou ting  /^ ( e )  is calculated using LP  (3.1). 

Then,

- E E  f i j ( e)penaltye( i , j ) .  
i,j e

D iv id ing  ) f)e f a  {^penaltye{ i j )  by a, which can be regarded as the characterization of 

the topology, the pena lty  te rm  t is ta ilored to  the topology. As a consequence, i t  is easier 

to  select the penalty factor /?. As shown in  experiments, a single (3 can achieve good 

perform ance across various topologies.

The de fin ition  o f the penalty te rm  t implies th a t to  m in im ize the objective r  +  t as well 

as the penalty t, edges close to  the shortest pa th  w ill be used. Consequently, the paths 

w ill be made shorter. A t the same tim e, because the paths have been shortened, tra ffic  is 

squeezed onto the paths. As a result, the penalty te rm  also reduces the number o f paths. 

Th is w ill be shown in  experim ental results.
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The LP  w ith  the penalty component is called the “ penalty L P ” : 

m in  r  + 1
r ,/,7 r ,p

f i j (e )  is a rou ting  ^_ 2)
1 =  a E y  E e  fij(e)penaltye( i , j )
O ther constraints and variables in  LP  (3.1)

In  LP  (3.2), a  =  E e /y (e )p e n a lty e(i, j )  is computed ahead o f tim e, and f i j (e )  is a 

rou ting  computed by LP  (3.1). Th is LP  s till has 0 ( m n 2) variables and 0 ( n m 2) constraints 

like  LP  (3.1).

3.4 E xperim ental R esu lts

In te rne t Service P rovider (ISP) topologies are regarded as p rop rie ta ry  in fo rm ation. The 

Rocketfuel p ro ject [62] deployed new techniques to  measure ISP topologies and made them  

pub lic ly  available. Experim ents are conducted at the level o f PoPs (P o in t o f Presence). 

Table 3.1 shows, fo r the topologies from  Rocketfuel, the Autonomous System (AS) name 

and number, as well as the number o f PoPs and links. The OSPF weights on the links are 

also provided [42], The capacities o f links are assigned according to  the C ISCO heuristics 

as in  [8 ], i.e., the lin k  weight is inversely p roportiona l to  the lin k  capacity. The tier-1 ISP 

topology in  Nucci et al. [47] is also used, denoted as POP 12, w ith  the scaled lin k  capacity 

provided in  [47]. Random topologies generated by G T -IT M  [2] are also used. For random 

topologies, lin k  capacities are un ifo rm ly  chosen on [1 0 , 1 0 0 ].

Topology ID PoPs # links #

Telstra (A ustra lia ) AS 1221 57 59
Ebone (Europe) AS 1755 23 38
Exodus (Europe) AS 3967 22 37
Abovenet (US) AS 6461 22 42

S prin t (Europe) POP 12 12 17

Table 3.1: T ier-1 Topologies used in  performance study.

LP  (3.2) is studied by varying the penalty factor (3 from  1 to  10 w ith  step size 1. The 

performance is judged by the oblivious ra tio  and qua lity  o f routing. Since a ll OD pairs are 

considered, average number of paths and average path length difference are used to  measure 

the qua lity  o f routing. The average number o f paths is the to ta l number o f calculated paths 

d ivided by the to ta l number o f OD pairs. To calculate the average path  length difference, 

firs t the difference between the length o f the shortest pa th  and the average o f the lengths of 

a ll the paths computed by the LP  fo r each OD pa ir is calculated. Then the length differences 

are summed up and d ivided by the to ta l number o f OD pairs.

The results fo r ISP topologies are shown in  F igure 3.2. Note th a t (3 =  0 in  the figures 

is a special case: i t  is fo r the result calculated by LP  (3.1) w ithou t the penalty component.

15
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L P  (3.1) yields the lowest oblivious ra tio  a network can obtain. However, LP  (3.1) does not 

give a good q u a lity  rou ting : the average number o f paths and average pa th  length difference 

are high.

F igure 3.2 shows th a t as the penalty factor (3 increases, bo th  the average number of 

paths and the average path  length difference decrease. A t the same tim e, the ob liv ­

ious ra tio  increases. The results are expected, since LP  (3.2) ac tua lly  m inim izes r  +  

a S ij S e{ / y  (e)penaltye( i j ) } ,  thus a larger (3 puts a greater penalty on using edges farther 

away from  the shortest path. The experim ental results show th a t the average number of 

paths and average path length difference decrease rap id ly  and level off; w hile the oblivious 

ra tio  increases on ly  gradually.

Experim ents are also conducted on random  topologies. F igure 3.3 shows th a t the sim i­

la r ly  excellent performance is achieved on the studied random  topologies.

The experim ental results show th a t i t  is possible to  choose a proper ,Q to  balance the 

oblivious ra tio  and average number o f paths and average path  length difference. For example, 

a penalty factor o f 1 or 2 gives good performance w ith  respect to  bo th  the oblivious ra tio  

and the qua lity  o f routing. Considering the dram atic improvement in  the qua lity  o f routing, 

w ith  on ly s ligh t increase in  oblivious ra tio , th is  technique is very effective.

3.5 C onclusions

This research has investigated the qua lity  o f oblivious rou ting  w ith  respect to  pa th  dispersion 

and pa th  varia tion. A  pena lty  method has been developed to  improve the qua lity  o f oblivious 

routing. The penalty m ethod strikes a good balance between the conflic ting  objectives o f 

m in im iz ing  the oblivious ra tio  and optim iz ing  the qua lity  o f oblivious rou ting , as shown in  

the experiments fo r bo th  realistic ISP topologies and random  topologies.

The penalty m ethod in  th is  chapter handles the case in  w hich no knowledge o f tra ffic  de­

mands is available. I t  is extended in  the next chapter to  deal w ith  approxim ation knowledge 

o f tra ffic  demands. I t  is one o f the m u ltip a th  selection methods in  Section 4.3.5.

16
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Chapter 4

M ultipath Oblivious R outing  
for Traffic Engineering

4.1 Introduction

In tra -dom ain  tra ffic  engineering is essential fo r the operation o f an In te rne t Service Provider 

(ISP ) . 1 I t  is desirable to  design a rou ting  protocol th a t can balance network u tiliza tion , 

m itiga te  the im pact o f failures and attacks, and thus provide good qua lity  o f service to 

network users, w ith  economical use o f network resources. However, i t  is challenging to 

design such a rou ting  protocol due to  tra ffic  changes and uncertainty. N etw ork tra ffic  is 

inherently changing and uncertain, due to  factors such as the d iu rna l pa tte rn , dynamic 

in ter-dom ain routing, lin k  failures, and attacks. Adaptive tra ffic  resu lting from  overlay 

rou ting  or m u ltihom ing [5, 22, 52] fu rthe r aggravates the problems . 2

There are three classes o f solutions: lin k  weight op tim iza tion  [19, 20, 67, 6 8 ], tra ffic - 

adaptive approaches [16, 27, 58] and demand-oblivious rou ting  [7, 8 , 63], L in k  weight op­

tim iza tion  attem pts to  search fo r a set o f lin k  weights to  optim ize netw ork performance, 

w hile how to  find  c ritica l tra ffic  matrices is investigated in  [69]. I t  guarantees performance 

on ly fo r a lim ite d  set o f tra ffic  demands. A n  adaptive approach is responsive to  tra ffic  

changes, so th a t the issues o f s ta b ility  and convergence [29] have to  be addressed bo th  in  

theory and in  practice. Demand-oblivious rou ting  is p a rticu la rly  prom ising; i t  promises an 

excellent performance guarantee w ith  changing and uncerta in tra ffic  demands. Its  perfor­

mance is pa rticu la rly  good w ith  approxim ate knowledge o f tra ffic  demands, which is made 

available by the recent great progress in  tra ffic  estim ation, e.g. [13, 18, 32, 43, 61, 70, 71]. 

Moreover, oblivious rou ting  provides a d is tribu ted  solution, after the rou ting  is computed 

centrally. In  [63], the performance o f oblivious rou ting  is optim ized for expected scenarios

1 In tra -d o m a in  is about issues w ith in  a dom ain, usually  an ISP ne tw ork. In te r-d om a in  is about issues 
betw een/am ong dom ains, where d iffe ren t dom ains m ay em ploy d iffe ren t policies fo r tra ff ic  engineering.

2A n  overlay ne tw ork can be regarded as a v ir tu a l ne tw ork  on top  o f the  physica l ne tw ork, w ith  each 
v ir tu a l l in k  consisting o f one o r m ore physica l links. In  m u ltih o m in g , a custom er o r an ISP  ne tw ork has 
access to  m ore tha n  one exte rna l l in k  to  a single ISP  or m u lt ip le  ISPs [5].
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and is guaranteed fo r unexpected scenarios.

However, i t  is n o n -tr iv ia l to  im plem ent oblivious rou ting  as defined in  [8 ]. A  s tra igh tfo r­

ward im plem entation is fo r each node to  forward incom ing packets according to  the rou ting  

fractions computed by [8 ], However, w ith o u t careful a tten tion , such a d is tribu ted  imple­

m entation may lead to  loops. Furtherm ore, an oblivious rou ting  may involve a large number 

o f paths between each orig in-destination (O D) pa ir, which requires a large number o f labels 

in  an M PLS deployment [55]. I t  is thus desirable to  route tra ffic  on a small number of 

paths. However, since there are com binatoria lly  many paths between each O D pair, i t  may 

be d ifficu lt to  select a small set o f paths th a t gives good performance . 3

The challenges to  im plem ent oblivious rou ting  are shared by many other op tim iza tion- 

based rou ting  strategies. Recent progress along th is line o f research, includ ing  those being 

linear [4, 45], convex [48] or w ith  game-theoretic concerns [6 ], has greatly advanced the state- 

o f-the-art o f routing. However, to  achieve the op tim a l solution, such optim ization-based 

approaches typ ica lly  use an arc-form ulation (see Section 4.3.2) as in  oblivious rou ting  [8 ], 

Thus they may encounter the im plem entation issues as discussed above.

A n  efficient and deployable im plem entation o f oblivious rou ting  is investigated in  th is 

chapter. M O R E , M u ltip a th  Oblivious R outing  fo r tra ffic  Engineering, is designed to  ob­

ta in  a close approxim ation  to  [8 ], M O R E  can achieve an excellent performance guarantee 

when combined w ith  approxim ate knowledge o f tra ffic  demands. However, i t  does not need 

frequent collection o f netw ork in fo rm ation  like an adaptive approach. A n  oblivious rou ting  

guarantees the performance fo r much broader tra ffic  demands than those specified by the 

tra ffic  knowledge, since its  performance is invarian t w ith  the scaling o f tra ffic  demands, thus 

tem porary tra ffic  spikes m ay be covered.

M O R E  can be sta tic  on an hourly, m u lti-h o u rly  or even da ily  basis. Thus, M O R E  is 

much less concerned w ith  s ta b ility  and convergence issues [29] than an adaptive approach, 

which is responsive on a small time-scale, like  seconds. M O R E  is a quasi-static routing, 

which is in  contrast to  an adaptive routing. I t  is s ta tic  on a larger tim e  scale, e.g., an 

hour or several hours, than an adaptive routing. A  quasi-static rou ting  changes much less 

frequently than an adaptive routing. M O R E  does not need changes to  core routers, thus 

i t  can be effic iently implemented and gradually  deployed. However, an adaptive approach, 

like  TeXCP [27], needs to  collect network in fo rm ation, which usually involves feedback from  

core routers.

Th is is the firs t investigation o f a feasible im plem entation o f demand-oblivious rou ting  [8 ], 

Extensive numerical and s im ulation studies demonstrate the excellent performance o f M O R E  

under varying TM s, lin k  failures and an adversary attack. The door is thus opened fo r a

3In  C hap te r 3, an in it ia l s tud y  has been done to  balance the ob liv ious ra tio  and the  q u a lity  o f ro u ting , 
w hich includes the  m e tric  fo r the  num ber o f paths, fo r the ob liv ious ro u tin g  in  [8] w ith  no knowledge o f 
tra ffic  demands. Section 4.3.5 presents an extension o f the  m ethod in  C hap ter 3, so th a t i t  can deal w ith  
the  case where approx im ate  knowledge o f tra ff ic  demands is available.

20

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



viable deployment o f oblivious rou ting , m aking i t  possible to  provide ISPs an in tra-dom ain 

tra ffic  engineering technique robust to  changing and uncertain environments. M O R E  is a 

prom ising op tion  for tra ffic  engineering, along w ith  lin k  weight op tim iza tion  [19, 20, 67, 6 8 ] 

and adaptive approaches, like  M A T E  [16], TeXCP [27] and [58],

The design o f m u ltip a th  oblivious rou ting  is presented in  Section 4.3, and its  performance 

is evaluated in  Section 4.4. A fte r the discussions o f im plem entation and deployment issues 

in  Section 4.5, conclusions are drawn. Th is  chapter is based on a technical report [34].

4.2 R elated  work

For O SPF/IS-IS , Fortz and Thorup [19, 20] deploy a local search technique to  find  a set o f 

lin k  weights fo r shortest pa th  com putation, which gives good performance fo r a given T M  

or a set o f TM s. Th is is com patible w ith  O SPF/IS-IS . However, i t  may not guarantee good 

performance fo r some tra ffic  demands. Zhang et al. [67, 6 8 ] investigate rou ting  op tim iza tion  

over m u ltip le  TM s and the tradeoff between average- and worst-case performance. Oblivious 

rou ting  optim izes a worst case performance m etric. However, the em pirica l s tudy w ill show 

th a t M O R E  achieves a performance close to  the optim al.

Recently, Kandu la  et al. [27] propose TeXCP, an adaptive rou ting  on m u ltip le  paths. 

TeXCP uses feedback from  core routers to  discover pa th  u tiliza tion . I t  then moves tra ffic  

from  h igh-u tilized  paths to  low -utilized pa th  adaptive ly to  achieve load balance th roughout 

the network. Gallager’s work [21] is a classic in  adaptive routing. Shaikh et al. [58] and 

M A T E  [16] are also adaptive approaches. A n  adaptive approach has to  address the issues of 

s ta b ility  and convergence [29], M O R E, as a quasi-static solution, operates in  a sta tic  way 

on a larger time-scale than an adaptive routing, thus the issues o f s ta b ility  and convergence 

are much less severe than fo r adaptive approaches.

T ra ffic  estim ation has made great progress, e.g. Feldmann et al. [18], M edina et al. [43], 

Bhattacharyya et al. [13], Zhang et al. [70, 71], Lakh ina  et al. [32] and Soule et al. [61]. 

See Soule et al. [61] fo r a recent survey. The network com m unity begins to  enjoy deeper 

understanding o f the tra ffic  s tructure  and more accurate tra ffic  estim ation. Various models 

are proposed to  study the spatia l and tem poral s tructure  o f the tra ffic . Techniques for 

fa ir ly  accurate tra ffic  estim ation are available, e.g., the G ra v ity  model [70], so th a t tra ffic  

engineering techniques can take advantage o f more accurate knowledge o f tra ffic  demands.
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4.3 M ORE: M ultipath  O blivious R outing for Traffic En­
gineering

4.3.1 Overview

As discussed in  Section 4.1, there are obstacles to  the im plem entation o f obliv ious rou ting  

in  [8 ], namely, po ten tia l rou ting  loops and a p roh ib itive  number o f M PLS labels. A  de­

ployable oblivious rou ting , M O R E, M u ltip a th  Oblivious R outing  for tra ffic  Engineering, is 

studied in  the following.

A  quasi-static rou ting  is used, so th a t the fractions o f tra ffic  on the m u ltip le  paths 

between an OD pa ir do not change over a larger tim e period than an adaptive routing. The 

rou ting  fractions may have to  change, e.g., a fter severe network failures have happened. 

Such an im plem entation has the nice feature th a t issues like s ta b ility  and convergence are 

much less severe than fo r adaptive approaches. As well, M O R E  alleviates the reliance on 

global network in form ation: i t  can achieve excellent performance w ith  a large time-scale 

tra ffic  estim ation, b u t i t  does no t need to  collect the instantaneous lin k  load.

The key idea in  M O R E  is to  reform ulate the oblivious rou ting  in  [8 ] on K  paths to  obta in  

LP  (4.14), so th a t rou ting  fractions are assigned to  a set o f predeterm ined paths between 

each OD pair.

F igure 4.1 gives an illu s tra tio n  o f M O R E . There is an OD pair i —* j  and a cloud o f 

routers. For the OD pa ir i  —* j ,  there are three paths, w ith  rou ting  fractions 0.5, 0.2 and 0.3, 

computed by LP  (4.13) or LP  (4.14). The incom ing tra ffic  w ill be forwarded on the three 

paths according to  the ir rou ting  fractions, i.e., 50%, 20% and 30% respectively. The amount 

o f the tra ffic  may change, however, the rou ting  is oblivious to  the change o f the tra ffic , i.e., 

the rou ting  fractions do no t change. The tra ffic  sp litte r splits incom ing tra ffic  according 

to  the rou ting  fractions. A  concrete im plem entation o f the tra ffic  sp litte r is discussed in 

Section 4.4.5 for the sim ulation study.

0.5.

0.2

0.3

Traffic
Splitter

Figure 4.1: Illu s tra tio n  o f M O R E
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4.3.2 A rc-R outing

A n  arc-routing f i j (e )  specifies the fraction  o f tra ffic  demand d^ on edge e. For arc-routing, 

see Chapter 2 for the defin itions o f rou ting  (Section 2.2), m axim um  lin k  u tiliza tio n  (M LU ) 

and optim a l rou ting  (Section 2.3) and the discussion o f the com petitive analysis frame­

work (Section 2.3). For convenience, the de fin ition  o f M L U  and an op tim a l rou ting  fo r an 

arc-routing are repeated here:

M L U a rc ( tm ,f)  =  max J2 dij f i j  (e) /  c(e) u  i )
e € E  i  j  v ' /

Given a T M  tm ,  an optimal arc-routing m inim izes M LU :

O P T U a rc (tm ) =  rriin max X )  d t j (e)/c(e) / 4  2)
j  e € E  i  j  \ /

4.3.3 M ultipath routing

For each OD pa ir i —» j ,  up to  K tj  paths are selected. For no ta tiona l brevity, there are K  

paths fo r each O D  pair. P ath  selection methods are discussed in  Section 4.3.5. The set of 

paths fo r OD pa ir i  —» j  is denoted as P i j  =  { P  4 ,..., P  A }. A  m u ltip a th  rou ting  specifies, 

fo r each O D  pair i  —> j ,  a rou ting  frac tion  vector on the set o f paths for O D  pa ir i  —> j ,  

defined as
K

< J ' u  f ! )  > , £ / y  =  i . / y  > °  (4-3)
k=l

A  path-routing specifies the fraction  o f tra ffic  demand d i j  on path  .

The M L U  for a given pa th -rou ting  f  and a given tra ffic  demand tm  is:

M L U p a th (t m ’ f) =  ^  dii  J 2  Sij 0  (4 -4)
ij  k

Here Sfj(l) is an ind ica tor function, which is 1 i f  I €  P^,  0 otherwise, where I €  P^  is used 

to  denote edge I is on pa th  P / j .

G iven tm , an optimal path-routing m inim izes the M LU :

O p T U p a th (t m ) =  . m in  M L U  th ( tm , f )  (4.5)
r  f : f  is a pa th -rou ting  ^

For a given rou ting  f  and a given tra ffic  m a tr ix  tm , the performance ratio is,

<4-6)

This applies to  bo th  an arc- and a pa th-rou ting , thus there is no subscript to  M LU . S im ilar 

to  arc-routing, the op tim a l oblivious ra tio  and optim a l oblivious rou ting  (Section 2.4.2) for 

pa th -rou ting  can be defined.
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4.3.4 LP Formulation for M ORE

In  th is section, LP  models fo r m u ltip a th  oblivious rou ting  are derived. The arc fo rm ula tion  

in  Applegate and Cohen [8 ] is replaced w ith  a pa th  fo rm ula tion  to  compute an optim a l 

oblivious rou ting  and its  ra tio . In  an arc fo rm ulation, rou ting  variables are on links and 

flow conservation constraints are at each node fo r each OD pair. In  a pa th  form ulation, 

rou ting  variables are on paths and flow  conservation constraints are im p lic it ly  satisfied on 

each path. The case w ith  approxim ate knowledge o f tra ffic  demands is discussed firs t.

S im ila r to  Applegate and Cohen [8 ], the op tim a l oblivious rou ting  can be obtained by 

solving an LP  w ith  a po lynom ia l number o f variables, bu t in fin ite ly  m any constraints. W ith  

the approxim ate knowledge th a t dy  is in  the range o f [ay, 6y ], we have the “ master L P ” :

m in r
r , f , d

f  is a pa th-rou ting
V edges l ,Va  >  0, V TM s tm  w ith  O P T U axc(tm ) =  a,  and ay <  dy  <  fry : '  ' '

E  dy  E ^ ( 0 / y / c(0  <  a r
ij k

The oblivious ra tio  is invarian t w ith  the scaling o f the tra ffic  matrices or the scaling of 

the edge capacity. Thus, when com puting the oblivious ra tio , i t  is sufficient to  consider 

tra ffic  matrices w ith  O P T U a rc (tm ) =  1. Another benefit o f using tra ffic  matrices w ith  

O P T U a rc (tm ) =  1 is th a t the objective o f the LP, the oblivious ra tio  r ,  is equal to  the 

M L U  o f the oblivious routing.

Since the oblivious ra tio  r  is invarian t w ith  respect to  the scaling o f TM s, we can consider 

a scaled T M  t m ’ =  A tm .  W ith  A =  l /O P T U arc ( tm ) , we have O P T ^ m ^ m ')  =  1. Under 

these conditions, the master LP  (4.7) becomes:

m in r
r , f , d

f  is a pa th -rou ting
V edges I : (4.8)

V T M s t m  w ith  O P T U arc ( tm )  =  1, A >  0, and A a y  <  dij <  Afcy :

E dy  Y , * y ( 0 / « / c ( 0  <  r
ij k

Given a pa th -rou ting  f, the constraints o f the master LP  (4.8) can be checked by solving 

the follow ing “ slave L P ” for each edge I to  examine i f  the objective is upper bounded by r.

For the condition “V TM s tm  w ith  O P T U arc( tm )  =  1” , the flow de fin ition  on edges, as 

in  (2.5), is needed. LP  form ulations can be sim plified by collapsing flows py  on an edge e w ith  

the same o rig in  by gi (e)  =  gy  (e). W ith  gi (e)  =  9 i j (e)> the constraints “V pairs i —* 

j  : T2eeout(j) 9 i ( e) -  J2e£in(j) S i(e) +  di j  =  ° ” are equivalent to  the tw o sets o f constraints 

in  (2.5), “V pairs i  ->  j  : E e sm (j) 9 i j {e )  ~  J2e&out(j) 9 a (e) =  d y ” and “V pairs i  -»  j , k  =£ 

h i  '■ Eeeout(fc) 9 i j {e )  ~  Eeem(fc) 9 i j (e) =  0 ” . The flow  conservation constra int, V pairs i  - *  

3 '■ E eeout(j) 9 i ( e) -  Eeem O) 9i^  +  di  ̂ =  ° ’ is relaxed from  equality to  <  0  in  (4.9), which 

allows fo r O D pa ir i —> j  to  deliver more flow  than demanded, and does not affect the M LU  

o f 1 .
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(4.9)

The cond ition  “V T M s tm  w ith  O P T U arc ( tm )  =  1” in  (4.8) is equivalent to  the con­

stra in ts “V pairs * j  : £ eSouf(i) * ( e) ~  Eeein(j ) 9i{e) +  dij  <  and “V edges e :

H i 9 i ( e) — c(e)” *n (4-9). Therefore, the constraints in  (4.9) are equivalent w ith  the con­

d itions o f “V T M s t m  w ith  O P T U arc ( tm )  =  1, A >  0, and Aa,j <  dij <  Xbij” in  (4.8). 

R outing f i j  are constant in  (4.9), and flow g ij(e ), demand dij and A are variables.

m ax £  Y  S-j (l ) f i j /c { l )
94 ,A ij k
V pairs i - *  j  : Y  9i(e) ~  Y  ffi(e) +  <% <  0 4 = w /( i , j )

e£out(j) e£in(j)
V edges e - Y 9 i ( e) — c(e) ^

i
V pairs i  —> j  : d^ — Xb^ < 0  <= (i, j )
V pairs i  —> j  : —d^ +  Xaij < 0  4= kJ' (i, j )
V pairs i  —> j ,  edges e : d^ >  0, gi(e) >  0
A >  0

The dual o f LP  (4.9) is LP  (4.10). To help make the derivation o f the dual LP  (4.10) 

clearer, leftarrows (<*=) are used to  indicate correspondence between dual variables and p r i­

mal constraints in  LP  (4.9). In  dual LP  (4.10), leftarrows are used to indicate correspondence 

between p rim a l variables and dual constraints.

m m  Y c(e)ni ( e)7T t W , K + , K ~  e

V pairs i -> j  : -  K f ( i , j )  >  Y Si j ( l ) f i j / c(l ) «= dH
k

V nodes i, V edges (u, v) : nq(u, v) +  wi(i, u) — wi(i ,v)  > 0  4= gi(u, v)

Y { an Ki ( * , i )  -  bu « / ' ( * , i ) }  >  °  ^  *  ^4-10)

V edges e : 717(e) >  0
V pairs i -> j  : wt( i , j ) >  0, nf{ i ,  j )  >  0, / t f ( i , j )  >  0
V nodes i : wi(i, i) =  0, n f  ( i , z) =  0, i) =  0

According to  LP  d u a lity  theory [4], the p rim a l LP  and its  dual LP  have the same optim a l 

value i f  they exist. Thus, LP  (4.9) and LP  (4.10) are equivalent. Consequently, LP  (4.11) 

and LP  (4.12) are equivalent. For com puting the op tim a l oblivious ra tio , the  master LP  (4.8) 

can be reform ulated as e ither LP  (4.11) or LP  (4.12).

m in r
f  is a pa th -rou ting  m 11 \
V edges I : { ]

objective o f LP  (4.9) <  r

m in r
f  is a pa th -rou ting  , .  .
V edges I :

objective o f LP  (4.10) <  r

Because LP  (4.10) is a m in im iza tion  problem, its objective can be used in  place o f the

objective o f LP  (4.9) in  the “ <  r ” constraints o f LP  (4.8). Replacing the constra in t in  the

master LP  (4.8) w ith  LP  (4.10), LP  (4.13) is obtained to  compute the oblivious ra tio  using 

K  paths. I t  is po lynom ia l in  the numbers o f nodes, edges and selected paths.
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m in  r
r,/,7T,U>,K+,K“

f  is a pa th -rou ting  
V edges I :

J 2 c(e)n(e)  <  r

V pairs i  ->  j  : w ,(L  j )  +  ( i, j )  -  (*>•?') ^  E  Si j ( l ) f i j / C( l ) ^  ^

V nodes i ,V  edges (u, v) : tti(u , v ) +u>i( i ,u)  — wi ( i ,v)  >  0

E { ay « f ( * > i )  -  bHKi ' ( i ’ 3)}  >  0

V edges e : 717 (e) >  0
V pairs i  -> j  : w i ( i , j )  >  0 ,K ;+ (i, j )  >  0 , K f ( i , j )  >  0
V nodes i  : w i ( i , i ) =  0 ,K^( i , i )  =  =  0

W hen there is no knowledge o f the tra ffic  demands, i.e., the range [o y , by] fo r dy  becomes

[0, oo), the LP  to  compute the oblivious rou ting  is obtained by rem oving the variables

K + ( i , j )  and as in  LP  (4.14).

m in  r
r , f , r t , w

f  is a pa th -rou ting  
V edges I :

£ c ( e ) 7 r / ( e )  <  r

V pairs i  -> j  : wi(i , j ) >  ^  Si j (l ) f i j / c (l ) ^4 ' 14)

V nodes i ,V  edges (w, v) : tti(u , v ) + w i ( i , u )  — wi ( i ,v)  >  0
V edges e : 7T/(e) >  0
V pairs i  —> j  : u>i(i , j) >  0
V nodes i  : w i ( i , i ) =  0

4.3.5 M ultiPath  Selection

Section 4.3.4 presents LP  (4.13) and LP  (4.14) fo r com puting rou ting  fractions on given 

m u ltip le  paths. Th is  section discusses how to  select m u ltip le  paths fo r each O D  pair. The 

objective is to  select m u ltip le  paths th a t give a low oblivious ra tio . Three approaches, 

namely, spJT, m ix K  and focus ff, are investigated.

In  spK, K  shortest paths w ith  respect to  hop count fo r each OD pa ir are selected.

In  m ix.ft', firs t K  shortest paths w ith  respect to  hop count are found, as in  sp it'. These 

shortest paths serve as base paths. Then, the K  paths are sorted in  increasing order of 

the ir hop counts. A fte r tha t, fo r each shortest path, its  edge-disjoint paths are searched for 

and recorded, u n til K  paths are found. Long paths are no t desired, so th a t on ly d is jo in t 

paths th a t are no t M  hops longer than the base paths ( M  =  3) are searched for. The name 

“ mixAT” reflects th a t i t  is a m ix tu re  o f shortest paths and the ir d is jo in t paths. K  shortest 

paths are found firs t, in  case none o f them  has an eligible d is jo in t path. In  th is  case, the K  

shortest paths are chosen as the m ix f f  paths.

The m ethod focus AT is based on the method in  Chapter 3. In  Chapter 3, a method is 

designed to  im p lic it ly  reduce the number o f paths and pa th  lengths o f the obliv ious rou ting
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in  Applegate and Cohen [8], w ith  only negligible increase o f the oblivious ra tio . The basic 

idea is to  p u t a penalty on using an edge far away from  the shortest pa th  fo r an OD pair. 

Thus, th is  method essentially focuses on short paths fo r each OD pair. Here, an extension 

is made to  the method in  Chapter 3 by considering range restrictions on tra ffic  demands.

LP  (4.15) is from  Applegate and Cohen [8], I t  computes the oblivious rou ting  and its 

ra tio  o f a topology, when knowledge o f tra ffic  demands is given in  the range restric tion  

form at, i.e., V pairs i , j ,  0 <  ay <  dij <  bij. Compared w ith  LP  (3.1), LP  (4.15) has more 

variables and more constraints to  reflect the range restric tion  on tra ffic  demands.

m in  r
r , f , 7 T , p , S +  t s ~

f i j (e)  is an arc-routing
V links I : Y m m) < r
V links /, V pairs i j  :

P i { i , j )  +  s+ ( i , j ) - s - ( i , j ) > f i j ( l ) / c ( l )
V links Z, V nodes i,V  edges e =  j  —> k : (4-15)

Tt(l, link-o f(e )) + p i ( i , j )  - p i ( i , k )  >  0
V links I : E y ( 6y s+ (b j )  ~  o.i jS~(i , j ))  <  0
Vlinks I, m : ir(l, m)  >  0
Vlinks I, Vnodes i  : pi(i, i) =  0
Vlinks I, Vnodes i , j  : p i ( i , j ) ,  s+ ( i , j ) ,  s ~ ( i , j )  >  0

A fte r com puting the arc-routing f  using LP  (4.15), s im ilar to  Section 3, the follow ing 

“ penalty LP  w ith  range restric tion ” can be obtained:

m in  r  + 1

f i j ( e ) is an arc-routing (4.16)
t =  §  J2ij  E e  fi j(e)penaltye( i , j )
O ther constraints and variables in  LP  (4.15)

In  LP  (4.16), a  =  Y^ij E e f  'ij(e)Penaltye{h j )  is computed ahead o f tim e, and /y (e )  is 

an arc-routing computed by LP  (4.15). Here (3 is the penalty factor and penaltyuv(i, j )  

measures the distance from  edge (u, v) to  OD pa ir i —> j .  The larger (3, the more pressure 

deterring use o f an edge fa r away from  the shortest path. The penalty penaltyuv(i, j )  is 

ha lf the sum o f the distances o f nodes u and v to  the shortest path o f i  to  j .  S im ilar to  

Chapter 3, when com puting the shortest pa th  o f OD pa ir i —» j ,  the m etric  o f lin k  weight 

is used; when com puting the shortest distance from  a node to  an OD pa ir i —* j ,  the m etric 

o f hop count is used.

A fte r com puting the oblivious rou ting  using LP  (4.16), K  paths are extracted. In  the 

performance study, up to  20 shortest paths are extracted from  the resu ltant oblivious rou ting  

w ith  rou ting  fractions >0 .001 .

LP  (4.15) and LP  (4.16) can handle the case in  which no knowledge o f tra ffic  demands is 

available, by removing the constraints about a y  <  d y  <  6y >  0, i.e., by rem oving variables 

s+ (i, j )  and The LPs for the case in  which no knowledge o f tra ffic  demands is

available are shown in  Section 3.2 and Section 3.3.
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The pa th  selection methods are complementary to  the w ork using m u ltip a th  routing, 

like TeXCP [27], an adaptive m u ltip a th  rou ting . For example, ra ther than  using K  shortest 

pa th  as the default m ethod in  TeXCP, i t  can use either r r i ix f f  or focusA . in  a hope to 

achieve bette r performance. The path  selection methods discussed here are not exhaustive 

- be tte r designs are like ly  possible.

4.4 Perform ance Study

The performance o f M O R E  is evaluated by numerical and sim ulation studies. Performance 

metrics are the oblivious ra tio  o f a rou ting  and the m axim um  lin k  u tiliza tio n  (M LU ) a 

rou ting  incurs.

4.4.1 D ata

T o p o lo g y . Rocketfuel tier-1 ISP topologies [62, 42], AS 1755, AS 3967 and AS 6461, are 

used in  the performance study. The tier-1 ISP topology in  Nucci et al. [47], PO P 12, is also 

used, w ith  the scaled lin k  capacity provided in  [47], See Table 3.1 fo r the numbers o f PoPs 

and links o f these topologies. Random topologies generated by G T -IT M  [2] are also used.

G r a v it y  T M .  S im ilar to  [8, 27], the G rav ity  model [70] is used to  generate synthetic 

TM s. The G rav ity  model is developed in  [70] as a fast and accurate estim ation o f tra ffic  

matrices, in  which, the tra ffic  demand between an OD pa ir is p roportiona l to  the product o f 

the tra ffic  flow ing in to /o u t o f the o rig in /destina tion . A  heuristic approach is used, s im ilar 

to  th a t in  [8], in  which the volume o f tra ffic  flow ing in to /o u t o f a PO P is p roportiona l to  

the combined capacity o f links connecting w ith  the POP. Then a complete G rav ity  T M  is 

extrapolated.

L o g n o rm a l T M .  The log-norm al model in  Nucci et al. [47] is also used to  generate 

synthetic TM s. In  the firs t step, tra ffic  entries are generated using a log-norm al d is tribu tion . 

Then these entries are associated w ith  OD pairs according to  a heuristic approach s im ilar to 

th a t recommended in  [47]. T h a t is, OD pairs are ordered by the firs t m etric o f the ir fan-out 

capacities. The fan-out capacity o f a node is the sum o f the capacities o f links incident w ith  

it .  The fan-out capacity o f an OD pa ir is the m in im um  o f the fan-out capacities o f the two 

nodes. Ties are broken by the second m etric o f connectivity, defined as the number o f links 

incident to  a node. S im ilarly, the m in im um  is taken fo r the tw o nodes. The tra ffic  entries 

are sorted and m atched w ith  the sorted O D pairs. T hus a T M  is generated.

S im ilar to  [8], in  the experiments, when approxim ate knowledge is available, a base T M  

w ith  the en try dij for OD pa ir i —> j ,  and an error m arg in  w >  1 are considered, so th a t the 

tra ffic  fo r i —> j  is in  the range o f [d y /w ,  w *  dy ].
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4.4.2 M ultiPath  selection

F irs t, the performance o f the path selection methods, namely, spK ,  m ix K  and focusK ,  is 

studied. The benchmark is the method in  Applegate and Cohen [8], which can achieve 

the lowest oblivfous ra tio  fo r a given topology. Hereafter, the method in  Applegate and 

Cohen [8] is referred to  as AC. I t  is n o n -tr iv ia l to  im plem ent the rou ting  computed by AC 

as discussed in  Section 4.1. Thus a close m u ltip a th  approxim ation to  A C  is desirable.

The pa th  selection methods are compared w ith  the approach o f lin k  weight op tim iza­

tio n  [19] (referred to  as W tO p t4) and the CISCO heuristic approach o f setting lin k  weight 

inversely p roportiona l to  the lin k  capacity (referred to  as InvCap). For M O R E , after se­

lecting paths, LP  (4.13) or LP  (4.14) is used to  compute the op tim a l m u ltip a th  oblivious 

routing. Use spK ,  m ix i f  and focusA' to  refer to  the resu ltant routing. W tO p t and InvCap 

are methods to  set lin k  weights, w ith  which, a shortest pa th  a lgorithm  can determ ine a 

routing. M u ltip le  paths w ith  equally least weight may be possible fo r W tO p t and InvCap 

and tra ffic  is equally sp lit over these paths. W tO p t and InvC ap also refer to  the routings 

computed by the lin k  weights they find  respectively. For W tO p t, lin k  weights are set by 

searching fo r 5 synthetic Lognorm al TM s [47] which have op tim a l M L U = 0 .3 . L in k  weights 

have also been set by searching fo r a G ra v ity  T M  for W tO p t. The results are not as good 

as those shown here.

Table 4.1 presents the oblivious ratios fo r various path selection methods, as well as 

the ratios fo r W tO p t and the ratios computed by AC, when there is no knowledge o f the 

tra ffic  demands. As expected, there is a gap between the oblivious ra tios computed by AC 

and those by the m u ltip a th  approxim ation, namely, sp20, m ix20 and focus20. W ith  more 

paths, e.g., 50 paths, the gap can become narrower. However, a small number o f paths 

may be desirable, thus results fo r 30 or 50 paths are no t presented. For PO P 12, m u ltipa th  

approxim ation methods sp20 and m ix20 can achieve the same oblivious ra tio  as AC. The 

results also show th a t W tO p t [19] has large oblivious ratios. W tO p t can consider m ultip le  

TM s. However, i t  is no n -tr iv ia l fo r W tO p t to  optim ize fo r a ll or a continuous set o f T M s .5 

Applegate and Cohen [8] studied the performance o f InvC ap and showed its  high oblivious 

ratios, e.g., 16.60 (AS 1755), 49.20 (AS 3967) and 233.98 (AS 6461).

F igure 4.2 shows the performance o f the various pa th  selection methods, spK ,  m ix R  

and focusW, when approxim ate knowledge o f the T M  is available, w ith  a G rav ity  base 

T M , compared w ith  AC. For AS 1755, a ll path  selection methods have good performance 

when the error m arg in  is small, w ith  sp20 jum p ing  up when the error m argin increases 

and m ix20 m ain ta in ing the best performance. For AS 3967 and AS 6461, focus20 has

4 Im p lem en ta tion  o f W tO p t is borrow ed from  Chun Zhang, A  P hD  student in  the  D epa rtm en t o f C om puter 
Science, the  U n ive rs ity  o f Massachusetts, A m hers t.

5W tO p t and InvC ap  are com patib le  w ith  O SPF, w h ile  M O R E  is genera lly no t. Here we s tud y  which 
ro u tin g  can achieve b e tte r perform ance w .r . t .  ob liv ious ra tio , w ith o u t considering its  fo rw a rd in g  scheme.
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Topology W tO p t sp20 mix20 focus20 AC

AS 1755 27.840 3.306 2.718 1.950 1.781
AS 3967 17.613 3.442 5.061 3.428 1.623
AS 6461 28.889 4.250 4.250 2.107 1.910

POP 12 3.813 1.785 1.785 2.161 1.785

Table 4.1: O blivious ratios fo r various routings methods: W tO p t [19], spK,  m ix K ,  focusK  
and AC  [8], when no knowledge o f tra ffic  demands is available.
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Figure 4.2: Oblivious ra tio  vs. error m argin fo r various pa th  selection methods

overall good performance. For POP12, spK  and mixAT, for K  =  10,20, have s im ila r results, 

w ith  performance very close to  AC. As well, comparing w ith  the results in  Table 4.1, the 

performance o f focus20 fo r AS 3967 and mix20 for AS 1755 are much be tte r when there is 

approxim ate knowledge o f tra ffic  demands.

The performance o f InvCap, W tO p t, focus20 and m ix20 is also studied on 100 random 

TM s. W hen there is no knowledge o f the T M , an en try  in  the tra ffic  m a tr ix  is un ifo rm ly  

set on [10,100]; when the error m argin w =  2.0, firs t the base T M  for d y ’s is decided by 

the G ra v ity  model, then 100 random  T M s are un ifo rm ly  generated on [dij /w,  *m ]. The 

M L U  th a t a rou ting  incurs is compared w ith  the op tim al, denoted as M L U /O P T . F igure 4.3 

shows the average M L U /O P T  and the 95% confidence in te rva l o f each rou ting  m ethod. The 

results show th a t M O R E  can achieve good performance. W hen there is no knowledge of 

the T M , focus20 has good performance fo r AS 1755, AS 3967 and AS 6461; w hile m ix20 

has good performance fo r PO P 12. W hen the error m arg in  w  =  2.0, bo th  focus20 and
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no traffic knowledge, U(10,100)
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Figure 4.3: M L U /O P T  o f various rou ting  methods: InvCap, W tO p t, focus20 and mix20. 
Average M L U /O P T  and 95% confidence in te rva l fo r 100 random  TM s 1) w ith o u t any know l­
edge o f T M , un ifo rm ly  chosen on [10,100] (top), and 2) w ith  e rror m arg in  2.0 (bo ttom ).
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m ix20 have low M L U /O P T . InvCap and W tO p t may have good performance in  some cases, 

however, they may incur high M L U /O P T . InvCap does not have an exp lic it objective to 

optim ize M L U  for one or a set o f TM s, thus i t  may not have good performance for some 

TM s.

For lack o f ISP topologies, random  topologies are also used to  a ttem p t to  ju s tify  the per­

formance o f the pa th  selection methods. One hundred random  topologies w ith  25 PoPs are 

generated using G T -IT M  [2]. L in k  capacities are un ifo rm ly  chosen on [10,100]. F igure 4.4 

shows the performance o f focus20 and m ix20 on random  topologies, compared w ith  AC. The 

topologies are ordered in  increasing order o f the ir oblivious ratios using AC. We observe th a t 

on the studied random  topologies, bo th  focus20 and m ix20 have good performance: they 

can achieve oblivious ratios close to  th a t achieved by AC. M ix20 performs p a rticu la rly  well, 

track ing  closely the curve o f AC, especially in  the case where there is approxim ate knowledge 

o f tra ffic  demands (w  =  2.0).

A  conclusive judgm ent on the performance o f the proposed path  selection methods can­

not be made based on the study o f a sample o f ISP topologies and 100 random  topologies. 

However, h igh confidence is gained th a t a m u ltip a th  oblivious rou ting  can have a close 

approxim ation to  AC.

In  M O R E, paths can be chosen and an op tim a l oblivious rou ting  can be computed 

before conducting fu rth e r tra ffic  engineering tasks. T h a t is, the best pa th  selection method 

(among the proposed methods) fo r a network can be chosen. In  la te r studies, pa th  selection 

methods are specified according to  Table 4.2. W hen there is approxim ate knowledge of 

tra ffic  demands, error m argin w =  2.0 is used, which can be in terpreted as a tolerance of 

100% error in  tra ffic  estim ation.6 The current tra ffic  estim ation techniques can achieve an 

error much finer than 100%, e.g., Zhang et al. [70] and Soule et al. [61]. Table 4.2 also shows 

the oblivious ratios for w  =  2.0 fo r the pa th  selection methods.

Topology AS 1755 AS 3967 AS 6461 PO P 12

Path  selection m ix20 focus20 focus20 m ix lO
obliv. ra tio  (w  =  2.0) 1.068 1.156 1.513 1.422

Table 4.2: Path  selection methods in  experiments

4.4.3 Link failure

Applegate et al. [7] s tudy fa ilu re  restoration for arc-based oblivious rou ting  [8]. Failure 

restoration fo r M O R E  is studied in  th is  section. A  lin k  in  a POP level topo logy usually 

represents a set o f physical links. Thus lin k  failures o f physical links may only cause lin k  

“ degradation” , ra ther than  lin k  fa ilure for the POP level link. S im ilar to  [7], lin k  fa ilure  is

6A n  o p tim a l ob liv ious ro u tin g  fo r the range [a t j , guarantees the perform ance no t on ly  fo r T M s  in  the 
range, b u t also those scaled T M s.
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used to  refer to  the scenarios in  which physical links fa il, while a POP level lin k  may s till 

work.

Three restoration strategies, nochange, reoptim ization  and augmentation, are investi­

gated. In  nochange, the rou ting  is kept unchanged ( if  the fa ilu re  does no t cause a POP level

lin k  fa ilure, i.e., i t  does not cause a pa th  to  break). To evaluate th is, LP  (4.9) is used to

compute the oblivious ra tio . In  another extreme, reoptim ization, the m u ltip a th  oblivious 

rou ting  is reoptim ized for the new topology after lin k  failures occur, using LP  (4.13) or 

LP  (4.14). A n  approach in  between, augmentation, is to  reoptim ize on ly fo r the affected 

O D pairs, which use the link(s) w ith  fa ilure. The LP  derivation for augm entation is s im ilar 

to  th a t fo r LP  (4.13) and LP  (4.14), and the resu ltant LPs are s im ilar, except th a t the 

rou ting  variables fo r the unaffected O D  pairs are constant. LP  (4.17) is the LP  fo rm ula tion  

fo r augm entation w ith  the approxim ate knowledge th a t d y  is in  the range o f [ay , btJ], The 

case in  w hich no knowledge is available can be dealt w ith  s im ila rly  as fo r LP  (4.14). 

m in  r

f  is a pa th -rou ting  defined on affected OD pairs 
V edges I :

]O c(e)7r; (e) <  r

V pairs i  -> j  : wt ( i , j )  +  K,f(i, j )  -  K f  ( i, j )  >  E ^ ( 0 / y M 0

( / y  is constant i f  OD pa ir i  —> j  is no t affected) (4-17)
V nodes i, V edges (u , v) : 1ti(u, v ) +  wi(i ,  u) — wi(i, v) >  0

V edges e : 717(e) >  0
V pairs i -> j  : wt (i, j )  >  0, k ;+ (i, j )  >  0, ref (i, j )  >  0
V nodes i  : wi {i , i )  =  0, k ;+ (i, i)  =  0 ,K ^( i , i )  =  0

Usually a fa ilu re  restoration approach like reoptim iza tion  and augm entation causes ro u t­

ing d isruptions. A n  arc-routing may introduce a high degree o f rou ting  d isruptions fo r fa ilure 

restoration. M O R E  may res tric t the rou ting  d isruptions, since i t  is a m u ltip a th  approach. 

Moreover, s im ula tion results in  Section 4.5 demonstrate th a t M O R E  is robust to  lin k  fa il­

ures and rou ting  changes. Thus, fo r M O R E, reoptim iza tion  and augm entation may provide 

affordable performance w ith  respect to  po ten tia l rou ting  disruptions.

Since a lin k  in  a PoP-level topo logy may represent many physical links, 20% capacity 

reduction o f PoP links is studied, in  an a ttem p t to  s tudy reasonable fa ilu re  scenarios. A ll 

the cases in  which one or two links lose 20% o f the capacity are studied, w ith  a base T M  

using the G rav ity  model and w =  2.0. Then the cum ulative d is tr ib u tio n  o f the oblivious 

ratios o f a ll these fa ilu re  cases is computed. For example, in  F igure 4.5, fo r AS 3967 w ith  

nochange, more than 50% o f the fa ilu re  cases result in  an oblivious ra tio  smaller than 1.40.

F igure 4.5 shows th a t augm entation has a s im ilar performance to  reoptim ization. A ug­

m entation is supposed to  optim ize the oblivious ra tio  on ly for the affected OD pairs. A 

suspicion is th a t most OD pairs have been affected by the lin k  failures, so th a t augmen-
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ta tio n  performs s im ila r to  reoptim ization. However, a more careful checking o f the results 

shows th a t there are indeed some po rtion  o f O D pairs th a t are no t affected by the failures. 

T h a t is, augm entation does optim ize fo r the affected OD pairs only, b u t n o t fo r most OD 

pairs, o r a ll the OD pairs as reoptim ization. Even fo r nochange w ith  the rou ting , fo r a large 

fraction  o f fa ilu re  cases, the 20% capacity reduction may not increase the obliv ious ra tio  

significantly.
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Figure 4.5: C um ulative d is trib u tio n  o f the oblivious ratios, when one- or tw o -link  fa ilure 
(20% capacity reduction) happens.

The analysis on lin k  fa ilure  can also be used to  improve the network provisioning: for 

example, fo r those links whose 20% capacity reduction cause large oblivous ra tio  increases, 

adding 25% o f the lin k  capacity w ill m a in ta in  a low oblivious ra tio  when a 20% capacity 

reduction fa ilure happens.

S im ulation results in  Section 4.4.5 show the robustness o f M O R E  over lin k  failures. I t  

is desirable to  fu rthe r s tudy more severe failures, e.g., whole lin k  or node failures as in  [7],

4.4.4 Adversary attack

A n  a ttack is in troduced w hich can exp lo it a rou ting  f, by generating a T M  th a t causes f to  

incur a high M LU . A n  experim ental s tudy w ill show th a t an oblivious rou ting  is robust to 

such an attack. However, an adaptive rou ting  may suffer much higher M LU .
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Such an attack works as follows. For a given arc-routing f ,7 LP  (4.18) computes the 

tra ffic  demand d  th a t gives the M L U  on edge I, assuming there is a range restric tion  0 <  

atj  <  d ij <  b i j . Then the adversary demand is the demand th a t gives the largest M L U  over 

a ll edges. LP  (4.18), called the “ adversary L P ” , is based on the work in  [8], To ob ta in  the 

LP  fo rm u la tion  when there is no knowledge o f the tra ffic , i.e., no range restric tion , remove 

the constraints V demands i  —> j  : dy  — Aby <  0, —d y +  Aay <  0 and A >  0.

max X ) d ij f i j  ( l) /c a p ( l)
i j

V pairs i -> j  : £  ff*(e) -  £  fih(e) +  d y <  0
e € o u t ( j ) e € w ( j)

V edges e : X )s*(e) <  cap(e) (4.18)
i

V demands i  —> j  : d y  — Aby <  0
V demands i  —* j  : —dy +  Aay <  0
V nodes i ,  edges e : ffi(e) >  0, A >  0

In  the fo llow ing experiments, M O R E  is compared w ith  an adaptive arc-routing, denoted 

as adaptive-arc, which computes an op tim a l a rc-routing for a given T M . The experiments run 

in  iterations. The G rav ity  model is used to  set T M o . In  ite ra tion  1, adaptive-arc computes

an op tim a l rou ting  f i  for demand T M o . Before ite ra tion  2, the attacker computes the

adversary demand T M i  fo r rou ting  f i .  In  ite ra tion  2, rou ting  f i  is used fo r the demand 

T M i ,  thus i t  incurs high M L U /O P T , the M L U  compared w ith  an op tim a l. In  Ite ra tion  

3, adaptive-arc computes an op tim a l rou ting  f 2 fo r T M i .  In  Ite ra tion  4, the adversary 

attacker computes the adversary demand for f 2 , and activates it. A nd  so on. Thus, on the 

odd iterations, adaptive-arc w ill have M L U /O P T = l,  bu t on even itera tions, i t  w ill have a 

higher M L U /O P T . M O R E  keeps the rou ting  unchanged.

F igure 4.6 shows how M O R E  and adaptive-arc perform  when there is an adversary 

attack. The le ft column shows the results when there is no restric tion  on the demand, i.e., 

w =  oo. Adaptive-arc may have a very large M L U /O P T , when i t  suffers from  the attack. 

The j/-axis is truncated a t M L U /O P T = 1 0 0 .0 , w ith  a log scale. The r ig h t colum n shows the 

results when the error m arg in  w  =  2.0. The ratios o f corresponding oblivious routings are 

shown as the horizonta l s tra igh t lines.

F igure 4.6 shows th a t the adversary a ttack can exp lo it an adaptive rou ting , and make 

M L U /O P T  p roh ib itive ly  high. However, M O R E  is robust to  the attack. The oblivious ra tio  

predicts its  worst performance. A n  oblivious rou ting  can be viewed as an op tim a l equ ilib rium  

po in t in  a game in  which a network operator combats w ith  a ll possible adversary tra ffic  

demands (w ith in  the range restric tion  when i t  is stipu la ted). This shows the robustness o f 

M O R E  against the adversary attack, and the po tentia l vu lne rab ility  o f an adaptive routing. 

The results also show th a t M O R E  can perform  better than w hat the oblivious ra tio  predicts, 

i.e., the curve o f M O R E  is sometimes below the stra igh t line fo r the ra tio .

7For a p a th -ro u tin g , convert i t  to  an a rc -rou ting  firs t. A lte rn a tive ly , L P  (4.9) can com pute an adversary.
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4.4.5 Simulation

In  th is  section, the performance o f M O R E  is studied using packet-level s im ula tion w ith  

NS2 [3]. The robust weighted hashing by Ross [54] is implemented, so th a t tra ffic  can be 

sp lit in to  m u ltip le  paths according to  the rou ting  frac tion  o f each path. E ithe r the G rav ity  

model o r the Lognorm al model is used to  generate synthetic TM s. Then, according to  the 

synthetic TM s, Pareto O n /O ff tra ffic8 is generated to  ob ta in  va ria b ility  in  the actual tra ffic . 

Note th a t a lthough a T M  may not change, tra ffic  varies due to  the Pareto d is tribu tion . The 

lin k  u tiliza tio n  is averaged for every 0.5 second simulated in te rva l to  ob ta in  M LU .

V a ry in g  T M s  a n d  ro u t in g s . M O R E  is a quasi-static solution, i t  may have to  change 

the rou ting  when necessary. S im ulation is used to  a ttem pt to  study the performance o f 

M O R E  over changing TM s and routings. Ten Lognorm al T M s [47] are generated. Each 

T M  lasts 10 sim ulated seconds. M O R E  computes an optim a l m u ltip a th  oblivious rou ting  

fo r a given T M  w ith  error m argin w =  2.0. Thus, fo r M O R E, there are po ten tia lly  different 

routings fo r different TM s. A d a p tive R  computes an optim a l rou ting  w ith  R -shortest paths 

fo r each T M , w ith  R  =  20. M O R E  and A dap tiveR  may have different sets o f paths for 

each OD pair. Assume bo th  M O R E  and adaptiveR  know a new T M  instantaneously and 

reoptim ize the rou ting  for the new T M  instantaneously. A d a p tive R  represents an adaptive 

scheme on R -shortest paths th a t can respond to  tra ffic  changes w ith o u t any delay, i.e., i t  is 

an unachievable best case fo r adaptive schemes.

Results are shown in  F igure 4.7.9 The T M s are scaled, so th a t op tim a l arc-routings of 

these TM s have the same M LU . The results show th a t M O R E  incurs s im ila r M LU s over 

varying T M s and routings, and M O R E  achieves sim ila r performance to  adaptiveR .

T e X C P 10 vs. M O R E . M O R E  is compared w ith  TeXCP, an adaptive m u ltip a th  rou ting  

approach [27], TeXCP collects network load in fo rm ation  and adjusts rou ting  fractions on 

pre-selected m u ltip le  paths fo r each OD pa ir to  balance the network load. TeXCP also 

uses M L U  as the performance m etric. For comparison w ith  TeXCP, lin k  capacity is set 

in  a way s im ilar to  [27], i.e., links w ith  high-degree nodes have large capacity and links 

w ith  low-degree nodes have small capacity. The parameters fo r TeXCP are set as suggested 

in  [27], e.g., 10 shortest paths are used fo r each OD pair. T raffic  is generated according to  a

G rav ity  T M . D uring  tim e intervals [25,50] and [75,100], an extra  T M  is activated, so th a t

extra  tra ffic  is generated fo r each OD pair.

F igure 4.8 shows the comparison results. The results are shown after 10 seconds, so th a t 

TeXCP may have passed the “ warm -up” phase. B o th  TeXCP and M O R E  respond to  the

8In  Pare to  O n /O ff  tra ffic , packets are generated according to  a Pare to  O n /O ff  d is tr ib u tio n . Packets are 
generated a t a fixed  ra te  d u rin g  on periods, and no packets are generated d u rin g  o ff periods. O n and o ff 
periods fo llow  a Pare to  d is tr ib u tio n . Packets are o f a constant size.

9For F ig u re  4.7 and 4.10, there are dow nw ard spikes fo r b o th  ad ap tiv e K  and M O R E . These are due to  
the  tra n s it io n  o f s topp ing  and s ta r tin g  T M s.

10T eX C P  is im plem ented by Baochun B a i, a P hD  student in  ou r departm ent.
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Figure 4.7: Excellent performance o f M O R E  over varying T M s and routings. For each 
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tra ffic  increases. The results show th a t M O R E  has a comparable performance to  TeXCP. 

W hen TeXCP is in  the trans ition  o f adapting to  its op tim a l routing, M O R E  m ay have better 

performance, e.g. in  the tim e in te rva l [25,50] fo r POP 12. However, TeXCP m ay adapt to  

a be tte r rou ting  than M O R E, e.g., in  the tim e in te rva l [75,100] for AS 3967. M O R E , being 

oblivious to  tra ffic  changes, saves resources consumed by TeXCP for frequently collecting 

network in form ation. W ith  a longer tim e period (35 seconds) for the “w arm -up” , TeXCP 

has s im ila r performance.

L in k  fa i lu re . The robustness o f M O R E  over lin k  failures is studied in  Section 4.4.3 

using numerical studies. I t  is studied using sim ulation here. A t each 10 seconds, a random 

lin k  fa ilu re  occurs w ith  20% POP lin k  capacity reduction. A fte r each lin k  fa ilure, the 

augm entation strategy w ith  w =  2.0 fo r fa ilure  restoration is used to  optim ize the oblivious 

rou ting  fo r the affected paths. The tra ffic  is kept unchanged, generated according to  a 

G rav ity  T M . F igure 4.9 shows th a t the networks have ra ther stable performance, after 

several consecutive lin k  failures. R eoptim ization has s im ilar performance.

A d v e rs a ry  a tta c k . Section 4.4.4 studies the performance o f M O R E  and adaptive- 

arc under an adversary a ttack using numerical studies. The performance o f M O R E  and 

adaptiveR  under an adversary a ttack is studied here using s im u la tion .11 A d a p tive R  com­

putes an op tim a l rou ting  on R -shortest paths (R  =  20) fo r a given T M . A n  adversary 

a ttack can exp lo it an adaptive rou ting  for the last T M , by generating a new T M . M O R E  

does not change the rou ting , fo r e ither paths or rou ting  fractions.

The s im ulation runs in  ite ra tions, each 10 seconds in  duration. In  the firs t ite ra tion , 

adap tiveR  encounters an adversary attack; w hile in  the second ite ra tion , i t  uses the optim a l 

rou ting  fo r the adversary in  the firs t ite ra tion . In  the th ird  ite ra tion , the adversary attacks 

again; w hile in  the fo u rth  ite ra tion , adaptiveR  responds w ith  an op tim a l rou ting  for the 

adversary in  the th ird  ite ra tion . A nd so on. Thus, on the odd iterations, adap tiveR  w ill have 

a higher M LU , b u t on even iterations, i t  w ill have the op tim a l M LU . Assume adap tiveR  can 

know the exact T M , and deploys the new op tim a l rou ting  instantaneously in  the beginning 

o f an even ite ra tion .

The results are shown in  F igure 4.10. I t  shows th a t when adap tiveR  is under the 

adversary attack, i t  has much larger M L U  than M O R E. However, when adap tiveR  operates 

in  optim al, its  performance is comparable to  M O R E  mostly, so th a t the ir curves overlap. 

Sometimes adap tiveR  performs s ligh tly  be tte r than M O R E, e.g., during  tim e [50,60] for 

AS 6461. The results show tha t, M O R E  is robust under an adversary attack, and i t  has a 

performance close to  adap tiveR  when adaptiveR  is not under attack.

1: A d ap tive  A ' responds to  tra ff ic  changes instantaneously, w h ile  TeX C P  takes tim e  fo r convergence, thus 
M O R E  is no t com pared w ith  TeX C P  fo r the  s tud y  on adversary a ttack .
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Figure 4.9: Robustness o f M O R E  over failures. A t each 10’s second, a random  lin k  fa ilure 
occurs, and M O R E  uses the augmentation strategy fo r fa ilu re  restoration over the same set 
o f paths. The T M  does not change.

4.5 Im plem entation and D eploym ent Issues

M O R E  is a quasi-static solution, so th a t i t  is no t responsive to  tra ffic  dynamics on a small 

tim e scale. A rm ed w ith  recent achievements in  tra ffic  estimation, we are confident w ith  

adjusting an oblivious rou ting  on an hourly, m u lti-hou rly  or even da ily  basis. However, 

rou ting  adjustments are necessary when severe failures occur or i f  enhancements o f the 

performance are desirable.

Adjustm ents are necessary i f  the current tra ffic  deviates much from  the last estimation. 

Traffic estim ation techniques such as those in  [61, 70] can be leveraged. In  contrast to  the 

frequent collection o f network in fo rm ation  fo r an adaptive approach, a large time-scale tra f­

fic estim ation is sufficient fo r M O R E . Traffic  estim ation entails in fo rm ation  about the tra ffic  

across the network. However, the data fo r tra ffic  estim ation, e.g. Simple N etw ork Manage­

ment P rotoco l (SNM P) data, are available from  routine network management tasks [70], so 

th a t no extra  network devices or software is needed.

W ith  rou ting  adjustments, there is an issue o f how to  m itiga te  po ten tia l rou ting  disrup­

tions. A n  approach is to  exp lo it the robust weighted hashing [54], w hich claims the least 

service d isrup tion  when failures occur. S im ulation results show th a t M O R E  is robust under 

varying routings due to  tra ffic  changes (F igure 4.7) and lin k  failures (F igure 4.9), w ith  the 

robust weighted hashing [54] fo r flow-based m u ltipa th  routing. Further improvements may 

be achieved by exp lo iting the tra ffic  burstiness, as studied recently in  [60],

M O R E  provides an efficient im plem entation o f oblivious rou ting  and is amenable to 

gradual deployment. M O R E  needs to  centra lly compute the rou ting  and to  set up the 

rou ting  at edge routers. Then an edge rou ter splits incom ing tra ffic  according to  the rou ting  

fractions. M O R E  does not need to  collect instantaneous network in fo rm ation. Thus, there 

is no need to  change the core routers. Th is also eases the management and operation o f the 

deployment o f M O RE.
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Figure 4.10: A d a p tive A  vs. M O R E. D uring  each ite ra tion  (20 seconds), fo r the firs t half, 
adaptiveAT encounters an adversary attack; w hile fo r the second half, adap tiveA  operates 
w ith  an op tim a l rou ting . M O R E  does not change the rou ting  over the whole run  o f the 
simulation.
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M O R E  is proposed fo r in tra-dom ain tra ffic  engineering. Further investigation is needed 

fo r its  operation fo r in ter-dom ain tra ffic  engineering. The current In te rne t uses OSPF for 

in tra -dom ain  rou ting  and Border Gateway P ro toco l (BG P) fo r in ter-dom ain rou ting . W ith  

the O S P F /B G P  scheme, end-to-end connections can be established over m u ltip le  domains. 

Further s tudy o f M O R E  may follow  the O S P F /B G P  scheme, and i t  w il l p lay the s im ilar 

role to  OSPF w ith in  an domain.

4.6 C onclusions

A  prom ising approach for stable and robust in tra -dom ain  tra ffic  engineering w ith  changing 

and uncerta in tra ffic  demands has been investigated. M O R E, a m u ltip a th  im plem entation 

o f demand-oblivious rou ting  [8 ], is presented. The performance of M O R E  has been evalu­

ated by bo th  numerical and sim ulation studies. The performance study shows th a t M O R E  

can obta in  a close m u ltip a th  approxim ation to  [8 ]. The results also show the excellent 

performance o f M O R E  under varying tra ffic  demands, lin k  failures and an adversary attack.

Th is  research opens the door fo r a viable deployment o f oblivious rou ting , thus an in tra ­

domain tra ffic  engineering technique robust to  changing and uncertain tra ffic  demands.
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Chapter 5

Network Flow in M ultihop  
W ireless Networks

In  th is and the next chapters, the issue o f energy efficiency in  m u ltihop  wireless networks 

w ith  changing and uncerta in tra ffic  demands w ill be addressed. In  th is  chapter, definitions 

and form ulations w ill be presented. Some were presented in  our published papers [35, 38], 

including the energy consumption model, the defin itions o f energy u tiliza tio n , m axim um  

energy u tiliza tion , m in im ax (op tim a l) energy u tiliza tion , com petitive  analysis framework 

and form ulations fo r lossy links. Some are based on previous work by others, includ ing the 

linear expressions fo r schedulability constraints. Th is chapter provides the background for 

the next chapter, where LP  form ulations fo r tra ffic-ob liv ious energy-aware rou ting  w ill be 

presented and the ir performance w ill be evaluated.

5.1 Introduction

A  m ultihop wireless network may be a wireless ad hoc network, in  which the network is 

formed in  an ad hoc manner, a wireless sensor network, in  which the network consists o f 

sensors com m unicating w ith  each other by wireless transmissions, a wireless mesh network, 

which may be deployed in  a com m unity w ith  fixed topology, or a wireless network o f sta tion­

ary base stations. The “m u ltihop ” is in  contrast to  the single hop cellu lar networks where 

mobile devices can communicate d irec tly  to  base stations.

C hapter 2 presents background m ateria ls fo r network flow  theory, o f w hich some are 

applicable to  w ire line networks only. To apply network flow  theory to  problems in  wireless 

networks, several issues need consideration. Energy efficiency is a param ount issue when 

energy sources are costly or there are energy constraints. W ith  accurate knowledge of 

tra ffic  demands, op tim iz ing  energy efficiency can be modeled as a linear program  [14]. I t  is 

desirable to  optim ize energy efficiency w ith  changing and uncertain tra ffic  demands. The 

energy consumption model and the metrics for energy efficiency w ill be presented. Wireless 

networks have unique features such as lossy links and interference. Lossy links affect energy
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efficiency due to  retransmissions and broadcasting. W ith  the presence o f interference, a flow 

may not be achievable. How to  address the concerns w ith  loss and interference w ith in  an 

LP  fo rm u la tion  w ill be discussed.

F irs t the network model for m u ltihop  wireless networks is discussed. Assume the network 

topology is stationary. A  s ta tionary m u ltihop  wireless network can be abstracted as a 

digraph G  =  (V, E ),  where V  is the set o f wireless nodes and E  is the set o f “ edges” . A  

transmission signal fades as i t  travels fa rther away. There is an edge from  u to  v i f  the 

distance between them  is less than the “ threshold” th a t u can transm it packets successfully 

to  v. The distance between u and v is denoted as dist{u, v). A  digraph is a directed graph. 

Assume the digraph is strong ly connected. A n  edge has a bandw id th  or capacity c(s, £), i.e., 

the data ra te  i t  can support. Each node u has an in it ia l energy level powo(u).

As in  Chapter 2, in(u)  and out(u) are used to  denote the sets o f edges “ in to ” and “out 

o f” node u respectively, i.e., in(u) =  { ( t ,u ) \ ( t ,u )  € E } ,  and out{u) =  {(« , u)|(u , v) e 

E } .  out(v ,—u) denotes the set o f edges out o f v, excluding {v,u), i.e., out(v,—u ) =  

{(u , w)\(v, w) € E , w ^  u }.

5.2 R elated  Work

Previous work on energy efficiency has made great progress. Ephremides [17] and Goldsm ith 

and W icker [23] give surveys on energy concerns.

Singh et al. [59] investigate power-aware rou ting  in  wireless ad hoc networks. They 

propose several rou ting  metrics and study the ir performance th rough sim ulation. Shortest 

paths computed w ith  such weights may create “bottleneck” nodes, such th a t these nodes 

run ou t o f energy quickly.

A  good load balancing technique is necessary for energy efficiency. The network flow 

techniques provide solutions fo r load balancing. The problem  o f m axim izing the life tim e o f 

a wireless ad hoc network w ith  energy constraints is studied in  [14, 33], where the life tim e 

is defined as the length o f the tim e u n til the firs t node drains out its  energy. I t  assumes 

every node is im portan t. Th is  research adopts th is  model. K a r et al. [28] investigate how to 

route the m axim al number o f messages in  wireless ad hoc networks w ith  energy constraints. 

Sadagopan and Krishnam achari [56] s tudy the problem  o f m axim izing data extraction  in 

wireless sensor networks w ith  energy constraints. I f  the power supply is renewable, i t  is 

desirable th a t the energy consum ption rate is less than the renewal rate. L in  et al. [39] 

study power-aware rou ting  w ith  renewable energy sources.

Some previous w ork assumes exact p rio r knowledge o f tra ffic  demands, e.g. [14, 56]. The 

tra ffic  demands may be known a p rio ri in  some applications, such as in  a wireless sensor 

network in  which sensors period ica lly  report weather in form ation. W ith  knowledge o f the 

tra ffic  demands, network flow [4] can be used to  model the energy efficiency problem. Chang
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et al. [14] model the problem  o f life tim e m axim ization as a linear program  (LP ) and give a 

heuristic solution. Sadagopan and Krishnam achari [56] develop an approxim ate a lgorithm  

and a heuristic a lgorithm  based on an LP  fo rm ula tion  o f the data extraction  problem. In  th is 

w ork the op tim a l rou ting  is studied in  the minimax sense, i.e., to  m in im ize the m axim um  

energy u tiliza tion , in  m u ltihop  wireless networks. Given the tra ffic  demands, the problem 

to  m in im ax energy u tiliza tio n  can be modeled as an LP  optim iza tion  problem.

A  rou ting  scheme may be adaptive to  the tra ffic  demands and the network condition [28, 

33, 39], The approach in  [33] needs a regular, e.g. cyclic, tra ffic  demands to  achieve 

the performance guarantee. The adaptive approaches in  [28, 39], which are based on the 

work o f adaptive rou ting  in  a w ired network [50], have performance guarantees th a t are 

logarithm ic in  network size. A n  adaptive approach usually needs ongoing collection o f 

network in fo rm ation, e.g., the rem aining energy level o f each node. I t  is desirable to  design 

an efficient scheme to  collect necessary in fo rm a tion  fo r energy efficiency w ith  respect to  bo th  

com puting an energy-efficient route  and economizing energy fo r in fo rm a tion  collection.

The research on oblivious rou ting  in  op tim iz ing  lin k  u tiliza tio n  (congestion) [8 , 10, 53] 

has made great achievements, as surveyed in  Section 4.2. Th is w ork is the firs t s tudy on 

oblivious rou ting  in  wireless networks, in  pa rticu la r, the energy efficiency problem.

A  wireless network has unique features, such as interference and dynam ic channel condi­

tions, in  contrast to  a w ired network. Recently there is increased interest in  jo in t ly  consid­

ering rou ting  and scheduling. Schedulability o f a rou ting  is studied in  H ajek and Sasaki [24] 

and K od ia lam  and Nandagopal [30] fo r the “ free o f secondary interference” model, where 

a node can transm it to  or receive from  a t most one node. Necessary and sufficient condi­

tions are derived. Ja in et al. [26] use a conflic t graph to  model the interference relationship 

between links and investigate lower and upper bounds o f an achievable network flow. On 

the other hand, emerging technologies, e.g. the orthogonal frequency d iv is ion m u ltip lex­

ing u ltra  w ideband (O F D M -U W B ) system [46], may create an “ interference-free” wireless 

environment which renders schedulability o f a rou ting  no longer a (serious) problem.

5.3 Energy Efficiency in M ultihop W ireless N etworks

In  the fo llow ing, firs t the energy consum ption model w ill be discussed. Then comes the 

discussion o f m axim um  energy u tiliza tio n  and op tim a l rou ting  w ith  accurate tra ffic  demands. 

N ext oblivious routing for energy efficiency w ill be discussed.

5.3.1 Energy Consum ption M odel

The energy consum ption to  transm it a un it amount o f data from  node u to another node v 

is tx(u, v). Usually tx(u, v) depends on the distance between u and v. The am ount o f energy 

consumption in  transm ission is p roportiona l to  the amount o f data to  be transm itted . This
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F igure 5.1: A n  example: energy consum ption model

linear model is used in  previous w ork on energy efficiency, e.g. [14, 25, 28, 33, 56, 57],

The energy consumption o f node u to  receive and to  overhear a u n it o f message are 

denoted as r(u)  and h(u) respectively. Overhearing means a node receives a packet not 

addressed to  it .  Reception and overhearing are separated since they m ay consume different 

amounts o f energy. For instance, a node may overhear the whole data packet or on ly the 

preamble before discarding it. In  the form er case, overhearing consumes a s im ila r amount 

o f energy as reception; w hile  in  the la tte r overhearing may consume much less energy. The 

energy consum ption fo r processing data may be a component o f the transm ission model and 

the reception model, thus i t  is no t modeled exp lic itly .

F igure 5.1 illustra tes the energy consumption model fo r node U. Node U  consumes 

energy fo r three actions: the transmission to  node V, the reception fo r the transmission 

from  node 5  to  itself, and the overhearing fo r the transmission from  node T  to  node K .

The energy consumption o f node s fo r dy  is,

energya( i , j ) =  E  { d y / y  (s, t)tx(s, t ) }
(8,t)Gout(s)

+  E  { d i j  f i j  (£> s)r (s) }  fA 11
(t,s )S m (s) V '

+  E  E  
(t,s)€in(s) (t,k)€out(t, — s)

I ( t ’s) *s an ind ica tor function  defined as,

r(t,fc) _  J t  i f  s can overhear transmission from  t  to  fc; , .i ^  = /  1 if
(M) |  0  otherwise.

The firs t te rm  in  energys( i , j )  is the energy consumption fo r transmission; the second for 

reception and the th ird  fo r overhearing. is used to  indicate th a t i f  node s is w ith in

the transmission range o f the transmission from  t to  k, s can overhear the transmission and 

consumes energy for the overhearing. Chang et. al. consider only the energy consumption 

fo r transm ission [14]. Sadagopan and Krishnam achari [56] consider energy consumption for 

bo th  transm ission and reception. The energy consumption fo r overhearing is also considered 

here. The to ta l energy consumption fo r node s is,

e n e rg y s ^  energys( i , j )  (5.3)
i,j
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Energy consumption model energy, (i, j )  and e n e rg y , are linear functions o f the rou ting  

f. The rou ting  variable is om itted  fo r brevity.

G e n e ra liz a t io n

The energy consum ption model e n e rg y , (5.3) is general enough to take in to  account several 

issues in  rad io  transmission. B y properly  defining the ind ica tor function, we can handle the 

case in  which a node can vary its transmission range w ith  a rb itra ry  precision, at several 

discrete levels, or w ith  a fixed transmission range. Note a node may transm it on different 

links w ith  different power; b u t the power on a lin k  is assumed constant.

For example, assume a disk model fo r radio transmission, i.e., the m axim um  transmission 

range is the same in  a ll directions. A lso assume om ni-d irectiona l transmission. W hen a node 

can vary  its  transm ission range w ith  a rb itra ry  precision, the ind ica tor function  is,

W hen there are nt transm ission ranges fo r a wireless node t, r^, . . . , rn t, w ith  n  <  r% <  

■ ■■ <  r nt , dis t(t ,k ) is replaced w ith  r*, where r t >  dist(t,k), and i f  i  ^  1 , r , _ i  <  dist(t,k). 

T h a t is, dist(t, k ) is replaced w ith  the smallest transmission range which is >  dist(t, k). The 

ind ica tor function  is,

In  the case where the transm ission range for node t is fixed, denoted as T x R (t ) ,  we can 

obta in  the proper ind ica tor function  by replacing r j  w ith  T xR (t) .

As well, the model can handle the radio irregu la rity  problem  studied recently, e.g. in  [65], 

th a t a rad io  has different m axim um  transmission ranges in  different directions. Th is affects 

the neighborhood relationship. The energy model can be used for the wireless communi­

cation using either an om ni-d irectiona l antenna or a d irectiona l antenna. For a d irectional 

antenna, the model fo r transmission tx{s, t) and reception r(s) need to  include a component 

to  account for the energy consumption fo r managing the antenna.

5.3.2 M axim um  Energy U tilization

A  performance m etric, maximum energy utilization is introduced; and based on it ,  the 

energy efficiency problem  is modeled as an LP  op tim iza tion  problem. The de fin ition  o f th is 

m etric is inspired by the derivation o f the m axim um  life tim e, e.g. in  [14] and the de fin ition  of 

the m axim um  lin k  u tiliza tion , e.g. in  [8 ], W ith  th is  m etric, more problems besides life tim e 

m axim ization can be handled.

A  routing f  specifies w hat fraction  o f the tra ffic  for each O D pair is routed on each edge, 

as defined in  (2.4). For a given rou ting  f  and a given tra ffic  m a trix  tm ,  the m axim um

1 i f  dist(t, k) >  dist(t, s) 
0  otherwise.

1 i f  r-j >  dist(t, s); 
0  otherwise.
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energy utilization (MEU) measures the “goodness” of the routing. The lower the maximum 

energy utilization, the better the routing.

M E U (tm , f)  =  m ax e n e r^  (5.4)
s pOWo(s )

5.3.3 M inim ax Energy U tilization

Given tm ,  the o p t i m a l  r o u t i n g  minim izes the m axim um  energy u tiliza tion :

O P T E (tm ) =  m in  M E U ( tm ,f)  (5.5)
f:f is a rou ting

The m in im ax energy u tiliza tio n  measures the energy consumption rate o f a wireless net­

work. I t  can be regarded as a un ifica tion  o f several studied problems: life tim e  m axim ization 

w ith  or w ith o u t energy renewal, m axim ization o f the num ber o f messages or data  extrac­

tion , and m in im iza tion  o f power consumption. The life tim e o f a wireless network is inversely 

p roportiona l to  the energy consumption ra te  o f the node th a t consumes energy the fastest. 

For a given tra ffic  m a trix , once we m in im ax the energy u tiliza tion , we effectively maximize 

the life tim e o f the m u ltihop  wireless network. The problem  o f m in im iz ing  the renewal rate 

can be dealt w ith  sim ilarly. M in im axing  energy u tiliza tio n  is equivalent to  m axim izing data 

extraction  according to  the data rates o f the sources, which is a concurrent m u lticom m od ity  

problem  [4]. W hen wireless nodes have the same in it ia l power reserve, m in im axing  energy 

u tiliza tio n  is equivalent to  the problem  o f m in im iz ing  power consumption.

G iven a tra ffic  m a trix , the op tim a l rou ting  to  m in im ax energy u tiliza tio n  is solvable 

as an LP  m u lti-com m od ity  flow problem  [4]. For now, on ly  rou ting  is considered, and 

consideration fo r schedulability o f a rou ting  is deferred u n til Section 5.4. The LP  to  find 

the op tim a l rou ting  follows, w ith  rou ting  f and t] as variables:

m in ?7

f  is a rou ting  (®-®)
V nodes s : energys/powo(s) <  r)

LP  (5.6) m inim izes the m axim um  energy u tiliza tio n  for a given tra ffic  m a trix , i.e., LP  (5.6) 

is equivalent to  m in^ M E U (tm , f) . Th is LP  is s im ilar to  th a t o f Chang et al. [14] for 

m axim izing the life tim e o f a wireless ad hoc network.

For an application w ith  p rio r knowledge o f the tra ffic  demands, the above LP  model 

is sufficient to  compute the op tim a l rou ting  to  m in im ax energy u tiliza tion . For example, 

i t  maximizes the life tim e o f a wireless sensor network th a t period ica lly  reports weather 

in form ation.

5.3.4 C om petitive Analysis

The rou ting  computed by LP  (5.6) does not guarantee performance fo r other tra ffic  m a tri­

ces. LP  models w ill be developed to  compute the op tim a l rou ting  th a t achieves m in im ax
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energy u tiliza tio n  w ith  a weak assumption on the tra ffic  demands. F irs t the m etric  o f com­

petitive  ra tio  is in troduced th a t follows the com petitive analysis [8 , 50], s im ila r to  th a t in 

Section 2.4.2 fo r lin k  u tiliza tio n  in  the Internet.

For a given rou ting  f, a given tra ffic  m a tr ix  tm, the competitive ratio is defined as the 

ra tio  o f the m axim um  energy u tiliza tio n  o f the rou ting  f  on the tra ffic  m a tr ix  tm  to  the 

m axim um  energy u tiliza tio n  o f the op tim a l routing. C om petitive  ra tio  measures how far 

the rou ting  f  is from  the op tim a l rou ting  on the tra ffic  m a trix  tm. Formally,

fx -IN MEU(tm,f) ^C R (f,{ tm ))- QpTg ^ y  (5-7)

The com petitive  ra tio  is usually greater than  1. I t  is equal to  1 on ly  when the rou ting  f 

is an op tim a l rou ting  fo r tm. W hen we are considering a set o f tra ffic  matrices TM, the 

com petitive ra tio  o f a rou ting  f  is defined as,

CR(f, TM) =  m ax CR(f, tm) (5.8)
tm eTM

The com petitive  ra tio  w ith  respect to  a set o f tra ffic  matrices is usually s tr ic t ly  greater 

than 1 , since a single rou ting  usually can’t  optim ize energy u tiliza tio n  over the set o f tra ffic  

matrices.

W hen set TM  includes a ll possible tra ffic  matrices, CR(f, TM) is referred to  as the 

oblivious competitive ratio o f the rou ting  f. This is the worse com petitive ra tio  the rou ting

f  achieves w ith  respect to  a ll tra ffic  matrices. A n  optimal oblivious routing is the rou ting

th a t m inim izes the obliv ious com petitive ra tio . Its  oblivious ra tio  is the optimal oblivious 

ratio o f the network.

Suppose there is an oracle th a t knows the current tra ffic  m a trix  tm  and computes its 

optim a l rou ting  w ith  energy u tiliza tio n  e. The energy u tiliza tio n  o f the op tim a l oblivious 

rou ting  fo r tm  is guaranteed to  be w ith in  [e ,r * e], where r  is the obliv ious ra tio . I t  may 

achieve lower energy u tiliza tio n  than r  * e for the pa rticu la r tra ffic  m a trix  tm. The oblivious 

rou ting  guarantees the performance o f w hat an oracle can achieve m u ltip lied  by the oblivious 

ra tio  fo r a ll tra ffic  matrices.

5.4 Background: Schedulability o f a R outing

In  wireless communications, transmissions may interfere w ith  each other so th a t signals may 

be garbled. As a result, a flow achievable in  a w ire line counterpart may not be achievable 

in  a wireless network. In  F igure 5.2, a th roughpu t o f 15/3 =  5Mbps is achievable from  

A  to  D  on pa th  A B C D .  I t  follows a schedule o f a llocating a slot fo r each o f the three 

links on the path, A B , B C  and C D .  However, on pa th  A B D ,  only 15/4 =  3.75Mbps  is 

achievable. Note, on pa th  A B C D , when lin k  C D  is active, lin k  A B  can not be active, since 

the overhearing a t B  o f the transmission on lin k  C D  garbles the transmission on lin k  AB.
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15M 15M

schedule: slot allocation for links 

; Path ABCD AB BC CD
I______I______ I____ I

j Path ABD AB BD BD BD j
I____________|_____________|_________ |_____________|

Figure 5.2: The topology and the transmission schedules

F irs t the interference-free scenario w ill be discussed. W hen the tra ffic  load is re la tive ly  

low compared w ith  the bandw idth, the interference is less severe or negligible. W ith  the 

emerging orthogonal frequency d iv is ion m u ltip lex ing  u ltra-w ideband (O F D M -U W B ) radio 

technology [51], a wireless node has a w ide bandw idth , which may result in  a large number 

o f orthogonal channels between a pa ir o f nodes; at the same time, the power is lim ited , 

thus the tra ffic  load is low compared to  the large bandw idth . Consequently, concurrent 

transmissions may be arranged in  a manner such th a t there is negligible interference. This 

“ interference-free” feature o f U W B  is exploited in  [46]. In  some applications, such as some 

sensor networks, tra ffic  m ay be sporadic. Interference may not be a m a jo r concern in  such 

cases. Note th a t in  a network w ith  low  tra ffic  load, a certa in  load/energy balancing technique 

is s til l needed fo r energy efficiency.

In  an in terference-lim ited wireless network, i t  is necessary to  consider schedulability o f a 

routing. To optim ize a schedulable rou ting  is essentially to  solve an op tim iza tion  problem  at 

the intersection o f the feasible flow space and the feasible schedule space. Researchers seek 

necessary and sufficient condition fo r a flow to  be schedulable. In  the problem  to  maximize 

network flow  (th roughpu t), researchers look fo r lower and upper bounds fo r the schedulable 

flow. Th is  w ork usually assumes a T D M A /C D M A  scheduling scheme.

T D M A  and C D M A  are tw o scheduling schemes a t the medium access contro l (M AC ) 

layer in  wireless transmission. In  T D M A , T im e D iv is ion  M u ltip le  Access, the rad io  spectrum 

is d ivided in to  tim e slots, and in  each slot, only one node is allowed to  either transm it or 

receive. Here, T D M A  uses tim e division duplexing (T D D ) ra ther than frequency d ivision 

duplexing (FD D ). In  C D M A , Code D iv is ion  M u ltip le  Access, simultaneous transmissions 

can be separated using spread spectrum techniques. In  a T D M A /C D M A  scheme, tim e can 

be d iv ided in to  slots. W ith in  each slot, simultaneous transmissions are possible. However, 

a t any tim e slot, a radio can either transm it to  o r receive from  a t most one other radio.
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The free o f secondary interference model [11], where a node can transm it to  or receive 

from  a t most one node a t a tim e, receives considerable a tten tion . 1 H ajek and Sasaki [24] 

investigate the po lynom ia l com plexity o f the schedulability o f a rou ting  w ith  the E llipsoid 

m ethod [49], which is im practica l. K od ia lam  and Nandagopal [30] give necessary and suffi­

cient conditions, as linear constraints over the flows and data rate on neighboring edges of 

a node. The necessary and sufficient conditions can be expressed as follows for each node s 

when /? takes the values o f 1 and § respectively:

¥ E E E ^ sfr  <5'9)
(s,£)€ou£(s) i , j  ’ (£,s)€m(s) i , j  7

Jain et al. [26] in troduce a “conflic t graph”  to  model the interference re la tionsh ip  between 

links. In  the conflic t graph, a vertex represents a lin k  in  the connectiv ity graph. There is 

an edge between tw o vertices in  the conflic t graph i f  the tw o corresponding links in  the 

connectiv ity graph interfere w ith  each other. They consider two interference models. In  

the protoco l interference model, a transmission is successful i f  the receiver is w ith in  the 

transmission range o f the transm itte r and any node w ith in  its  interference range does not 

transm it. In  the physical interference model, a transmission is successful i f  the signal-to- 

noise ra tio  (SNR) a t the receiver exceeds a threshold, where SNR is determ ined by the 

ambient noise o f the receiving node and the interference due to  other ongoing transmissions. 

They study the lower and upper bounds on the achievable network flow  (th roughpu t). For 

the lower bound, independent sets (in  which there is no edge fo r any tw o vertices) in  the 

conflic t graph are used to  add constraints to  the space o f feasible network flows so th a t the 

resulting flow is schedulable. F irs t find  K  m axim um  independent sets, /* , 1 <  i <  K .  Let 

Ai denote the fraction  o f tim e  allocated to  independent set /*.

K

Xi <  1 and ^ 2 g i j ( s , t )  <  A ;c (s ,t) (5.10)
*= i «>j (s,t)eh

The firs t constra in t requires th a t only one independent set can be active at a time. The 

second requires th a t the flow can not exceed the convex com bination o f edge capacities in  

the independent sets. A lthough  i t  is hard to  ob ta in  a ll the independent sets to  make the 

lower bound tig h t, the bound gets tig h te r w ith  more independent sets [26],

W u et al. [6 6 ] in troduce the “elementary capacity graph” , which represents a group o f 

edges th a t are active simultaneously. A n  elementary capacity graph is equivalent to  the 

independent set on a conflic t graph in  [30], A  capacity graph is a convex com bination of 

the elementary graphs. The authors use the power rate function  to  investigate the tradeoff 

between energy efficiency and th roughput. They give lower and upper bounds on the power 

rate function. They exp lo it the geometric s tructure  o f the interference model and give a

JIn  F igu re  5.2, i f  A  is tra n s m itt in g  to  B ,  another tra n s m itte r D  is the  h idden te rm in a l to  A  and the re  is 
co llis ion  a t B .  The  free o f secondary interference m odel prevents such h idden te rm in a l problem s.
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sufficient condition fo r schedulability o f a routing. A fte r solving the linear program, they 

use greedy coloring to  ob ta in  tigh te r results.

K um ar et al. [31] give an LP  fo rm ula tion  w ith  an approxim ation factor o f 5 fo r the 

problem  o f m axim izing the th roughpu t considering bo th  scheduling and rou ting . They also 

introduce a congestion aware pa th  selection heuristic.

The set o f constraints derived from  either K od ia lam  and Nandagopal [30], Ja in et al. [26], 

W u et al. [6 6 ], K um ar et al. [31] or any new improvement can be represented by (5.11):

C onstraints fo r schedulability o f a flow, e.g., (5.9) w ith  (3 =  2 /3  or (5.10). (5-11)

L in e a rity  is a convenient feature o f the schedulability constraints. As a result, the schedu­

la b ility  constraints can be added to  LP  (5.6) to  calculate a m axim um  life tim e  o f a wireless 

network. I t  works in  a plug-and-play way.

5.5 Lossy Links

M ost previous work on energy efficiency based on an LP  model, e.g., [14, 33, 56, 57] im p lic it ly  

assumes the wireless links are lossless. Loss may be ignored in  w ire line networks when 

fo rm ula ting  an LP  network flow model, because loss is negligible. This may not be reasonable 

in  wireless networks. A  wireless lin k  is usually lossy and some applications need reliable 

transmission. F irs t, simple examples are given to  illu s tra te  the im pact o f lossy links.

5.5.1 Illustrative Exam ples

Suppose the network operates on a single channel. Consider the free o f secondary in te rfe r­

ence model, where a node can transm it to  or receive from  at most one node in  each tim e 

slot.

The firs t example w ill show th a t lossy links may affect bo th  the m axim um  achievable 

th roughpu t and the rou ting . Th is example is the same as th a t in  F igure 5.2, except th a t 

in  F igure 5.3, lin k  B C  is lossy and on ly  25% o f transmissions are successful (i.e. a loss 

rate o f 75%). In  th is  case, pa th  A B C D  can on ly  achieve a th roughpu t o f 15/6 =  2.5Mbps. 

Path A B D  is preferable now, which can achieve a th roughpu t o f 3.75Mbps. Because edges 

(B, C),  (C, D ) and (B , D )  can’t  be active at the same tim e, rou ting  on bo th  paths A B C D  

and A B D  won’t  increase the th roughput.

The second example w ill show the im pact o f lossy links on energy efficiency and routing. 

On the topo logy in  F igure 5.4, 3Mbps data  are to  be transm itted  from  A  to  D .  Every lin k  has 

10Mbps bandw idth. Nodes B, C, E  have in it ia l energy o f 10 J , 10 J  and 2 J , respectively, and 

nodes A  and D  have in fin ite  am ount o f energy. Suppose one u n it o f transmission, reception 

and overhearing a t nodes B, C  and E  consumes one u n it o f energy. F irs t assume links 

are lossless. Edges in  { (A , B ), (C, D ) }  or in  { (A , C ), (B, D ) }  can be active simultaneously.
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15M 15M

schedule: slot allocation for links

Path ABCD AB BC BC BC BC CD 

Path ABD AB BD BD BD

F igure 5.3: The topology and the transmission schedules, lin k  BC is lossy

10J

10J

Figure 5.4: L ife tim e w ith o u t or w ith  lossy links

Because o f the overhearing a t node E  from  bo th  B  and C, any rou ting  o f 3Mbps on paths 

A B D  and A C D  achieves the m in im ax energy u tiliza tion , resulting in  a life tim e 2 o f | . Now 

suppose edge (B , E )  has 100% loss rate and the other edges are lossless. A n  op tim a l rou ting  

to  m in im ax energy u tiliza tio n  (thus to  maxim ize life tim e) is to  assign 2 Mbps to  pa th  A B D  

and 1 Mbps to  A C D .  Th is yields a life tim e o f 2, which is longer than §. The life tim e can 

be longer in  a lossy network, where some broadcast packets are lost. Longer lifetim es are 

also achieved in  several cases in  the experiments as w ill be shown in  Section 6.5.

5.5.2 Netw ork Flow w ith  Lossy Links

Due to  links being lossy, a packet may require several transmissions. Thus m odifications 

need to  be m ade to  th e  usual flow conservation constraints. A ssum e there is a  link loss 

factor 'fij >  1 fo r each edge which measures the average num ber o f transmissions

needed to  successfully transm it a packet on the link . I t  characterizes the qua lity  o f the 

transm ission channel. The loss may result from  m u lti-pa th  fading, a ttenuation, etc. As­

2T h e  d e fin itio n  o f life tim e  as u n t il the  f irs t node dies is used. Its  va lid ity , as shown in  th is  exam ple where 
a node no t on a transm iss ion p a th  dies firs t, is an in te res ting  question. R ede fin ition  o f life tim e  is w orth  
fu r th e r investigation .
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sume a synchronized tim e slotted system in  an interference-lim ited environment. W ith  a 

scheduling scheme, there may be no interference and thus interference is no t a factor for 

the loss. Assume a loss happens in  the transmission medium. T h a t is, a fter the sender 

transm its a packet, i t  may or may not get lost. Thus, i f  the packet is lost, the receiver and 

the neighboring nodes can no t hear i t  a t all. I f  there is a constant lin k  loss factor 7 y  for 

each edge we have linear flow conservation constraints. The rou ting  de fin ition  (2.4) 

remains the same. The de fin ition  o f flow  g in  (2.5) becomes:

V pairs i  ->  j  : £  ^  ^  =  d
/ .  / .\ >'l u  / -\W  J

V pairs i  —+ j ,  nodes k  ^  i ^  j  : £  -  £  S i d ^ l  =  Q

V pairs i  —> j ,  V edges (u , v ) : g i j ( u ,  v )  >  0
„ V pairs i —> j  : dij >  0

In  (5.12), g i j ( u , v )  denotes the expected flow  o f OD pair i  —> j  on edge ( u , v ) ,  due to 

retransmissions; w hile 3ij ̂ u,v  ̂ denotes the effective flow  th a t is equal to  the am ount o f dataluv
to  be transm itted . We have g % j { s , t ) — 7 St d i j f i j { s , t ).

5.5.3 Energy Consum ption w ith  Lossy Links

The energy consumption model needs to  change in  a lossy environment. Since gij(u ,v)  

denotes the expected flow orig ina ting  fo r OD pa ir i  —> j  on edge { u , v ) ,  there is no change 

fo r the te rm  fo r transmission. For reception, node s  receives one copy out o f 7 t s transmissions 

from  t  to  s.  For overhearing, node s  receives one copy out o f 7 ts transmissions from  t  to  k.  

Thus, w ith  lossy links, the energy consum ption o f node s  fo r dy  is,

energys (i, j )  =  £  g { j  (s ,  t ) t x ( s ,  t )
{syt)£out{s)

+  E  “ “ <•(») (5.13)

+ £  £
(i,s)£in(s) (t}fe)€out(t, — s)

Or, equivalently,

energys( i , j )  =  £  'yatd i j f i j ( s , t ) t x ( s , t )
(s,t)£out(s)

+  £  d i j f i j { t , s ) r ( s )  f  1 4 )

+  E  E  t t s ) — ‘̂ f ^ h ( s )
( t , s ) € i n ( a )  ( t , k ) Q o u t ( t ,  — s )

W hen a wireless lin k  is lossless, its  loss factor 7  is 1.

5.5.4 M axim um  Lifetime w ith  Lossy Links

The LP  fo rm u la tion  to  compute the m axim um  life tim e w ill be presented. The flow  conser­

vation constraints w ith  lossy links follow:
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V pairs i  -> j  : £  ~  =  dH

V pairs i  —> j ,  A: =£ i , j  : J2 g-i j ( k , u )

I k u £ guK*0 _  g (5.15)

(k , u ) £ o u t ( k ) ( v , k ) £ i n ( k )

For a given tra ffic  m a trix , the fo llow ing LP  gives an op tim a l rou ting  th a t m inim izes the 

m axim um  energy u tiliza tion , w ith  variables rj and flow  g.:

This chapter presents the energy consumption model, the defin itions o f energy u tiliza tion , 

m axim um  energy u tiliza tio n  and m in im ax (op tim a l) energy u tiliza tion , com petitive  analysis 

framework, form ulations fo r lossy links, and linear expressions fo r schedulability constraints. 

Th is chapter provides the background fo r the next chapter, where LP  form ulations fo r tra ffic- 

oblivious energy-aware rou ting  w ill be presented and the ir performance w ill be evaluated.

m in i)
v,a

Vnodes s : ^ )e n e rg ys(i, j)/powo(s) <  rj (5.16)

C onstraints (2.5), (2.6), (2.7), (5.11) and (5.15).

5.6 Sum m ary
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Chapter 6

Traffic-Oblivious Energy-Aware 
Routing For M ultihop W ireless 
Networks

In  th is chapter, LP  form ulations fo r tra ffic-ob liv ious energy-aware rou ting  w ill be presented 

and the ir performance w ill be evaluated. Chapter 5 provided the background materials.

6.1 Introduction

The tra ffic  demand may not be known a p rio ri in  many scenarios, e.g. wireless com m unity 

mesh networks or base stations connected by wireless links. I t  is desirable to  allow for 

errors, devia tion and uncertainties in  tra ffic  p red iction when designing a rou ting  scheme. 

Two approaches may achieve th is, namely, adaptive and oblivious.

A  rou ting  scheme may be adaptive to  the tra ffic  demand and the netw ork conditions such 

as the rem aining energy level in  an energy-constrained case. Some adaptive approaches can 

bound the performance, e.g. [28, 33, 39]. They need to  period ica lly  collect in fo rm a tion  such 

as the current energy level. Collecting network in fo rm ation  causes extra  energy consump­

tion . A n  a lternative approach is to  investigate the feas ib ility  and performance o f a routing 

scheme oblivious to  the tra ffic  demand and network in form ation.

The problem  o f designing energy-efficient rou ting  for m u ltihop  wireless networks w ith  

changing and uncerta in tra ffic  demands is investigated. Polynom ial size LP  models are 

developed to  design such a rou ting  scheme. The rou ting  is fixed1, thus i t  is oblivious to 

changes and uncertainties o f the tra ffic . I t  is also oblivious to  the current state o f the 

network, such as the current energy level o f wireless nodes and the current network load. 

I t  does no t need to  collect network in fo rm ation  except for the s ta tionary topology and the 

in it ia l energy level. The rou ting  achieves m in im ax energy u tiliza tion . Thus i t  is energy-

1T h e  ro u tin g  is “ fixed”  in  the  sense th a t there is a single o u tp u t o f the L P  m odel. I t  can be im plem ented 
in  an o p p o rtu n is tic  way as discussed in  Section 6.7.
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aware. The rou ting  scheme considers interference and loss. I t  achieves energy efficiency 

nearly o p tim a lly  as shown in  the experimental results. The adaptive approaches in  [28, 39] 

give logarithm ic  performance guarantee. In  contrast, fo r a given topology, the LP  models 

give low  performance guarantee (a low oblivious ra tio ) in  the studied cases. Furthermore, 

an oblivious approach saves the energy consum ption for network in fo rm a tion  collection used 

by an adaptive approach.

The tra ffic-ob liv ious energy-aware rou ting  is investigated in  our published paper [38], 

m a in ly  in  an interference-free and lossless environment. The extensions to  consider in te r­

ference and loss in  LP  form ulations are based on our technical report [37],

6.2 Overview

In  the next sections, LPs w ill be developed fo r the tra ffic-ob liv ious energy-aware rou ting , and 

the ir performance w ill be evaluated. I t  starts w ith  the case in  which there is no interference 

and links are lossless. W hen interference is no t present, the rou ting  can w ork well w ithou t 

considering scheduling. F irs t, in  Section 6.3, the case o f a single sink w ith  a ll o ther nodes as 

sources is studied. A  po tentia l app lication is a wireless sensor network in  which every sensor 

reports to  a single node, where there are unknown, unexpected or unscheduled events so th a t 

i t  is d ifficu lt to  accurately pred ict the tra ffic  demand. Then, in  Section 6.4, the case where 

com m unication m ay happen between a ll pairs o f nodes is studied. A  po ten tia l app lication 

is wireless com m unity mesh networks w ith  energy constraints. N ext, a fter studying the 

im pact o f lossy links on m axim um  life tim e o f m u ltihop  wireless networks w ith  given tra ffic  

demands in  Section 6.5, the case in  which interference is present and links are lossy is studied 

in  Section 6 .6 . A dd itiona l linear constraints can be added to  guarantee schedulability o f 

a routing. Reliable transmission is also considered when links are lossy. Im plem entation 

issues are discussed in  Section 6.7.

I t  is easy to  adapt the LP  models to  the cases o f m u ltip le  sources a n d /o r m u ltip le  sinks, 

i.e., com m unication happens only between certa in pair(s) o f nodes. LPs are developed for 

the case where energy is a constra in t and not renewable. The LP  models can be generalized 

to  other problems such as life tim e m axim ization when the energy is renewable and m axi­

m ization o f data extraction  w ith  energy constraints. The LP  models are general enough for 

several radio transmission models, such as om ni-d irectiona l and d irectiona l antennas and 

a radio equipped w ith  various possible g ranu la rity  o f transmission power levels. They can 

also w ork w ith  a m ulti-channel a n d /o r m u lti-rad io  wireless system.

Table 6.1 shows the LPs to  be presented fo r various scenarios. Details o f derivation w ill be 

presented fo r LP  (6.9) and LP  (6.17). Am ong a ll the LPs, LP  (6.9) is the least complicated 

and LP  (6.17) is most complicated. As w ill be clear la ter, LPs fo r no knowledge o f T M  can 

be derived from  LPs w ith  approxim ate knowledge o f T M .
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single-sink a ll-pa ir

lossless, interference-free
no T M LP  (6.9)*

approxim ate T M LP  (6.10) L P  (6.11)

lossy, interference-lim ited
no T M

approxim ate T M LP  (6.12) L P  (6.17)*

Table 6.1: LPs to  be presented fo r various scenarios. A n  asterisk means the fu ll derivation 
o f the LP  w ill be given.

Before the details o f derivation o f LP  form ulations and the results o f performance study 

are shown, the m ain theorem o f th is  s tudy is presented.

T h e o re m  1. The optimal oblivious ratio with respect to energy efficiency and the optimal 

traffic-oblivious energy-aware routing of a multihop wireless network can be computed by a 

linear program with 0 ( n 3 + n 2m) variables and 0 ( n 3 + n 3m) constraints, where n and m are 

the numbers of nodes and edges in the graph representation of the network. This holds when 

linear constraints are added to guarantee the schedulability of routing when interference is 

present and reliable transmission when links are lossy.

A multihop wireless network with a single sink is a special case. Its optimal oblivious 

ratio and optimal oblivious routing can be computed by a LP  with 0 ( n 2 + n m )  variables and 

0 ( n 2 +  nm) constraints.

Theorem 1 can be proved when developing the LP  models, by counting the number of 

variables and constraints. For a m u ltihop  wireless network w ith  a single sink, the n-fo ld  

reduction in  the com plexity is due to  the n -fo ld  reduction in  the number o f OD pairs, since 

there is a single destination.

6.2.1 Perform ance Study Setup

Performance studies w ill be conducted fo r the LP  models developed la ter. The experimental 

setup is placed here since i t  is common to  a ll the performance studies fo r the LP  models for 

wireless networks developed in  th is chapter.

Random topologies are used fo r the performance studies. Nodes are p u t in  a k x k 

grid . A  cell represents a 10m x  10m area. In  each cell o f the grid , a node is p u t at a 

random  position. The in it ia l energy level o f each node is set random ly, un ifo rm ly  w ith in  

[20J, 30J]. Note the oblivious ra tio  is invarian t w ith  the scaling o f the in it ia l energy level. 

For sim plic ity, a disk model fo r radio transmission is used. T h a t is, suppose the m axim um  

transmission range o f node u is R ma.r, there is an edge (u, v) i f  R max >  dist(u,v), where 

dist(u, v ) denotes the distance between u and v. In  the simulations, every node has the same 

m axim um  transm ission range. Experim ents on networks o f various sizes are conducted. For 

each size o f the network, tw o m axim um  transmission ranges, 15m and 20m, are studied.

The energy model in  [25] is used to  instan tia te  tx(u ,v), r(u)  and h(u) in  the energy

60

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



consum ption model discussed in  Section 5.3.1 and Section 5.5.3 fo r lossy links. T h a t is,

tx (u ,v)  =  E eiec +  eamp x  dist2(u,v)  and r (u) =  E eiec, where E eiec represents the energy 

consum ption fo r runn ing  the transm itte r or the receiver c ircu itry , eamp represents the energy 

consumption fo r runn ing  the transm itte r am plifie r to  achieve an acceptable signal-noise 

ra tio . Set h(u) =  r(u),  i.e., assume th a t the overhearing consumes the same am ount of 

energy per u n it o f message as the reception. As in  [25], E eiec =  50nJ/b it  and eamp =  

100p J /b it /m ? .

Note th a t the LP  models developed la te r do not make the assumptions as in  the exper­

im ental setup, e.g., the disk transmission model and the energy consum ption model in  [25] 

as discussed above. The LP  models are more general. For example, as discussed in  Sec­

tio n  5.3.1, the LP  models can handle cases in  which a node can vary its transm ission range 

w ith  various precisions, as well as the case o f radio irre g u la rity  problem  [65], The LP  models 

do no t require a pa rticu la r energy consumption model: they work well once tx(u, v), r (u ) 

and h(u) can be computed before form ing the LPs.

6.3 Interference-free Lossless: A  Single Sink Case

In  th is  section, LP  models are developed to  compute the oblivious ra tio  fo r a m u ltihop  

wireless network w ith  a single sink, when there is no or approxim ate knowledge o f the tra ffic  

demand. The sink node is assumed to  have in fin ite  energy capacity. F irs t the detailed 

defin itions o f a rou ting  f  and the energy consumption e n e rg y s are introduced. Note, the 

defin itions o f rou ting  (2.4) and energy consumption (5.1) are fo r the case where transmission 

happens between a ll pairs o f nodes.

W hen there is a single sink in  a m u ltihop  wireless network, denoted as T ,  the destination 

o f any OD pa ir is T.  The tra ffic  m a trix  is reduced to  a tra ffic  vector, w ith  each entry d.t 

denoting the am ount o f tra ffic  o rig ina ting  from  node i. A  rou ting  f i (s , t )  specifies what 

fraction  o f di is routed along edge (s,t). The tra ffic  on edge (s, t) for di is difi(s ,t) .

R outing f  is defined as:

(h, i )£in(i)
V nodes i ^  T , Vfc ^  i , T  :

E  f i ( k J ) -  E  f i ( j , k )  =  0
(6.1)

(kyl)£out(k) (j ,k)€in(k)

Mi 7̂  T ,V  edges (s, t) : f i (s , t )  >  0

The energy consum ption o f node s fo r di is,

energys( i)  =  E  d if i (s ,t ) tx (s ,t )
(s,t)€out(s)

+  E  difi(t ,s )r(s ) (6 .2 )
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The firs t te rm  in  energys( i)  is the energy consumption fo r transmission; the second for 

reception and the th ird  for overhearing. is an ind ica tor function  as defined in  (5.2).

The to ta l energy consumption o f node s fo r a ll di's is,

e n e rg y , =  ^  energy, ( i)  (6.3)
i

Since d r  =  0, in  (6.3) and la te r form ulations fo r the single-sink case, the sum is taken over 

i ra ther than  i  /  T  fo r brevity.

6.3.1 R outing W ith  N o Knowledge o f Traffic

Sim ilar to  Azar et al. [10], the op tim a l oblivious rou ting  o f a m u ltihop  wireless network can 

be obtained by solving an LP  w ith  a po lynom ia l number o f variables, b u t in fin ite ly  many 

constraints. Th is LP  is called “master L P ” : 

m in r
r,f,d

f  is a rou ting  , .
V nodes s ^ T , V  TM s tm  w ith  O P T E (tm ) =  1 : ' ' '

Y  energy S(i)/pow0(s) <  r
i

The oblivious ra tio  is invarian t w ith  the scaling o f the tra ffic  matrices or the scaling o f 

the in it ia l energy level. Thus, when calculating the oblivious ra tio , i t  is sufficient to  con­

sider tra ffic  matrices w ith  O P T E (tm ) =  1. Another benefit o f using tra ffic  matrices w ith  

O P T E (tm ) =  1 is th a t the objective o f the LP  r, which is the m axim um  energy u tiliza tion  

o f the oblivious rou ting , is ju s t the oblivious ra tio  o f the network.

G iven a rou ting  f, the constra int o f the master LP  (6.4) can be checked by solving the 

follow ing slave LP  fo r each node to  examine whether the objective is upper bounded

by r  or not.
m ax Y  energy S(i ) /p °w 0(s)
9,d i

gi(u, v) is a flow o f demand di
V nodes u :

Y  E  gi{u,v)tx(u,v)
i  (u,v)€out(u)

+  E  E  9 i{v ,u )r{u)  (6 -5)
i  (v,u)€in(u)

+  E  E  E  i f f l s i M K u )
i (v,u)€in(u) (v,w)€out(v, — u)

<  powo (u )
V nodes i  ^  T  : di >  0

The constraints o f LP  (6.5) guarantee th a t the tra ffic  can be routed w ith  m axim um  energy 

u tiliza tion  o f 1. T h a t is, the constra int “V nodes s TM s tm  w ith  O P T E (tm ) =  1” in

LP  (6.4) is equivalent w ith  the constraints o f LP  (6.5). In  the energy consum ption constra int 

o f LP  (6.5), the firs t te rm  on the le ft hand side is the energy consumption for transmission; 

the second fo r reception and the th ird  for overhearing.
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F low  g  in  slave L P  (6.5) is defined as,

V nodes k T , V i ^  k and i  ^  T  :
E  9 i(k, u ) -  E  9 i ( v ,k ) = 0

(kfu)€out(k) (v,k)£in(k)
V nodes i  ^= T : E  gi { i ,  u) — di  =  0 (6.6)

(ifu)€out(i)
V edges (u ,v ) ,u  ^  T  : g i(u ,v ) >  0
V nodes i ^ T  : d i >  0

A lthough  the above “master-slave” LPs can solve the op tim a l oblivious rou ting  problem 

in  polynom ial tim e based on the E llipso id  a lgorithm  [8, 10, 49], i t  is no t practica l for large 

networks [8]. Inspired by the work o f Applegate and Cohen [8], s im pler LP  models are 

derived to  compute the oblivious ra tio .

The fo rm ula tion  can be sim plified by collapsing flows gt on an edge u —> v, i.e., using 

g(u,v) =  E gi(u ,y). As well, by relaxing the flow conservation constra in t from  equality
i

to  <  0, node i  is allowed to  deliver more flow than demanded, which does no t affect the

m axim um  energy u tiliza tio n  o f 1. The slave LP  fo r node s ^  T  is thus:

m a x ^ 7 j y { E  E  d if i (s ,t ) tx (s ,t )
9,d i (s,t)eout(s)

+  E  E  dif i ( t ,s )r (s )
i (t,s)£m(s)

+  E  E  E  i l t $ d i M t , k ) h ( s ) }
i (t,$)€in(s) (t,k)€out(t,—s)

V nodes i  ^=T :
E  9 ( v , i ) ~  E  g(i,u ) +  d i < 0

(vyi)£in(i) (i,u)£out(i)
V nodes u j ^ T  : (6.7)

E  g{u,v)tx{u,v)
(u,v)£out(u)

+  E  g(v,u)r(u)
(v,u)€in(u)

+  E  E
(v,u)£in(u) w€out(v, — u)

<  pouio(u)
V edges (u , v ) , u ^ T  : g(u, v) >  0
V nodes i ^  T  : di >  0

The dual o f the sim plified slave LP  (6.7) (for node s j ^ T )  is:

m in  E  ns(u)powo(u)
* ’P u^T

V nodes i :
Ps{i) >  E  f i (s ,t ) tx (s ,t )

(s,t)£out($)
+  E  f i ( t ,s ) r (s )

(t,s)ein(s)

+  E  E  (6.8)
(tfs)€in(s) (t,k)£out(t,—s)

V edges (u , v ) ,u  ^  T  :
tx(u, v)ns (u) +  r(v)-rrs (v)

+  E  ,’fcj/i(fc)-ms(fc)} ~Ps(u) +Ps(v) >  0
(u,k)€out(u,~v)

V nodes i : 7rs( i ) ,p s(i)  >  0
Ps{T) =  0, 7Ts(T ) =  0
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The dual variable ps( i ) corresponds to  the flow conservation constra in t fo r the demand di. 

Since there is no conservation constra int for the demand d j \  ps(T)  =  0 is in troduced for 

convenience. The dual variable tts(u ) corresponds to  the capacity constra in t for node u. 

Since there is no capacity constraint for node T, its{T) =  0 is introduced.

According to  the LP  dua lity  theory [4], the p rim a l LP  and its dual LP  have the same 

optim a l values i f  they exist. T h a t is, LP  (6.7) and LP  (6.8) are equivalent. Replacing the 

constra int in  the master LP  (6.4) w ith  LP  (6.8), a po lynom ia l size LP  (6.9) is obtained to 

compute the op tim a l oblivious ra tio  when there is a single sink. LP  (6.9) has 0 ( n 2 +  nm) 

variables and 0 ( n 2 +  nm) constraints, where n and m  are the numbers o f nodes and edges.

m in  r
r,/,7T,p
f is a rou ting  
V nodes s ^  T  :

ns(u)powo(u) <  r
u

V nodes i :
E  f i (s ,t ) tx (s ,t )

( s , t ) e o u t ( s )

+  E  f i ( t ,s )r (s )  /6 9 )
( t ,s )€ « n (s )

+  E  E  f i ( t ,  k )h (s)}
( t , s ) £ i n ( s )  k £ o u t ( t ,  — s)

V edges (u ,v ) ,u  ^  T  : 
tx (u ,v )ns(u) + r (v ) r ts(v)

+  E  { I lu,k)h (k )7rs(k ) } - P ° ( u ) +Ps{v )  >  °
k £ o u t ( u , —v )

V nodes i ^ T  : ws(i ) ,p s(i) >  0 
P s  (T )  —  0, 7TS (T ) =  0

6.3.2 R outing w ith  A pproxim ate K nowledge o f Trcifflc

LP  (6.10) is given d irec tly  to  compute the op tim a l oblivious rou tin g 2 fo r a m u ltihop  wireless 

network w ith  a single sink when approxim ate knowledge o f tra ffic  demand is bounded, i.e., 

the tra ffic  demand di is in  the range o f [at , bi] (0 <  at <  6<). Its  derivation is s im ilar 

to  th a t fo r LP  (6.9), except there are new constraints fo r the approxim ate knowledge of 

tra ffic  demand in  the range, at <  di <  bi. The range constraints are added to  the slave 

LP. W hen its  dual is form ulated, dual variables w f  (i) and w ~(i)  are in troduced fo r the 

range constraints. See the derivation fo r LP  (6.17) fo r the handling o f the range constraints. 

LP  (6.10) has 0 ( n 2 +  nm)  variables and 0 { n 2 +  nm)  constraints.

2W ith  a s ligh t misuse o f term s, the ro u tin g  th a t m in im izes the com pe titive  ra tio  over the range re s tric tion  
on the  tra ffic  m a tr ix  is also called the “ o p tim a l ob liv ious ro u tin g ” , and its  com petitive  ra tio  the  “ op tim a l 
ob liv ious ra tio ” .
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m m  r
r ,/ ,7 r ,p ,-!/;+,tu -
f is a rou ting
V nodes s :

J2 Trs(u)pow0(u) <  r  
u ^ T

V nodes i :
pa(i) +  u>+(i) — u>~( i)  >

E  f i {s , t ) tx (s , t )
(s ,t)G o u t(s )

+  E  f i ( t ,s )r (s )
( t , s ) e in ( s )  (0 .1 U J

+  E  E  % i } M t , k ) h { s ) }
(t , s ) € i n ( s ) ( i ,fc )£ o u £ (t,—s)

V edges (u ,v ) ,u  ^  T  :
tx (u ,v )ns(u) + r ( v ) i r s(v)

+  E  ■r(“ ,fc)/ l (fc)7rs(fc) -  Ps(n) +P s(n ) >  0
( u , k ) £ o u t ( u , — v )

E { w 7 ( * ) a* -  >  0
i

V nodes i ^ T  : ns(i ) ,p s( i ) ,w + ( i ) ,w ~ ( i )  >  0 
ps(T ) =  0,7rs(T ) =  0

6.3.3 Perform ance Study

Experim ents are set up as discussed in  Section 6.2.1. Experim ents are conducted on networks 

o f sizes 25, 36, 49, 81, 100 and 121. The sink is either in  the center or in  the corner cell.

The oblivious ra tio  o f a m u ltihop  wireless network is computed by LP  (6.9). The oblivious 

ratios o f the studied networks are shown in  the last column under oo (which means we have 

no knowledge o f tra ffic  demands, as w ill be clear la ter in  th is  section) in  Table 6.2 fo r the 

case the sink is in  the center, and in  Table 6.3 fo r the case the sink is in  the corner. The 

results are excellent, considering the oblivious ratios are achieved w ith o u t any knowledge of 

tra ffic  demands, and on ly  an oracle can achieve the ra tio  o f 1 .

There may be approxim ate estim ation o f the tra ffic  demand in  a m u ltihop  wireless net­

work. I t  is expected th a t w ith  some knowledge o f tra ffic  demands, lower com petitive ratios 

can be achieved. In  the fo llow ing the performance o f LP  (6.10) is studied, i f  there is know l­

edge o f the degree o f accuracy o f the tra ffic  estim ation, for a topology, a tra ffic  m a trix  tm  

and an “ error m arg in” w >  1. The oblivious ra tio  o f a network w ill be studied, given the 

knowledge th a t the tra ffic  demand is in  the range o f [di/w, wdi] w ith  respect to  the base 

tra ffic  m a tr ix  di s. F irs t, the d j ’s need to  be decided.

Four tra ffic  models are used to  determine the base tra ffic  m a trix  tm : G ravity , B im odal, 

Random and U n ifo rm , to  a ttem p t to  capture some broad classes o f tra ffic  demands in  

m u ltihop  wireless networks. They are denoted as G, B, R  and U  respectively in  the tables. 

In  the G rav ity  model, the am ount o f tra ffic  o rig ina ting  from  node i, di, is p roportiona l 

to  powo(i), the in it ia l energy level o f node i. In  the B im odal, a small po rtio n  o f nodes 

have a large am ount o f tra ffic , w hile a large number o f nodes have small am ount o f tra ffic .
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N Rmarc T M 1.5 2 .0 3.0 oo

U 1.2264 1.3892 1.5808
15m G 1.2256 1.3879 1.5810 1.8239

B 1.2612 1.4430 1.5831
49 R 1.2177 1.3773 1.5815

U 1.2852 1.4884 1.7138
2 0 m G 1.2846 1.4875 1.7163 1.9651

B 1.3018 1.5169 1.6943
R 1.2954 1.4955 1.6772

U 1.1441 1.2725 1.5154
15m G 1.1439 1.2727 1.5169 1.9964

B 1.1406 1.2824 1.4966
81 R 1.1377 1.2681 1.5208

U 1.1605 1.3086 1.5650
2 0 m G 1.1600 1.3080 1.5663 2.0242

B 1.1883 1.3493 1.5819
R 1.1576 1.3037 1.5544

U 1.0673 1.1442 1.3221
15m G 1.0669 1.1429 1.3195 1.9065

B 1.0887 1.1851 1.3901
100 R 1.0556 1.1273 1.3037

U 1.0920 1.1834 1.3761
2 0 m G 1.0918 1.1825 1.3743 1.9752

B 1.1219 1.2360 1.4676
R 1.0995 1.1923 1.3872

U 1.0604 1.1268 1.3012
15m G 1.0609 1.1268 1.3007 1.9071

B 1.0780 1.1529 1.3373
121 R 1.0573 1.1305 1.3166

U 1.0883 1.1886 1.4129
2 0 m G 1.0875 1.1874 1.4113 2.0751

B 1.0784 1.2016 1.4803
R 1.0960 1.2007 1.4263

Table 6.2: Obliv ious ratios: single sink in  the center
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N Rmax T M 1.5 2 .0 3.0 oo

U 1 .0 0 0 + 1 .0 0 0 + 1 .0 0 0 +
15m G 1 .0 0 0 + 1 .0 0 0 + 1 .0 0 0 + 1 .0 0 0 +

B 1 .0 0 0 + 1 .0 0 0 + 1 .0 0 0 +
49 R 1 .0 0 0 + 1 .0 0 0 + 1 .0 0 0 +

U 1.0359 1.0696 1.1473
2 0 m G 1.0346 1.0680 1.1441 1.4758

B 1.0470 1.0850 1.1296
R 1.0347 1.0601 1.1138

U 1.0057 1.0114 1.0278
15m G 1.0055 1.0109 1.0267 1.1838

B 1.0082 1.0149 1.0318
81 R 1 .0 0 1 2 1.0023 1.0056

U 1.0044 1.0090 1.0224
2 0 m G 1.0042 1.0087 1.0214 1.1872

B 1 .0 0 1 2 1.0026 1.0067
R 1.0051 1.0104 1.0230

U 1.0253 1.0477 1.0969
15m G 1.0250 1.0471 1.0964 1.3074

B 1.0348 1.0564 1.0949
100 R 1.0084 1.0158 1.0348

U 1.0073 1.0173 1.0446
2 0 m G 1.0069 1.0163 1.0421 1.2723

B 1.0036 1.0085 1.0203
R 1.0080 1.0164 1.0378

U 1 .0 121 1.0263 1.0622
15m G 1.0118 1.0256 1.0606 1.4795

B 1.0284 1.0566 1.1194
121 R 1.0041 1.0091 1.0227

U 1.0141 1.0296 1.0692
2 0 m G 1.0140 1.0294 1.0683 1.4782

B 1.0097 1.0181 1.0441
R 1.0080 1.0152 1.0324

Table 6.3: Obliv ious ratios: single sink in  the corner
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In  the study, 80% o f the nodes have tra ffic  demands determ ined by a norm al d is tribu tion  

N (1 .0 ,0.1); w hile tra ffic  demands o f 20% o f the nodes are determ ined by iV (1 0 .0 , 1.0). 

N (fi, a 2) denotes a norm al d is tribu tion  w ith  mean /r and variance a 2. In  the Random model, 

di is chosen a t random  from  a un iform  d is tr ib u tio n  on the range [1,100]. In  a U n ifo rm  model, 

a ll the nodes have the same am ount o f tra ffic . The G rav ity  and the B im oda l tra ffic  models 

are inspired by the study on the In te rnet tra ffic  estim ation in  [70] and [13] respectively, 

which may reflect the technical expectation to  and the social phenomenon o f a netw ork (the 

In ternet). In  a wireless network, a node w ith  high energy capacity m ay tend to  transm it 

more data. I t  is possible tha t, in  some applications, some “ hotspot” areas m ay have much 

more data to  transm it.

Tables 6.2 shows the results fo r the sink in  the center w ith  the error m arg in  w o f 1.5, 

2.0 and 3.0, fo r the four base tra ffic  models respectively. For each network size N ,  each 

m axim um  transm ission range R max, the oblivious ratios for the four base tra ffic  models are 

on the same topology. LP  (6.10) can achieve fa ir ly  low oblivious ratios w ith  large error 

margins. Note tha t, w ith  50% error in  tra ffic  estim ation, the performance is close to the 

optim a l (the oblivious ra tio  is close to  1.0). As shown in  Tables 6.3, when the sink is in  the 

corner, the oblivious ra tio  can be much lower. The results o f 1.000+ represent those s lightly  

greater than 1 .0 .

Experim ents are also conducted w ith  9 seeds fo r the random  num ber generator, which 

may change the locations o f the nodes (thus the graph), the in it ia l energy level. Table 6.4 

shows the m in  and m ax o f the oblivious ratios over 9 seeds fo r U n ifo rm  model fo r the case 

the sink is in  the corner.

N Rmax 1.5 2 .0 3.0 00

49
15m m in 1 .0 0 0 + 1 .0 0 0 + 1 .0 0 0 + 1 .0 0 0 +

max 1.2329 1.3946 1.6091 1.9340
2 0 m m in 1 .0 1 0 0 1.0203 1.0438 1.1800

max 1.3771 1.5880 1.7750 1.9767

81
15m m in 1 .0 0 0 + 1 .0 0 0 + 1 .0 0 0 + 1.0353

max 1.0945 1.2125 1.4442 1.9652
2 0 m m in 1.0044 1.0090 1.0224 1.1872

max 1.1706 1.3402 1.6354 2.0770

100

15m m in 1.0125 1.0293 1.0719 1.6205
max 1.1166 1.2443 1.4811 2.0439

2 0 m mm 1.0734 1.1554 1.3527 1.9905
max 1.1687 1.3078 1.5564 2.1073

121

15m m in 1.0275 1.0606 1.1444 1.8342
m ax 1.0700 1.1387 1.3091 2.0263

2 0 m m in 1.0551 1 .1 0 0 0 1 .1 0 0 0 1.9874
max 1.1028 1.2041 1.4209 2.1039

Table 6.4: M in  and m ax oblivious ratios over 9 runs a single sink in  the corner (U niform  
base T M )
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The energy consum ption fo r reception and overhearing may be insignificant in  some cases 

such as long-range transmission. A ttem pts  are made to  study how the LP  models perform  

under such circumstances. A  k x k  g rid  is s ti l l  used. However, each cell o f the g rid  represents 

a 50m x 50m area. Tw o m axim um  transmission ranges, 75m and 100m, are studied. Recall 

tx (u ,v ) =  E eiec +  eamp x dist2(u ,v ) and r(u ) =  h{u) =  E eiec. Thus the distance plays an 

im po rtan t role in  energy consumption. I t  seems th a t the LP  models perform  s im ila rly  over 

the four base tra ffic  models. In  th is  set o f experiments, the G rav ity  model and Random 

model are used to  determine the base tra ffic  m a trix  when there is approxim ate knowledge 

o f the tra ffic  demand. Experim enta l results in  Table 6.5 and Table 6 .6  show th a t when the 

energy consumption for reception and overhearing is less significant, the LP  models can s till 

achieve low oblivious ratios, especially when approxim ate knowledge o f tra ffic  is available.

N Emax T M 1.5 2 .0 3.0 00

49
75m G 1.2985 1.4891 1.7232 2.1356

R 1.3110 1.5294 1.7328
1 0 0 m G 1.3128 1.5465 1.8378 2.2395

R 1.3405 1.5877 1.8332

81
75m G 1 .1 1 0 2 1 .2 1 1 1 1.4423 2.1934

R 1.0987 1.1957 1.4251
1 0 0m G 1.1580 1.3206 1.6335 2.2678

R 1.1615 1.3331 1.6350

100

75m G 1.0419 1.0886 1.1973 1.9786
R 1.0427 1.0840 1.2036

1 0 0m G 1.0720 1.1539 1.3308 2.1054
R 1.0659 1.1404 1.3253

121

75m G 1.0372 1.0713 1.1648 1.9499
R 1.0317 1.0605 1.1899

1 0 0m G 1.0764 1.1545 1.3463 2.3008
R 1.0572 1.1310 1.3324

Table 6.5: Oblivious ratios: a single sink in  the center, transmission dominates energy 
consumption

6.4 Interference-free Lossless: A ll Pair Case

The m u ltihop  wireless network w ith  a single sink is a special case o f com m unication over 

m u ltihop  wireless networks, where there may be tra ffic  between a ll pairs o f nodes. W hen all 

pairs o f nodes may have tra ffic , an en try  dij in  a tra ffic  m a tr ix  denotes the am ount o f tra ffic  

o f O D pa ir i  —> j .  Usually no node is assumed to  have in fin ite  energy capacity. For the 

a ll-pa ir case, the de fin ition  o f rou ting  is (2.4) and the energy consumption model is (5.1).
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N Umax T M 1.5 2 .0 3.0 00

49
75m G 1 .0 0 0 + 1 .0 0 0 + 1 .0 0 0 + 1 .0 0 0 +

R 1 .0 0 0 + 1 .0 0 0 + 1 .0 0 0 +
1 0 0 m G 1.0351 1.0676 1.1320 1.5637

R 1.0301 1.0488 1.0934

81
75m G 1.0167 1.0379 1.0847 1.5360

R 1.0031 1.0060 1.0135
1 0 0 m G 1.0208 1.0450 1.0972 1.6008

R 1.0191 1.0359 1.0765

1 00

75m G 1.0169 1.0394 1.0884 1.6119
R 1.0031 1.0064 1.0150

1 0 0m G 1.0175 1.0404 1.0905 1.6119
R 1.0152 1.0292 1.0639

121

75m G 1.0143 1.0265 1.0543 1.6078
R 1.0054 1.0094 1.0199

1 0 0m G 1.0181 1.0342 1.0691 1.6201
R 1 .0 101 1.0174 1.0354

Table 6 .6 : Obliv ious ratios: a single sink in  the corner, transmission dominates energy 
consumption

6.4.1 R outing W ithout Accurate Knowledge o f  Traffic

Sim ilar techniques to  those in  Section 6.3.1 for derivation o f LP  models can be used here, e.g.

flows gij on an edge u —> v  w ith  the same orig in  can be collapsed w ith  gi(u, v) =  E  gij{u, v )
i

to  s im p lify  the LP  form ulation. LP  (6.11) is d irec tly  given, which computes the optim a l 

oblivious ra tio  fo r a m u ltihop  wireless network, when there is approxim ate knowledge o f the 

tra ffic  demand th a t dy  is w ith in  the range o f [oy , 6y ].

m in  r
r , f , n , p , w + , w ~

f  is a rou ting  
V nodes s :

J2^s (u )powo(u)  < r
U

V nodes
Ps{i , j )  + w + ( i , j )  -  w ~ { i , j ) >

E  f i j ( s , t ) t x ( s , t )
(s , t ) € o u t { s )

+  E  f i j ( t , s ) r ( s )
(t , s ) € i n ( s )

+  E  E  (6 -H )
(i,s)€«ri(s) (t , k ) € o u t ( t ,  — s)

V nodes i, V edges (u, v) :
tx(u,v)TTa(u) + r ( v )  ire(v)

+  e
( u , k ) £ o u t ( u ,  — v)

- p s ( u , i )  + p s ( u ,  i) > 0

E(wr(b -  wt (h t i b i j )  > o
i

V nodes u : tts(u ) > 0
V nodes i , j  ±  i : pa( i , j ) , w + ( i , j ) , w - ( i , j )  >  0
V nodes i : p s (i, i) =  0
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W hen there is no knowledge o f the tra ffic  demand, i.e., the range is [0, + 0 0 ], the LP  to 

compute the oblivious ra tio  can be obtained by rem oving the constraints, J2{ws J)ai,j ~
i

wt  (h j)b i,j}  >  0 , and the variables w f ( i , j )  and w~ ( i , j )  representing the range restrictions.

6.4.2 Perform ance Study: A ll Pair Case

Experim ents are set up as discussed in  Section 6.2.1. Topologies o f sizes 25 and 36 are 

studied. The oblivious ratios o f the studied networks are shown in  the last column in 

Table 6.7 (denoted by the error m argin 0 0 ). These results are very good, since they are 

achieved w ith o u t any knowledge o f the tra ffic  demand and w ithou t the ongoing network 

in fo rm ation  collection.

Experim ents are also conducted fo r the case approxim ate knowledge o f tra ffic  demands 

is available. S im ilar to  Section 6.3.3, four tra ffic  models are used to  determ ine the base T M  

tm , when there is approxim ate knowledge o f the tra ffic  demand. In  the G ra v ity  model, the 

am ount o f tra ffic  o f the OD pa ir is p roportiona l to  powo(i) x  powo(j). In  the B im odal, 

20% o f the pairs have tra ffic  demand determ ined by IV (10.0 ,1.0), w hile  80% o f the pairs 

determ ined by iV (1 .0 ,0.1). A  un ifo rm  d is tr ib u tio n  on [1 , 10 0 ] is used fo r the Random model. 

In  the U n ifo rm  model, a ll OD pairs have the same am ount o f traffic.

W ith  rough knowledge o f the tra ffic  demand, the com petitive ratios can be much lower 

than th a t w ith o u t any knowledge o f tra ffic . W ith  error m argin w =  1.5, an oblivious rou ting  

th a t is a t most 33.5% — 46.5% worse than  the oracle op tim a l rou ting  can be achieved. The 

results are very good on the studied topologies.

N Rmax T M 1.5 2 .0 3.0 00

U 1.3351 1.4928 1.6532
15m G 1.3346 1.4924 1.6532 2.1671

B 1.3357 1.4925 1.6516
25 R 1.3318 1.4882 1.6448

U 1.3732 1.5451 1.7113
2 0 m G 1.3730 1.5449 1.7110 2.2237

B 1.3575 1.5306 1.7030
R 1.3713 1.5418 1.7086

U 1.4287 1.6151 1.8094
15m G 1.4288 1.6151 1.8097 2.4054

B 1.4277 1.6143 1.8019
36 R 1.4237 1.6134 1.8085

U 1.4642 1.6826 1 .8 8 6 6

2 0 m G 1.4646 1.6830 1.8870 2.4397
B 1.4575 1.6819 1.8827
R 1.4648 1.6831 1 .8 8 6 6

Table 6.7: Obliv ious ratios: a ll pa ir case

Experim ents are also conducted in  the case tha t each cell o f the g rid  represents a 50m  x 

50m area to  a ttem p t to  study how the LP  models perform  in  m u ltihop  wireless networks
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when energy consumption for reception and overhearing is less significant. Tw o m axim um  

transmission ranges, 75m and 100m, are used. The G rav ity  model and Random model are 

used when there is the range restric tion  on the base tra ffic  m a trix . Table 6 .8  shows th a t the 

LP  models can achieve low oblivious ratios (close to  1.0, the oracle op tim a l performance).

N Umax T M 1.5 2 .0 3.0 00

25
75m G 1.4048 1.6377 1.8718 2.4018

R 1.4054 1.6297 1.8647
1 0 0m G 1.4868 1.7438 1.9655 2.4098

R 1.4813 1.7342 1.9547

36
75m G 1.4253 1.6596 1.9346 2.6166

R 1.4309 1.6652 1.9386
1 0 0m G 1.5215 1.8107 2.1031 2.6479

R 1.5230 1.8113 2.1039

Table 6 .8 : Obliv ious ratios: a ll pa ir case, transmission dominates energy consumption

6.5 Im pact o f Lossy Links on Perform ance of M ultihop  
W ireless Network

Background materials fo r lossy links were presented in  Section 5.5. Section 5.5.1 presented 

an example to  show the im pact o f loss and Section 5.5.3 presented the energy consumption 

model w ith  lossy links. Given accurate knowledge o f tra ffic  demands, the LP  fo rm ula tion  

to  compute the m axim um  life tim e is presented in  Section 5.5.4.

The im pact o f lossy links on the m axim um  life tim e is studied on random  topologies. 

Experim ents are set up as in  Section 6.2.1. The loss ra tio  o f each edge is un ifo rm ly  set 

w ith in  [0%, 50%]. The capacity o f each edge is set un ifo rm ly  w ith in  [10 ,20} Mbps. The 

tra ffic  demand fo r an OD pa ir is set random ly, un ifo rm ly  w ith in  [1,2 ]Mbps. Note th a t a ll 

o f the performance metrics discussed in  th is section are invariant w ith  the scaling o f link  

capacity and tra ffic  demands. To consider interference, linear constraints (5.9) are used w ith  

/3 =  1.0.

Im p a c t  o f  loss o n  m a x im u m  l ife t im e . The m axim um  life tim e t, which is the inverse 

o f the objective q o f LP  (5.16), is investigated when loss is considered or not. The energy 

consumption model w ith  lossy links (5.13) is used. The measure |j- x 100% is used to 

show the degree o f the im pact, where to is the m axim um  life tim e when on ly interference is 

present in  the network and links are lossless, while t i  is the life tim e when bo th  interference 

and loss are present. W hen a network is lossless, the lin k  loss factor, 7 , is 1.0 for each link  

in  LP  (5.16), includ ing the energy consumption model (5.13). The energy model in  [25] is 

used, as discussed in  Section 6.2.1. The in it ia l energy level o f each node is set randomly, 

un ifo rm ly  w ith in  [20,30] J . Note th a t |£ is invarian t w ith  the scaling o f the in it ia l energy 

level.
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In  Table 6.9, the m in im um , median, mean and m axim um  o f the im pact measure for 

9 runs o f the experiments are reported. The mean o f 9 runs has more than 8 6 % o f the 

m axim um  life tim e o f the corresponding lossless networks. In  most cases (except 3 ou t o f 

54), is greater than 0.75; w hile the mean loss ra tio  is 0.25. There are even cases where 

a lossy network has longer life tim e than  the lossless counterpart. Th is m igh t be counter­

in tu itive , since in  a lossy environment, retransmissions are required thus energy is wasted. 

Taking a closer look at the broadcast nature o f wireless comm unication, the results reveal 

tha t, due to  loss, the saving in  energy consumption for overhearing may compensate for the 

energy waste fo r retransmission. I t  is even possible to  take advantage o f the loss and design 

routings to  improve energy efficiency, e.g. in  the cases where L- >  1 (there are 4 cases). 

LP  (5.6) can compute such a routing.

N Umax m in median mean max

25 15m 76.841 90.891 93.024 114.089
25 2 0 m 87.193 92.489 92.149 95.877

36 15m 83.552 89.047 93.396 118.050
36 2 0 m 91.807 95.097 94.775 97.346

49 15m 67.519 88.493 86.719 94.825
49 2 0 m 91.597 93.587 93.601 96.730

Table 6.9: Im pact o f loss on m axim um  life tim e (%)

The energy consumption model affects the im pact o f loss on the m axim um  lifetim e. 

I t  is expected th a t w ith  much lower energy consumption fo r overhearing, the gain due to 

the loss o f broadcasting w ill be less significant. Thus, a close or longer life tim e as shown in 

Table 6.9 may no t occur. The previous study shows th a t different network sizes have sim ilar 

results. Here networks o f size 25 are studied. The firs t and second rows in  Table 6.10 for 

h(u) =  r (u ) /1 0  confirm  the expectation. The extreme case is when overhearing does not 

consume energy. The th ird  and fou rth  rows show the results.

N Rmax h(u) m in median mean max

25 15m r (u ) / 10 59.173 79.277 77.187 8 6 .1 0 1

25 2 0 m r ( u ) / 1 0 77.482 82.381 82.661 85.651

25 15m 0 57.562 77.601 75.799 85.089
25 2 0 m 0 76.673 81.225 80.872 84.013

Table 6.10: Im pact o f loss on m axim um  life tim e (%) when overhearing consumes different 
amounts o f energy

Impact o f overhearing on maximum lifetim e w ith lossy links. The previous 

study considers the im pact o f overhearing on energy efficiency i f  overhearing is present. 

The fo llow ing experiments study the im pact o f overhearing on the m axim um  life tim e, when 

overhearing is present in  the network, bu t overhearing is or is not included in  LP  (5.16). 

W hen overhearing is not included, the te rm  for overhearing in  energy consum ption model
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t°
(5.13) is removed. B o th  interference and loss are considered in  the LP. The measure ^  x 

1 0 0% is used to  show the degree o f the im pact, where tg is the m axim um  life tim e when 

overhearing is no t included in  the LP, w hile t± is the life tim e when overhearing is included. 

Networks o f size 25 are studied. In  Table 6.11, the m in im um , median, mean and m axim um  of 

the im pact measure fo r 9 runs o f the experiments are reported. The firs t and th ird  rows show 

the results when links have loss ratios un ifo rm ly  in  [0%, 50%]; while the second and fou rth  

rows are fo r lossless networks. Overhearing has a huge im pact on energy efficiency, especially 

fo r denser networks (R max =  2 0 m ). On average, on ly  60% or much less (32%) life tim e can 

be achieved. The results suggest tha t, w ith  om ni-d irectiona l antennas, overhearing is an 

im po rtan t factor to  consider fo r energy efficiency.

N Rmax loss ra tio m in median mean max

25 15m f / [0 ,0.5] 49.628 58.757 59.347 76.011
25 15m 0 39.613 45.227 48.655 60.131

25 2 0 m f/ [0 ,0.5] 32.817 35.325 36.548 45.063
25 2 0 m 0 28.883 31.726 32.048 40.175

Table 6.11: Im pact o f overhearing on life tim e (%)

6.6 Interference-lim ited lossy-links case

In  th is  section, concerns w ith  interference and lossy links are discussed. In  contrast to  

Section 6.5, there is no accurate knowledge o f tra ffic  demands. The techniques fo r deriving 

LP  form ulations are s im ilar to  those in  Section 6.3, except th a t linear constraints fo r flow 

schedulability and reliable transmission are added.

6.6.1 A  Single Sink Case

The L P  fo r the single-sink case is given d irec tly  in  LP  (6.12). I t  calculates the oblivious 

rou ting  w ith  dij being w ith in  [atj ,  btj}. The LP  to  compute the oblivious rou ting  w ith  no 

knowledge o f tra ffic  demand can be obtained from  LP  (6.12).
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\

(6 .12)

m m  r
r , f , TT , p , W+, W~

f  is a rou ting
V nodes s :

J2 { 7Ts(u)pow0(u) +  '}2 k s(u , v )c(u , v ) +  /3ips(u)}  <  r
u ^ T  v

V nodes i  ^  T : 
ps(i) +  w + (i) -  w j  {i) >

^ 7 j {  E 7 s t f i ( s , t ) t x ( s , t )
( s , t ) € . o u t ( s )

+  E  f i ( t , s ) r ( s )
( t , s ) £ i n ( s )

+ E E
(t,8)6in(s) (t,fe)€cm£(£,—s)

V edges (u ,v ),u  ^  T  :

tx(u, v)ir . ( t i)  +  s(v) +  E  ^ r ^ ( fc)
fe€n&r(u,—v)

-P .(« )  + P .(« )  +  K,(U, V) +  > 0

E-t^rW0* -  > 0
i

V nodes i ^ T  : ns{i),p s( i ) ,w + ( i ) ,w j ( i )
V nodes u ,v  : ips(u),K s(u ,v ) >  0 
Ps(T) =  0, 7ts(T ) =  0

6.6.2 A ll Pair Case

This section presents the derivation o f an LP model to  compute the obliv ious ra tio  for 

a m u ltihop  wireless network when approxim ate knowledge o f tra ffic  demand is known. 

Suppose th a t the tra ffic  demand d^ is w ith in  the range [a,tJ. btJ ]. W ith o u t the restriction 

OPTU(tm) =  1, the master LP is:

m in r
r , f , d

f  is a rou ting  
Va >  0, V nodes s :

V TMs tm  w ith  OPTU(tm) =  a, and W i,j a ,j <  <  bij : ( • )
X )energyS(i,j) /p o w 0{s) <  rot
i , j

Constraints (2.6) and (5.9).

Since the oblivious ra tio  r  is invariant w ith  respect to  the scaling o f tra ffic  demand, we can 

consider a scaled TM tm' =  Atm. W ith  A =  l/OPTU(tm ), we have OPTU(tm ) =  1. 

Under these conditions, the master LP is:

m in r
r , f , d

f  is a rou ting
V nodes s, V TM s tm  w ith  A >  0 such t h a t :
TMs tm  w ith  OPTU(tm) =  1 and Aoy <  dij <  A6y  :

E e n e rg y S(i,j) /p o w 0(s) <  r  
i j
Constraints (2.6) and (5.9).

(6.14)

The constraints th a t satisfy the requirement th a t tra ffic  matrices can be routed w ith  m axi­

mum energy u tiliza tio n  o f 1 can be derived. W hen there is the range restric tion  o f the tra ffic
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m atrix , the constra in t Aatj  <  dy <  Afcy needs to  be added. W ith  g i(u ,v ) =  ^2 Q ij(u ,v), the
j

fo rm ula tion  can be sim plified. The slave LP  fo r node s is thus,

E  7 rtd ijf i j(s ,t) tx (s ,t)

+  E  E  d y /y ( t , s ) r ( s )
i>j (t,s )€ in (s )

+  E  E  E
i j  ( t , s )€ in(s )  u£nbr ( t ,  — s)

V pairs * —> j  : <= ps(i, j )
E  9 i ( j i v )  ~~ E  9 i ( u , j )  +  d i j <  0

O » € o u t( j)  ( u , j ) £ i n ( j )

V nodes u : 4= 7rs(u)
E  E  9i { u , v ) t x { u , v )

i (u ,v)€out (u)

'fvu
i  (v,u)€m(u)

+  E  E  E
i (v,u)£in(u) (v,w)£out(v,—u)

(6.15)

<  pou>o(u)
V links (u, v) : ̂ 2gi {u,  v) <  c(u, v) <= k s(u, v)

i

V nodes u  : <= ips («)

E V "  Si }  («>«) I V *  ^  ^  <3
E  _c t« T T  +  ^  E  c(« ,u )" -  P

(u ,v )€o ,ui('u) i , j  ( v , u ) € i n ( u )  i , j

V pairs i  —> j  : dy  — A5y < 0  -4= w + (i, j )
V pairs i  —> j  : —dy +  \ a j j  < 0  ■£= w j { i , j )
V nodes i ,  edges (w,n) : g i (u ,v )  >  0
V pairs i  —> j  : dy  >  0

The dual o f LP  (6.15) is:

m in  ^ 2 { n s(u)pow0(u) +  J2, k s(u , v )c(u , v ) +  f3ips(u ) }
ir ,ip ,K 1p ,w + ,w ~  u  v

V pairs * —> j  : <= dy
p , ( i , j ) + w + ( i , j ) - w ~ ( i , j )  >

E  l s t f i j ( s ,  t)tx (s , t)
( s , t ) £ o u t ( s )

+  E  f i j ( t , sH s)
( i,s )€ m (s )

+  E  E  / ((; :“ )2 iE ^ ( s ) }
(t,s )€ m (s ) — s)

V nodes i , V edges (u, n) : <= P i(u, v)
tx(u, v)TVs(u) +  ^ 7 T S(V) +  X) 7£ S

/c€n&r(u,—x>)

+ P ,( t , tO -P .( * > « )  +  M “ >«) +  $ ^  +  $ $ J  > 0  

E { w7 (* ; i)ai,i -  > 0 <*= A
i

V nodes u , v  : i rs{u) >  0 , ips(u) >  0, «s(u, u) >  0
V pairs i  -> j  : ps( i , j )  >  0 ,ps( i , i )  =  0
V pairs t - > j :  u>+(i,j)  >  0 ,u ; 7 ( i , j )  >  0 , i a + ( i , i )  =  0 , 1 0 7 (1 , i) =  0

The correspondence between dual variables and p rim a l constraints follows: p s( i , j )  cor­

responding to  the flow  conservation constra int fo r demand dy-; tts (u)  corresponding to  the 

energy constra in t fo r node u; k s(u,v)  corresponding to  the lin k  capacity constra in t fo r lin k  

(u,v) ;  and 'ips (u)  corresponding to  the schedulability constra int fo r node u. Since there is no 

conservation constra in t fo r demand di t , ps( i , i ) =  0 is introduce. LP  (6.15) has extra  range
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constraints — Xb.  ̂ <  0 and —d^ 4- Aay  <  0. Consequently LP  (6.16) has dual variables 

w + ( i , j )  and w ~ ( i , j ) ,  which are associated w ith  the range constraints. To help make the 

derivation o f the dual LP  (6.16) clearer, leftarrows 4= are used to ind icate correspondence 

between dual variables and prim a l constraints in  LP  (6.15). In  dual LP  (6.16), leftarrows 

are used to  ind icate correspondence between p rim a l variables and dual constraints.

According to  the LP  d u a lity  theory [4], the p rim a l LP  and its dual LP  have the same 

optim a l values i f  they exist. T h a t is, LP  (6.15) and LP  (6.16) are equivalent. Replacing the 

constra int in  the master LP  (6.14) w ith  LP  (6.16), LP  (6.17) is obtained. I t  has 0 (n 3 +  n2m) 

variables and 0 (n 3 + n 2m ) constraints, where n  and m  are the numbers o f nodes and edges. 

The LP  to  compute the oblivious rou ting  w ith  no knowledge o f tra ffic  demand can be 

obtained from  LP  (6.17).3

m in  r
r , f , 7 r , i p , K , p , w + , w ~

f  is a rou ting
V nodes s :

s(u)pow0(u) +  ks(u , v)c(u, v) +  (3ips(u) }  <  r
U V

V pairs i  —> j  :
P s ( i , j ) + w + ( i , j ) - w j ( i , j )  >

^ k ( 7 j {  E 7 s t f i j ( s , t ) t x ( s , t )
(s,t)£out(s)

+  E f i j ( t , s ) r { s )
( t , s )€< n(s )  1 7 ,

+ E E ( ' }
(t,s)£in(s) u€nbr(t, — s)

V nodes i , V  edges (u ,v)  :

tx(u, v )tts(u ) +  +  E tfu.vj T l f 7rs(fc)
kGnbr(u,—v)

+ P s ( i ,u ) - p s(i,v ) +  Ks{u,v) +  ^ 0 ^  +  | t Q > 0  
j ) a itj -  w + ( i , j )b i j }  >  0

i
V nodes u, v : tts(u ) >  0, ips(u) >  0, k s(u , v) >  0
V pairs i  -> j  : ps( i , j )  >  0 ,p3( i , i )  =  0
V pairs i  -> j  : w + ( i , j )  >  0, w ~ ( i , j )  >  0 , w + ( i , i )  =  0, w ~ ( i , i )  =  0

6.6.3 Perform ance Study: Interference-lim ited and Lossy links

Experim ents are set up as discussed in  Section 6.2.1. Experim ents are conducted fo r the case

where i t  is interference-lim ited and links are lossy. The loss ra tio  o f each edge is un ifo rm ly  set 

w ith in  [0%, 50%]. The schedulability constraints (5.9) w ith  /3 — |  are included. Table 6.12 

shows the results for nine topologies o f 81 nodes w ith  a single sink in  the center cell and

Rmax =  15m. Table 6.13 shows the results fo r the a ll-pa ir case. The oblivious ratios are

low, especially when there is approxim ate knowledge o f tra ffic  demand.

3As in  Section 6.4.1, when the re  is no knowledge o f the  tra ff ic  dem and, i.e., the range is [0, + 0 0 ], the  L P  to  
com pute the  ob liv ious ra tio  can be ob ta ined by rem oving the  constra in ts, J T { u 4 T (*, j ) a i , j  — w f  ( i , j ) b i j }  >  

0, and the  variables and W g ( i , j )  representing the range restric tions.
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T M 1.5 2 .0 3.0 00

U m in 1.1831 1.3320 1.6252
max 1.5835 1.6356 1.9240

G m in 1.1838 1.3330 1.6279 2.4053
max 1.5848 1.6382 1.9204 (m in)

B m in 1.2378 1.4380 1.6249
max 1.5506 1.7279 2.0580 2.7418

R m m 1.2684 1.3895 1.5625 (max)
max 1.6096 1 .6 6 8 8 1.9251

Table 6.12: M in  and m ax oblivious ratios over 9 runs 81 nodes w ith  R max =  15m, a single 
sink in  the center, interference-lim ited lossy-links

T M 1.5 2 .0 3.0 oo

U m in 1.4250 1.6260 1.7734
max 1.7852 1.9657 2.1674

G m in 1.4265 1.6144 1.7719 2.6742
max 1.7797 1.9692 2.1729 (m in)

B m in 1.3652 1.5301 1.6766
max 1.7653 1.9589 2.1521 3.1648

R m m 1.4634 1.6832 1.8934 (max)
max 1.8424 2.0746 2.2910

Table 6.13: M in  and m ax oblivious ratios over 8  runs 81 nodes w ith  Rmax =  15m, a ll-pa ir 
case, in terference-lim ited lossy-links

6.7 Im plem entation  Issues

As the performance study has shown, the tra ffic-ob liv ious energy-aware rou ting  has excellent 

theoretica l results, i.e., the LP  models achieve low oblivious ratios. In  the fo llow ing, several 

issues in  a po ten tia l im plem entation o f the rou ting  scheme are discussed.

For a s ta tionary network, the approach o f oblivious rou ting  only needs to  collect in fo r­

m ation  o f topology and in it ia l energy level once. In fo rm ation  about node positions and 

the ir connectiv ity is needed. I t  is possible to  construct the graph o f the network w ith  good 

links, using the techniques in  Woo et al. [65] to  estimate lin k  quality. The c rite r ia  fo r the 

goodness o f lin k  q u a lity  is th a t its average qua lity  is good and re la tive ly  stable. A fte r tha t, 

the op tim a l oblivious rou ting  is computed in  a centralized way. For wireless networks where 

each node has very lim ited  processing power, e.g., wireless sensor networks, the computa­

tio n  o f the oblivious rou ting  can be done on a computer firs t, then the resu ltant rou ting  is 

transm itted  to  a wireless node. A  round o f message exchanges is needed to  set the rou ting  

configuration at each node, so th a t each node knows, fo r each OD pair, w ha t fraction  o f 

tra ffic  to  transm it to  each neighbor. Once the rou ting  is established, there is no need to  

collect global netw ork in fo rm a tion  any more. W ith  only two rounds o f message exchanges to  

establish a rou ting , the oblivious approach has a low message complexity. Once the rou ting  

is established, i t  is fu lly  d is tribu ted . In  contrast, the d is tribu ted  a lgorithm s in  [14, 28, 56]
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and the hierarchical a lgo rithm  in  [33] need ongoing collection o f network in fo rm ation  such 

as the rem aining energy level.

The rou ting  computed by the LP  model can be implemented in  an opportun is tic  manner, 

i.e., each node transm its data packets opportun is tica lly  to  its  neighbors according to  the 

frac tion  specified by the routing. Such an im plem entation has the po ten tia l to  combat 

the fluc tua ting  channel condition in  practice. Th is  is achieved by m on ito ring  the outgoing 

links and choosing the one w ith  good qua lity  a t the tim e o f transmission. Recently there 

are experim ental results on lin k  qua lity  estim ation, e.g. Woo et al. [65], and interference 

detection, e.g. Zhou et al. [72]. T he ir techniques can be exploited to  estimate the varia tion  of 

lin k  q u a lity  caused by tem porary lin k  failures and interference. The estimate o f lin k  qua lity  

and the rou ting  fraction  determine which lin k  to  transm it a packet. Th is is amenable 

to  a d is tribu ted  im plem entation, in  which each node on ly needs to  m on ito r the qua lity  

o f the neighboring links. Once the fraction  o f tra ffic  load on each lin k  is satisfied, the 

energy efficiency is accomplished. In  th is  way, the “ single fixed” rou ting  makes “ re rou ting ” 

transparent. I t  is desirable th a t the rou ting  fractions are satisfied in  a re la tive ly  short tim e 

interval, so there w ill be a tradeoff between using links w ith  good qua lity  and satisfying the 

rou ting  fractions. The opportun istic  implem entations o f the oblivious rou ting  could help 

alleviate the im pact o f channel qua lity  fluctuation.

In  an energy-constrained m u ltihop  wireless network, when one or several nodes have 

used up energy, they are disconnected from  the network. The network may s ti l l  be w orking 

fo r a while. R eop tim iz ition  o f the rou ting  may be needed. A  sim ila r problem, how to 

optim ize the “oblivious restoration” when one or several nodes fa il in  the scenario o f the 

In ternet, is studied in  [7]. A  s im ilar technique may be used to  ob ta in  an op tim a l oblivious 

restoration. However, collecting rem aining energy capacities consumes energy. Thus, fu rthe r 

investigation is needed to  ju s tify  the benefit o f rou ting  reoptim ization. A  simple approach 

is, fo r a node s having flow to  the failed node, to  bypass the failed node by assigning 

add itiona l frac tion  o f flow to  the other downstream nodes o f node s. The adjustm ent o f 

rou ting  fractions fo r downstream nodes is determ ined by the orig ina l rou ting  fractions, in  an 

a ttem p t to  balance the load. For example, suppose in  the single sink case, fo r o rig in  i, node 

s has rou ting  fractions / , ( s ,  w), /* (s , w) and fi(s , w) to  nodes u, v and w, respectively. W hen 

node u fails, node s adjusts rou ting  fractions to  v and w as a (v )f i(s ,v )  and a (w )f i(s ,w )1 

where a (x ) =  l  +  f i (s ,x ) /{ f i (s ,v )  +  f i(s ,w )} . Th is simple approach o f detouring around the 

failed node is amenable to  a d is tribu ted  im plem entation. I t  is w orth  fu rth e r investigating 

how to  handle fa ilure scenarios.
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6.8 Conclusions

Energy efficiency is an im po rtan t issue in  m u ltihop  wireless networks w ith  energy concerns. 

The problem  o f designing op tim a l tra ffic-ob liv ious energy-aware rou ting  to  m in im ax energy 

u tiliza tio n  in  m u ltihop  wireless networks is investigated. Furtherm ore, schedulability con­

stra in ts are incorporated when interference is present and reliable transmissions is considered 

when finks are lossy. LP  models o f po lynom ia l sizes in  bo th  the number o f variables and 

the number o f constraints w ith  a fa ir ly  weak assumption o f the tra ffic  demand are designed. 

W ith  no or approxim ate knowledge o f the tra ffic  demand, the LP  models achieve low ob liv ­

ious ratios. The performance is pa rticu la rly  good when there is a single sink a n d /o r there 

is re la tive ly  accurate knowledge o f tra ffic  demands. Table 6.14 presents a b rie f summ ary o f 

the performance study.

single-sink a ll-pa ir

interference-free &  lossless finks
very low 

(close to  1 .0 )
low

(1.33-2.65)

interference-lim ited &  lossy finks
low

(1.18-2.74)
low

(1.37-3.16)

Table 6.14: E xperim enta l results, the oblivious ratios, fo r combinations o f the scenarios. 
O blivious ra tio  ranges appear in  the experiments studied.

A  low oblivious ra tio  may not be achievable for other topologies. I t  may be lower or 

higher. The oblivious ra tio  depends on the topology and the re lative energy levels. I f  the 

oblivious ra tio  is acceptably low, the oblivious rou ting  is a com petitive op tion  for op tim izing 

energy efficiency. In  the studied cases, low  oblivious ratios are achieved, especially when 

approxim ate knowledge o f tra ffic  demands is available.

Several im plem entation issues are discussed. W ith  several issues to  fu rthe r s tudy and 

im plem entation details to  fu lfill, a firs t step has been made to  design a tra ffic-ob liv ious 

energy-aware rou ting  fram ework in  m u ltihop  wireless networks.
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Chapter 7

Conclusions and Future Work

Netw ork performance op tim iza tion  w ith  changing and uncerta in tra ffic  demands has been 

investigated, fo r bo th  the In ternet and wireless networks. In  th is  concluding chapter, th is 

thesis work is summarized, lim ita tions  are discussed and fu tu re  directions are pointed out.

7.1 Sum m ary and C ontributions

The Internet. A  prom ising approach fo r stable and robust in tra -dom ain  tra ffic  engineer­

ing in  changing and uncertain environments has been investigated. M O R E , a m u ltipa th  

im plem entation o f demand-oblivious rou ting  [8 ], has been presented. Several m u ltipa th  

selection methods have been proposed and evaluated, includ ing the m ethod in  Chapter 3 

which balances oblivious ra tio  and qua lity  o f rou ting  o f the oblivious rou ting  in  [8 ]. The 

performance o f M O R E  has been evaluated by bo th  numerical experiments and simulation. 

The performance study shows th a t M O R E  can obta in  a m u ltip a th  approxim ation  close to 

the op tim a l oblivious arc-based rou ting  in  [8 ]. The results also show the excellent perfor­

mance o f M O R E  under varying tra ffic  demands, lin k  failures and an adversary attack. Its 

performance is excellent even w ith  a 1 0 0 % error in  tra ffic  estimation.

Th is w ork opens the door for a viable deployment o f demand-oblivious rou ting , thus an 

in tra-dom ain tra ffic  engineering technique robust to  changing and uncerta in environments.

W ireless networks. Energy efficiency is an im po rtan t issue in  m u ltihop  wireless net­

works w ith  energy concerns. The problem  o f designing tra ffic-ob liv ious energy-aware rou ting  

has been investigated to  optim ize energy u tiliza tion  in  m u ltihop  wireless networks. Further­

more, schedulability constraints, e.g. in  [30], have been incorporated when interference is 

present and reliable transmissions have been considered when links are lossy. LP  models 

have been designed, which are o f polynom ial sizes in  bo th  the number o f variables and 

the number o f constraints w ith o u t accurate knowledge o f tra ffic  demands. Several im ple­

m entation issues are discussed. W ith  no or approxim ate knowledge o f tra ffic  demands, the 

L P  models can achieve the performance close to  w hat an oracle can achieve (w ith  ob liv i-
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ous ratios close to  1.0). The performance is p a rticu la rly  good when there is a single sink. 

Th is work is a firs t step in  designing a tra ffic-ob liv ious energy-aware ro u tin g  fram ework in 

m u ltihop  wireless networks.

For bo th  the In te rnet and wireless networks, the more accurate the knowledge o f tra ffic  

demands, the lower the oblivious ra tio , thus the be tte r the expected network performance, 

w ith  respect to  lin k  u tiliza tio n  in  the In te rnet and energy efficiency in  wireless networks.

7.2 L im itations and Future Work

In  th is section, several lim ita tions  o f the thesis research are discussed and fu tu re  directions 

are pointed out.

Linearity. The performance metrics, lin k  u tiliza tio n  in  the In te rne t and energy u t i­

liza tion  in  wireless networks, have linear expressions. Moreover, in  wireless networks, the 

concerns w ith  interference and loss are expressed as linear constraints. Th is makes i t  pos­

sible to  achieve a compact linear program  for oblivious rou ting , e.g., as in  LP  (4.14) and 

LP  (6.17). However, the linea rity  is not applicable to  some performance metrics and some 

scenarios. A n  example is when the end-to-end delay is considered, which usually does not 

have a linear expression. The concept o f W ardrop rou ting  is an approach to  addressing the 

concern o f end-to-end delay. I t  is defined in  the context o f transporta tion  network as follows

[64], “ The journey times on a ll the routes actua lly  used are equal and less than those which 

would be experienced by a single vehicle on any unused route.” . A  W ardrop rou ting  can 

be expressed as a convex op tim iza tion  problem when the tra ffic  demand is known [6 ], A n­

other example is, in  wireless communications, when the power control is u tilized  to  adjust 

the energy consumption fo r transmissions, the performance m etric o f energy efficiency and 

the constraints become convex, e.g., [41], W hen accurate knowledge o f tra ffic  demands is 

available, concerns w ith  end-to-end delay or power contro l can be form ulated as a convex 

problem, which is solvable. However, i t  is not clear i f  th is  is s til l true  when there is no 

accurate knowledge o f the tra ffic  demands.

Thus, a prom ising fu tu re  study is to  answer the question: Can we extend the work o f 

oblivious rou ting  to  non-linear problems, in  particu la r, convex op tim iza tion  problems?

Scalability. Follow ing the w ork o f Applegate and Cohen [8 ], LP  form ulations o f polyno­

m ia l sizes, w ith  respect to  bo th  the number o f variables and the number o f constraints, have 

been obtained fo r the problems o f m u ltip a th  oblivious rou ting  in the In te rne t and tra ffic- 

oblivious energy-aware rou ting  in  wireless networks. However, as evidenced by the em pirical 

study, w ith  the available com putation resources (typ ica lly  at the level o f 2-3.5GHz CPU and 

1-8G R A M ), i t  is d ifficu lt to  solve medium-size problems. For example, fo r LP  (4.14), i t  

is d ifficu lt to  solve a problem  for a topology w ith  more than 50 nodes. Several techniques 

may improve the sca lab ility  o f the LPs fo r oblivious routing, includ ing clustering, heuristic
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approaches and approxim ation algorithms.

The clustering technique in  wireless networking research, e.g. [25, 33], may be useful for 

th is problem, which reduces the com putationa l requirement. F irs t the network is d ivided 

in to  clusters (or zones) [25, 33], Each cluster is a node in  the graph. I t  is necessary to  

develop techniques to  estimate the energy capacity o f a cluster. The cluster head, the 

node responsible fo r com m unicating w ith  other clusters, m ay change over tim e  fo r energy 

efficiency. In  th is  case, the LP  models may w ork on an estimate o f the energy capacity of 

a cluster and an approxim ation o f the distance from  a cluster to  another cluster. Th is  can 

solve another problem. In  a m u ltihop  wireless network, a node may w ork in  either id le or 

active mode. A lte rna ting  between id le  and active changes the graph. Thus the LP  models 

can no t handle such issues in  general. On the other hand, although the s tructure  o f a sub­

graph (cluster) is changing, the graph on the cluster level can be regarded as static. On the 

cluster level, the LP  models are s til l applicable.

In  a heuristic approach, a problem  can be solved quickly. However, i t  usually does not 

solve the problem  exactly, and i t  may not give a performance guarantee o f the qua lity  o f the 

solution. A n  approxim ation a lgo rithm  can also solve the problem  quickly. I t  guarantees how 

much the degradation o f the qua lity  o f the solution would be. I t  is desirable to  investigate 

fast heuristic approach and efficient approxim ation algorithm s to  enhance the com putation 

efficiency o f the LP  models fo r the oblivious routing.

Im plem entation Issues. For the tra ffic-ob liv ious energy-aware rou ting  in  Chapter 6 , 

LP  models have been designed and th e ir performance has been evaluated th rough  numerical 

experiments. For i t  to  become implementable, several issues need to  be fu rthe r studied as 

discussed in  Section 6.7, includ ing lin k  measurement and estim ation to  ob ta in  lin k  status, 

opportun istic  packet forwarding to  combat w ith  tim e-vary ing wireless channels, and fau lt 

tolerance to  recover from  node failures. I t  is desirable to  take advantage o f experiences in  

previous w ork fo r lin k  measurement and estim ation, e.g., Woo et al. [65], and fo r interference 

detection, e.g. Zhou et al. [72], in  designing an opportun is tic  im plem entation.

The schedulability o f the tra ffic-ob liv ious energy-aware rou ting  can be guaranteed when 

interference is present. However, w ith  changing and uncerta in tra ffic  demands, how to  design 

the scheduling scheme is an open problem.

A  prom ising fu tu re  d irection is to  im plem ent the tra ffic-ob liv ious energy-aware rou ting  

in  wireless sensor networks, where tra ffic  is sporadic and interference is less severe.

Path Selection. Several pa th  selection methods have been proposed and evaluated 

in  Chapter 4 fo r M O R E , a m u ltip a th  im plem entation o f demand-oblivious routing. As 

experim ental results have shown, a m u ltip a th  approxim ation can achieve oblivious ratios 

close to  th a t achieved by the oblivious rou ting  in  [8 ], which achieves the lowest oblivious 

ra tio  fo r a topology. However, there is s til l room  to  fu rthe r narrow  the gap, as shown in
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Figure 4.2. Thus, i t  is desirable to  design be tter path  selection methods.

T ra ff ic  B u rs tin e s s . In  the im plem entation o f M O R E  for the evaluation in  Section 4.4.5, 

the tra ffic  is sp lit a t the g ranu la rity  o f flows. However, In te rnet tra ffic  is bursty, so th a t there 

may be a few large flows th a t dom inate the tra ffic  volume. As a consequence, sp littin g  tra ffic  

a t the flow  level may not achieve the desired load balancing. Thus fu rth e r improvements 

o f M O R E  may be achieved by sp littin g  tra ffic  at a finer level, e.g., by exp lo iting  the tra ffic  

burstiness a t the flow let level as studied recently in  [60], where a flow let is a group o f packets 

a rriv ing  a t the tra ffic  sp litte r during a certa in tim e interval.

7.3 Final Rem arks

This thesis has advanced the state-of-the-art o f research fo r bo th  the In te rnet and w ire­

less networks, by designing an efficient and deployable im plem entation o f demand-oblivious 

rou ting  in  the In te rne t and relaxing the assumption on the a p rio ri knowledge o f tra ffic  

demands in  op tim iz ing  energy efficiency in  wireless networks. As studied fo r the In te rnet 

in  the M O R E  pro ject and discussed fo r wireless networks, i t  is v iable to  design efficient 

and deployable protocols based on the op tim iza tion  approach taken in  th is  thesis. This 

is p a rticu la rly  in teresting for the In te rnet and wireless sensor networks. I  look forward to  

the p ro life ra tion  o f network protocols based on the approach o f obliv ious rou ting , which 

optimizes network performance w ith  changing and uncerta in tra ffic  demands.
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Glossary

C D M A
Code D iv is ion  M u ltip le  Access. In  C D M A , simultaneous transmissions can be sepa­
rated using coding theory. 52

com petitive ratio
The com petitive  ra tio  measures how fa r a rou ting  is from  the op tim a l rou ting  for a 
given tra ffic  m a trix . 9

energy utilization
The ra te  energy is consumed. 49

interference
In  wireless communications, transmissions may interfere w ith  each other so th a t signals 
may be garbled. 51

IS -IS
Interm ediate System to  Interm ediate System. A  popular In te rne t rou ting  protocol. 6

linear programming
Linear program m ing (LP ) deals w ith  op tim iza tion  problems to  m in im ize or maxim ize 
a linear objective function  subject to  linear constraints. 5

link utilization
The tra ffic  on a lin k  d ivided by the lin k  capacity. 8

M P L S
M u ltip ro to c o l Label Switching. 6

m ultihop wireless network
I t  is in  contrast to  the single hop cellu lar networks where mobile devices are communi­
cable d irec tly  to  base stations. I t  may be a wireless ad hoc network, a wireless sensor 
network, a wireless mesh network, or a wireless network o f base stations. 45

oblivious com petitive ratio
O r in  short, obliv ious ra tio . The worst com petitive ra tio  a rou ting  achieves w ith  
respect to  a ll tra ffic  matrices. 9

o b liv io u s  r o u t in g
The oblivious rou ting  problem  is to  design a rou ting  th a t achieves close to  the optim a l 
performance, w ith  no or only approxim ate knowledge o f the tra ffic  pattern . 8

O D
O rig in-D estination. The source-destination pa ir o f a flow. 5 

O S P F
Open Shortest P a th  F irs t Protocol. A  popular In te rne t rou ting  protocol. 6
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path dispersion
P ath  dispersion is concerned w ith  how many paths exist between each OD pa ir as 
specified by the rou ting . 11

path variation
P ath  varia tion  is concerned w ith  how much the paths between each O D pa ir differ 
from  the shortest pa th  o f the OD pa ir and how much they differ from  each other. 11

quality of routing
P ath  dispersion and path variation. 11

routing
A  rou ting  specifies which route(s) the tra ffic  w ill flow on and how much tra ffic  a route 
w ill accommodate. 1

schedulability
A ch ievab ility  o f a rou ting  in  a wireless network. 51

scheduling
In  a tim e-slo tted wireless network, a scheduling specifies which tim e slot(s) a trans­
m itte r can be active. 1

T D M A
T im e D iv is ion  M u ltip le  Access. In  T D M A , the radio spectrum is d iv ided in to  tim e 
slots; and in  each slot, on ly  one node is allowed to  e ither transm it or receive. 52

traffic engineering
Traffic engineering is concerned w ith  performance op tim iza tion  o f operational net­
works. In  general, i t  encompasses the app lication o f technology and scientific p rinc i­
ples to  the measurement, modeling, characterization, and contro l o f In te rne t tra ffic , 
and the app lication o f such knowledge and techniques to  achieve specific performance 
objectives. Quoted from  [9], 1

traffic matrix
A  tra ffic  m a tr ix  (T M ) provides the am ount o f tra ffic  between each OD pair over a 
certa in tim e interval. 5
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