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Abstract 

 Designing radio frequency coil arrays for optimal Magnetic Resonance 

Imaging (MRI) has been a wide area of interest for many years. The optimum coil 

type for high density arrays and the mitigation of coupling between elements in 

arrays are significant problems addressed in this thesis.  

 Coupling causes signal and noise transfer between coils, which affects 

optimum preamplifier noise matching, can cause resonant frequency splitting and 

degrade individual coil sensitivities. A theoretical framework for modeling 

capacitive coupling between array elements is developed and it is shown that coils 

can be completely decoupled by modified capacitive coupling without loss of SNR 

performance.  

 Composite coils are three naturally decoupled orthogonal coils. During the 

design and testing of an 8-coil composite coil array their potential benefits in terms 

of SNR and parallel imaging are demonstrated. Also, composite arrays are 

compared to surface arrays with equal element count in relation to the maximum 

theoretical performance. 
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1 .Chapter 1 

Background and Motivation 

 Magnetic Resonance Imaging (MRI) is one of the most popular medical 

imaging methods. Among its many often touted benefits, MRI provides the best 

soft-tissue contrast and does not involve ionizing radiation like computed 

tomography (CT) and traditional x-ray imaging. Furthermore, different techniques 

in MRI result in images with varied contrast and the combination of imaging and 

spectroscopy results in even more important diagnostic information. More 

advanced techniques such as MR angiography [1, 2], functional MRI (fMRI) [3] 

and contrast enhanced MRI [4] makes it an even more powerful method. To take 

the greatest advantage of MRI, research and development into the hardware has 

been ongoing. The focus of this thesis is the coils used for reception of the radio 

frequency (RF) signal produced by Nuclear Magnetic Resonance (NMR) in the 

body. 

 Strategies for achieving the greatest possible signal-to-noise ratio (SNR) 

with receive coil arrays is an active area of research because the increasing numbers 

of elements available for use in arrays, increasing MRI field strength and advanced 

imaging techniques affect the design criteria and flexibility . Much of the recent 

research in receive coil arrays has been focused on the following topics: the coil 

type or combination of types of coils that provide optimum SNR in arrays [5-8], the 

effect of coupling and external sources of noise on the final image combination [9-

11] and design of coil arrays for parallel imaging [12, 13]. The optimum coil type 

depends on the frequency and anatomy of imaging so there are no clear cut rules, 

but typically simple loop coils are used. The coupling between coils theoretically 

may not affect the optimum combination SNR under certain conditions [14], 

however the degree to which these conditions can be met experimentally has not 

been explored and additional sources of noise like preamplifiers must be 

considered.  In addition, the parallel imaging performance has an upper limit, 

similar to the SNR, which depends on the geometry. The real goal in coil array 
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design for parallel imaging is therefore approaching this limit as closely as possible 

with the limited number of receiver channels available. This thesis addresses these 

issues with the main topics of study being the use of composite coil arrays and 

capacitive coupling/decoupling between coils.  

 The history of Nuclear Magnetic Resonance (NMR) and MRI follows the 

revolution in quantum mechanics and as medical imaging has progressed it has 

remained one of the premier imaging modalities. Detailing the research for which 

Nobel prizes have been awarded results in an impressive list and illustrates the 

background of MRI development. The 1944 Nobel Prize in physics was awarded 

to Isidor Rabi for his method of detecting NMR [15] using an oscillating magnetic 

field perpendicular to the main static magnetic field termed the molecular beam 

resonance method. The 1952 Nobel Prize in physics was awarded to Felix Bloch 

and Edward Mills Purcell for their development of new methods for NMR 

measurements and discoveries obtained from that [16, 17]. For his work on NMR 

spectroscopy Richard R. Ernst won the 1991 Nobel Prize in chemistry; the method 

of applying pulsed gradients during the signal acquisition and applying the Fourier 

transform to form 2D or 3D images is one of his major contributions to MRI [18]. 

In 2002 the Nobel Prize in Chemistry was awarded half to Kurt Wüthrich for the 

techniques he and his associates developed in NMR that enabled accurate 

determination of the three-dimensional structures of biological molecules in 

solution [19]. Most recently, the 2003 Nobel Prize in Physiology or Medicine was 

awarded to Paul C. Lauterbur for his work producing in producing two-dimensional 

images and localizing signal using NMR by application of linear magnetic field 

gradients and Sir Peter Mansfield for his development of methods using gradients 

for extremely fast imaging [20, 21]. 

1.1 From Proton to Magnetization 

 The constituents of the nucleus in atoms are neutrons and protons, which 

each have an intrinsic angular momentum called spin. The angular momentum of 

the nucleons result in a nuclear magnetic moment, µ. If the number of neutrons or 

protons is an even number the combination of the spins result in no magnetic 
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moment, but if the number of either is odd there is a resulting magnetic moment for 

the nucleus. The following description of the magnetization of the nuclei in the 

body is detailed in reference [22]. The magnetic moment of the nucleus is given by 

𝝁 = 𝛾𝑱 (1.1) 

where 𝛾 is the gyromagnetic ratio and 𝑱 is the spin angular momentum. With a static 

magnetic field applied the magnetic moment in the direction of the field, 

conventionally taken to be in the direction of the z-axis, is 

𝜇𝑧 = 𝛾ℏ𝑚𝐼 (1.2) 

The magnetic quantum number 𝑚𝐼 can take on a number of discrete values, -𝐼, -

𝐼+1,…., 𝐼 , where 𝐼 is the nuclear spin quantum number and depends on the 

quantum state of the nucleus; even numbered spins cancel each other so 𝐼=0, while 

for the hydrogen nucleus (1H)  𝐼 is 1/2. The magnitude of the total magnetic 

moment is  

|𝝁| = 𝛾ℏ√𝐼(𝐼 + 1) (1.3) 

which includes 𝜇𝑧 and the transverse component of the magnetic moment |𝝁𝒙𝒚| =

√|𝝁|𝟐 − 𝜇𝑧
2 which is randomly oriented. Standard MRI imaging uses signal from 

hydrogen because it is the most numerous atom present in the human body and the 

gyromagnetic ratio for the hydrogen nucleus is relatively large (𝛾  = 42.6 MHz/T), 

so the remaining discussion will focus on the simplest case of 𝐼=1/2.  

 The energy of a magnetic moment in a static magnetic field is 

𝐸 = −𝜇𝑧 ∙ 𝐵0 (1.4) 

where 𝐵0 is the static magnetic field directed along the z-axis and 𝐸 is the energy 

of the state. For 𝛪 =
𝟏

𝟐
 the energy difference between the antiparallel 𝛪 = −1/2 state 

and the parallel 𝛪 = 1/2 state results in a statistically predicted proportion of spins 

equal to  

𝑛↑
𝑛↓

= 𝑒
𝛥𝐸
𝑘𝑏𝑇 = 𝑒

𝛾ℏ𝐵0
𝑘𝑏𝑇  

(1.5) 

 Where 𝑛↑ is the number of atoms in the parallel state is, 𝑛↓ is the number of 

atoms in the anti-parallel state. The energy difference in the two states corresponds 

to a photon with energy 𝛾ℏ𝐵0=ℏ𝜔0, where 𝜔0 is known as the Larmor frequency. 
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In the transverse plane there is no energy difference and the transverse magnetic 

moment will be random. The change in angular momentum (torque) exerted on the 

magnetic moment by the static magnetic field is, 

𝜕(𝑱ℏ)

𝜕𝑡
=
1

𝛾

𝜕(𝝁)

𝜕𝑡
= 𝝁 × (𝐵0�̂�) 

(1.6) 

 Therefore, the change in the magnetic moment will be  

𝜕(𝝁)

𝜕𝑡
= 𝛾𝐵0(𝜇𝑦�̂� − 𝜇𝑥�̂�) = 𝜔0(𝜇𝑦�̂� − 𝜇𝑥�̂�) 

(1.7) 

And therefore the nuclei precess about the z-axis with the Larmor frequency 

𝜔0. The macroscopic nuclear magnetization along the direction of the static 

magnetic field is given by the product of their total excess number of spins in a 

volume and their magnetic moment. 

𝑀0 =
𝑁𝐵0(𝛾ℏ)

2

4𝑘𝑏𝑇
 

(1.8) 

where 𝑁 is number of spins per unit volume. With the knowledge of a continuous 

distribution of magnetization, and the behavior of the magnetization when it is 

perpendicular to 𝐵0, the production of a signal is the next step. 

 

1.2 From Magnetization to Signal 

 The total magnetization follows similar equations of motion as individual 

magnetic moments presented in equation (1.7) except the effects of longitudinal 

and spin-lattice (transverse) relaxation must be included. This results in the Bloch 

equation [22], or equation of motion, for the change in magnetization with time, 

𝜕(𝑴)

𝜕𝑡
= 𝛾𝑴×𝑩 −

𝑴𝒙𝒚

𝑇2
−
𝑀𝒛(𝑡) − 𝑀𝒛(0)

𝑇1
�̂� 

(1.9) 

where 𝑩 is the total magnetic field, 𝑴𝒙𝒚 is the transverse magnetization and 𝑀𝒛 is 

the longitudinal magnetization.  

 𝑇1 is the longitudinal relaxation time constant and is due to the spins that 

have been excited coming to thermal equilibrium and losing energy through 

interactions with neighboring molecules (the lattice). The return to thermal 

equilibrium results in regaining the magnetization 𝑴𝟎. 𝑇1 describes the time scale 
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on which this spin-lattice relaxation occurs and is defined as the reciprocal of the 

rate of energy loss[23].  

 𝑇2 is the transverse relaxation time constant and describes the loss of phase 

coherence in the transverse magnetization due to variations in the magnetic field 

produced by neighboring atoms and energy exchanges (spin-spin relaxation). 

Transverse relaxation occurs faster than longitudinal relaxation (spin-lattice) and in 

addition to the molecular interactions stated include variations in the magnetic field 

homogeneity, which shortens the coherence time constant to 𝑇2
∗. 𝑇1, 𝑇2and 𝑇2

∗ can 

be used to provide contrast in MRI images since they vary between different tissues 

[23]. 

 To have precession of the magnetization that induces signal there first has 

to be transverse magnetization, which requires applying a rotating magnetic field. 

This can more easily be described below by converting to the rotating reference 

frame, 

𝒙′ = cos(𝜔𝑡) �̂� − sin(𝜔𝑡) �̂� 

𝒚′ = sin(𝜔𝑡) �̂� + cos(𝜔𝑡) �̂� 

𝒛′ = �̂� 

(1.10) 

With this representation (1.9) is then, 

𝜕(𝑴)

𝜕𝑡
= 𝛾𝑴× (𝑩𝟎 +

𝝎

𝛾
+𝑩𝟏) −

𝑴𝒙𝒚

𝑇2
−
𝑀𝒛(𝑡) − 𝑀𝒛(0)

𝑇1
�̂� 

(1.11) 

where 𝑩𝟏 is an applied rotating magnetic field with angular frequency 𝝎. In 

practice the 𝑩𝟏 RF field is produced by using a transmit coil that produces a 

homogenous magnetic field. If the direction of 𝑩𝟏 is in the transverse plane and has 

frequency 𝝎 = −𝛾𝑩𝟎 then the magnetization rotates about the axis of the applied 

𝑩𝟏 field (in the rotating reference frame) with frequency 𝛾𝑩𝟏. For example, in the 

rotating reference frame if a homogeneous 𝑩𝟏 field is applied along the x-axis for 

a time 𝜏 and the magnetization is initially 𝑀0�̂� then the resulting magnetization will 

be. 

𝑴 ≈ 𝑀0(cos(𝛼) 𝒛
′ + sin(𝛼)𝒚′) (1.12) 

where, 𝛼 ≈ 𝛾 ∫ 𝐵1𝑑𝑡
 

 
. Therefore, the applied RF field 𝑩𝟏 excites the magnetization 

into the transverse plane, which will then precess with the Larmor frequency about 
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the z-axis. The angle of the magnetization can be chosen, as well as the range of 

frequencies that are excited, by changing the amplitude and shape of the 𝑩𝟏 pulse. 

In practice, not all spins in the body have exactly the same Larmor frequency due 

to: magnet inhomogeneity, variations in tissue permeability and especially the 

gradient fields produced for spatial encoding. This leads to off-resonance terms in 

equation (1.11) that affect magnetization and excitation (since 𝝎 ≠ −𝛾𝑩𝟎) and 

requires special consideration in image processing and pulse design. When the 𝑩𝟏 

field is removed the precessing magnetization then induces a voltage (𝑉) on the 

receiving coil given by [22], 

𝑉(𝑡) = 𝑒
𝑖𝜋
2𝜔𝟎∫�̂�1

−(𝑟)𝑴𝒙𝒚

 

𝑉

𝑒−𝑖(𝟐𝝅𝒌(𝑡)⋅𝒓+𝜔0𝑡)𝑑𝑟, 
(1.13) 

�̂�1
−(𝑟) is the component of the left circularly polarized magnetic field produced by 

the coil per unit current; 𝑘(𝑡) is the position in k-space, which is the gradient in 

phase accumulated across the image from the time the magnetic gradient fields are 

applied. This equation indicates that the signal received is proportional to the 

magnetization as well as the sensitivity of the coil and frequency. Based on this 

relationship, gains in SNR have been obtained over the years by increasing the MRI 

system field strength (B0) resulting in a linear increase in the induced voltage and 

also in the magnetization based on the relationship in equation (1.8). Parallel 

imaging performance, which depends primarily on the sensitivities of the array 

elements and noise statistics, also improves with the higher frequencies that results 

in more structured and distinct sensitivities of the array elements [24] 

 Typically when looking at the signal expression a simplified version of 

equation (1.13) is used that assumes the receiver coil has a homogeneous reception, 

removes the scaling constant 𝑒
𝑖𝜋

2𝜔𝟎, and removes the carrier signal 𝑒−𝜔0𝑡  [22], 

which is 

𝑆(𝒌) = ∫𝑴𝒙𝒚

 

𝑉

𝑒−𝑖(𝟐𝝅𝒌(𝑡)⋅𝒓)𝑑𝑟, 
(1.14) 

where the signal 𝑆 is a function 𝒌.  
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1.3 From Signal to Image 

 The use of gradients is the standard method of encoding spatial information 

into the received signal. Three gradient coils are used to create linearly varying DC 

magnetic fields that depend on position in the x,y, and z axis; like B0, the direction 

of the gradient fields is along the z axis. These gradients create a linear variation in 

precession frequency with position and k-space can be acquired by sampling while 

applying the encoding gradients. K-space is defined in terms of the gradients as 

𝒌(𝑡) =
𝛾

2𝜋
∫𝑮𝑟 𝑑𝑡 

(1.15) 

where 𝑮𝑟 is the vector of the gradients applied.  

 For the production of an image the inverse Fourier transform is performed 

on the received signal in equation (1.14) 

𝑴𝒙𝒚 = ∫𝑆(𝒌)

 

 

𝑒𝑖𝟐𝝅𝒌(𝑡)⋅𝒓𝑑𝒌 
(1.16) 

 Obtaining the image requires acquiring the signal for each point in k-space 

and then performing the discrete (2D or 3D depending on imaging) Fourier 

transform.  This equation does not explicitly show the time dependence of 𝑴𝒙𝒚 

which arises because of the differences in relaxation between tissues and the 

imaging sequence timings. 

 One of the most common imaging acquisition sequences is the spin echo 

sequence shown in Figure 1.1 [20]. First, a sinc-shaped 𝐵1 RF pulse is applied by 

the homogeneous resonator, while a gradient magnetic field is applied, which 

excites a slice perpendicular to the gradient with thickness 

Δ𝑠 =
2𝜋𝐵𝑟𝑓

𝛾𝑮𝑠
, 

(1.17) 

 where Δ𝑠 is the slice thickness, 𝑮𝑠 is the gradient strength in T/m and 𝐵𝑟𝑓 is 

the frequency bandwidth of the sinc pulse. Since the magnetization has a non-linear 

dependence on the applied 𝐵1 with frequency the sinc pulse is only an 

approximation for low tip-angles. For large angles of rotation, such as 180 degree 

refocusing pulses, selective RF pulses must be designed that account for the non-
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linearity. A common method is the Shinnar-Leroux transformation algorithm, 

whichmakes use of the hard-pulse approximation [25]. 

 A 180 degree pulse is applied after a time 𝑇𝐸 2⁄  with the same 𝑮𝑠 to flip the 

transverse magnetization in that slice, which then refocuses 𝑇𝐸 2⁄  later. In Figure 

1.1 a since shaped pulse is shown, but in practice the shape is more complicated. A 

phase encoding gradient, 𝐺𝑝, is applied before the 180 degree pulse to set the 

position in k-space for the phase encoding direction. Then as the signal refocuses 

the signal is acquired with the frequency encoding gradient, 𝐺𝑓 , applied during 

acquisition. In this way all the points of the frequency encoding k-space 𝑘𝑓 = 𝛾𝜏𝑓𝐺𝑓 

is found for each value of 𝑘𝑝 = 𝛾τ𝑝𝐺𝑝. The same sequence is repeated for each 

value of 𝑘𝑝 until the full 2D k-space is acquired. 

 

 

Figure 1.1: Imaging sequence for a spin echo method with Cartesian sampling of 

k-space. The sequence is repeated for each value of the phase encoding required 

and a new line in the frequency encoding direction is acquired until all the required 

lines of k-space are obtained.  
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The image contrast in the reconstructed image is provided by the spin density 

(from the term 𝑴𝒙𝒚), the difference in longitudinal and transverse relaxation times, 

(T1 and T2) and in special imaging sequences the flow [2], diffusion [26] and 

perfusion [23]. The signal diagram in Figure 1.1 shows the two different exponential 

lines representing the decay in transverse magnetization due to T2 and T2* which 

are due to spin-spin interactions and static field inhomogeneity respectively. 

 Various pulse sequences change the contributions of the contrast 

mechanisms to the final image contrast. Altogether, the MRI soft tissue contrast is 

comparatively better and more flexible than other medical imaging modalities, 

particularly with the use of contrast agents that enhance the contrast between normal 

and diseased tissues. 

 

1.4 Radio-Frequency Coils 

1.4.1. Homogeneous Resonators 

 A homogeneous resonator is one that ideally produces a uniform 𝐵1 field in 

the imaging region. Typical resonators that produce suitably homogeneous fields 

are the Helmholtz coil, birdcage coils [27]  or Transverse Electromagnetic (TEM) 

coil [28]; birdcage coils are the most commonly used for fields <3T.   

 These axial resonators operate by approximating a current distribution that 

varies sinusoidally in magnitude around a cylindrical surface [27], which results in 

a homogeneous field inside the cylinder perpendicular to the cylindrical axis. The 

RF magnetic field produced with this sinusoidal variation is linearly polarized, but 

from equation (1.11) it is evident that a rotating (right circularly polarized) 

magnetic field excites the magnetization (a linearly polarized field can be 

decomposed into a left and right circularly polarized field). Exciting a second mode 

on the resonator that approximates a cosinusoidally varying current around the 

cylinder 90 degrees out of phase with the current produced by the first mode and 

driving both modes ideally results in a right-circularly polarized field in the imaging 

volume. The quadrature driven current distribution increases the useful component 

of magnetic field produced (right circularly polarized) for the same power loss in 
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the body by a factor √2 [27]. Ideally, these modes are isolated so that there is no 

power transfer between the ports they are driven from. For higher magnetic field 

strengths (>3T) the use of transmit coil arrays [29, 30] is an area of active research 

since a single resonator cannot produce the required homogeneous field as far-field 

wavelength effects become unavoidable. 

1.4.2. Arrays 

 The use of receiver coil arrays has become standard practice in MRI since 

their introduction in the mid-1980s [31, 32] and subsequent refinements by Roemer 

et al. [33] and others. They are essential for achieving the highest possible signal-

to-noise ratio (SNR) in standard MRI and also to take advantage of parallel imaging 

techniques [34-36]. Arrays are composed of multiple coil loops [37], or other 

resonant structures such as microstrip coils [7], arranged to cover the surface of the 

desired volume of interest (VOI). Loops are by far the most common array coil 

elements due to their low profile and ability to become readily transparent to the B1 

fields of a separate volume transmit coil by using active or passive detuning traps 

[38, 39].  

 The use of coils in MRI differs from antennas used in communications 

primarily because the MRI signal received is due to induction rather than the 

reception of radiated electromagnetic waves. Consequently, the sensitivity (phase 

and amplitude) of coils depends on their near field behavior and varies considerably 

in the imaging region. In addition, the noise picked up by coils comes primarily 

from eddy current losses in the lossy imaging region and there is significant noise 

correlation between elements in arrays. Therefore, the optimum signal combination 

between array elements varies considerably with position in the phantom and fixed 

phase combination is not practical for arrays (except quadrature combined 

elements). 

 The RF coils that receive signal from the excited spins are usually different 

from the system that excites the spins. The transmit coil, or array, is designed to 

create a homogeneous 𝐵1 field, while receive coils have a higher sensitivity within 

the region local to them and pick up less noise from the imaging volume. The 
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introduction of the phased coil array, where the signal is received by a number of 

coils with separate channels and then combined together, was an important advance 

in MRI imaging capabilities since the FOV with high Signal to Noise Ratio (SNR) 

is expanded compared to the using of a single surface coil.  The individual 

elements of the array have a higher localized sensitivity in their region of coverage 

and pick up less noise from the body, this results in the final combined image from 

the array having an overall higher SNR than would be possible from a single large 

coil covering the same area. A fair comparison of the performance of a single coil 

to an array of coils requires that the positioning and size of both is optimized for 

imaging the same desired volume, or that they at least cover the same imaging area. 

 Additional challenges arise in using arrays of coils, namely the coupling 

between coils has the potential to degrade the receive performance and the receive 

coils must be detuned during transmit to prevent induced currents on the receive 

coil that can damage components, negatively interfere with the homogeneous 

𝐵1field and create a heating/burn safety hazard. Preamplifier decoupling is 

commonly used to reduce the coupling between coils, where a large impedance is 

presented by the preamplifier/matching network that suppresses the current and 

reduces crosstalk between coils. For detuning during transmit a DC voltage is 

provided to PIN diodes in the receive coils which create high impedances along the 

coil length or at the coil terminals to suppress the induced current [38, 39]. 

1.4.3. Image Data Combination 

The pixel value and SNR for a general linear signal combination are given, 

respectively, at each pixel by 

𝜌 ≜ 𝐰𝓗𝒅, and 

𝐒𝐍𝐑 =
𝐰𝓗𝒅

√𝐰𝓗𝚿𝐰
 

 

(1.18) 

where 𝐰 is a vector containing the weighting coefficients, 𝒅 contains the pixel 

intensities from each coil, the superscript (ℋ) indicates the Hermitian transpose, 

and 𝚿 is the covariance matrix commonly measured using noise scans  [40-42].  
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 If signals from coils are combined using a fixed phase relationship such as 

by hardware combination the vector of weighting coefficients can be represented 

by 

𝑤 = [𝑒𝑗𝜙1 … 𝑒𝑗𝜙𝑛] (1.19) 

 where 𝜙𝑛 is the constant phase shift applied to the coil signal that is constant 

throughout the image. In image reconstruction the weighting coefficients, 𝐰, are 

often chosen either for optimal SNR, or, for quick and simple reconstruction, the 

root sum-of-squares (RSS) combination is used [33].  

If the image SNR is high, an accurate approximation of the SNR obtained 

by optimal (Roemer) combination [41] is obtained the weighted root sum-of-

squared (wRSS) combination  

SNR ≅ wRSS = √𝒅𝐻𝚿−1𝒅. (1.20) 

The SNR from the more common (unweighted) RSS combination is given 

by [43] 

SNR =
𝒅𝑯𝒅

√𝒅𝐻𝚿𝒅
.  (1.21) 

In the case of uncorrelated coils with the same signal and noise level this 

would result in a square root dependence for SNR on the number of receive coils. 

Coils noise is rarely uncorrelated and their sensitivity varies over the volume so the 

increase in SNR with more coil elements doesn’t typically follow this relation, In 

parallel imaging techniques such as SENSE imaging the SNR obtained by optimal 

reconstruction is degraded inversely with the square root of the reduction factor and 

furthermore inversely with the geometry factor [34] 

𝑔 = √(𝒔𝐻𝚿−1𝐬)−1(𝒔𝐻𝚿−1𝐬)  (1.22) 

where s is the sensitivity matrix, and  𝚿 is the covariance matrix [34]. The g-factor 

is an important measure of the parallel imaging performance of an array and 

measures its ability to encode position information from the coil sensitivity profiles. 

If the coil sensitivities are very similar the matrix inversion required for SENSE 

reconstruction becomes ill-conditioned and the g-factor measures the consequent 

regional decrease in SNR [13]. 
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1.4.4. Coil matching 

 Correct matching is essential to achieve effective preamplifier decoupling 

[44] and optimal SNR. Two different matching networks which are used to provide 

a 50Ω match to the preamplifier terminals and high blocking impedance, when the 

input impedance of the preamplifier is low, are shown in Figure 1.2. The quarter-

wave lattice balun in Figure 1.2b provides simultaneously, effective balancing and 

high blocking impedance when connected to a low-input-impedance preamp. Coils 

with very low resistance, however, require impractically low inductance values for 

the lattice balun. Instead, the π matching network in Figure 1.2a) is used in that 

case.   

 

Figure 1.2: Equivalent circuit diagram of coils with matching networks (a) Cm and 

Lm form a quarter wave lattice balun that matches the circuit to 50 ohms and 

provides preamplifier decoupling by inverting the preamp’s input impedance, Zpre. 

Ct provides detuning with Ltrap when diodes D are forward biased. (b) Upright coils: 

Cm,Cm2,Cm3 and Lm are used to match the coil impedance to 50 Ω, while Ct and Cb 

provide tuning. The reactance of Cb is such that the voltages across Cb and Cm3 are 

equal and opposite relative to the coaxial cable’s ground.  
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1.4.5. Coil Coupling 

There are many technical challenges to building and using large element 

count arrays, but this effort is justified by the gains in SNR and possibility of high 

accelerations. The general design principles to optimize array coil performance 

were developed more than twenty years ago [33] when field strengths were 

relatively low (f0 = 64 MHz at B0 = 1.5 tesla) and the number of receiver channels 

was limited (<10). The importance of minimizing crosstalk, the transfer of 

signal/energy through coupled circuits [45], was realized early on since achieving 

the superior performance expected with arrays requires good isolation between 

individual elements to ensure spatially unique sensitivities [46]. Isolation depends 

on the mutual impedance between coils, including the resistive component which 

is the source of intrinsic noise correlation [45, 47], i.e., correlation between noise 

voltages when coils are open-circuited [45]. Standard decoupling methods such as 

those using reflective preamps [33] or capacitive networks [29, 48-50] remove only 

the  effect of crosstalk that results from mutual reactance between coils[48, 50-52], 

but they are not effective against mutual resistance.  

Mutual impedance is responsible for signal crosstalk and noise correlation 

between coils [14, 47]. Due to the close proximity of coils in an array it can never 

be completely eliminated and must therefore be well characterized, e.g., with bench 

measurements using a Vector Network Analyzer (VNA). The equivalent circuit in 

Figure 1.3, similar to that in reference [53], is used to define mutual impedance Z12 

= R12 + iX12 between two coils with self-impedance Znn= Rnn + iXnn when capacitive 

coupling and electrical delays in transmission lines are absent or calibrated out. The 

mutual reactance is therefore proportional to the mutual inductance, X12 = 𝜔L12, 

where 𝜔 is the angular frequency of operation. Normalized coupling coefficients 

can also be defined to quantify the strength of coupling relative to the network’s 

self-impedances. The resistive coupling coefficient is given by 𝑟12 ≜ 𝑅12 √𝑅11𝑅22⁄  
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and the inductive coupling coefficient 𝑚12 ≜ 𝐿12 √𝐿11𝐿22⁄  [33]. The driving-point 

reactance in practice is cancelled out at resonance by capacitors C1 and C2. 

 

Figure 1.3: Equivalent circuit of coupled coils 

  

1.5 Noise Covariance and Correlation from Impedance Matrices 

The noise covariance at the preamplifier ports is intimately related to the 

mutual impedance between coil elements. The covariance matrix of the noise 

voltages expressed at the input of the preamplifiers can be calculated from the 

circuit parameters of the coil array as [54] 

𝚿 = (4𝑘𝐵𝑇)𝚨I(�̃�
−1)ℝ(𝒁)(�̃�−1)

𝐻
𝚨I

𝐻, (1.23) 

where k is the Boltzmann constant, 𝐵 is the receiver bandwidth, T is the absolute 

temperature, ΑI is a diagonal matrix of gains that relate the coil currents and 

corresponding input preamplifier currents,   is the impedance matrix at the coil 

terminals (self and mutual impedances) and �̃� = 𝒁 + 𝒁𝑏𝑙𝑜 𝑘 where 𝒁𝑏𝑙𝑜 𝑘 is a 

diagonal matrix containing the blocking impedances of the matching networks at 

the coil; ℝ(𝒁) indicates taking the real part of the   matrix. The elements of the 

noise covariance matrix are often normalized to give the noise correlation 

coefficients  

𝜓𝑎𝑏 = √
Ψ𝑎𝑏Ψ𝑏𝑎

∗

Ψ𝑎𝑎Ψ𝑏𝑏
 

 (1.24) 

which do not depend on the ΑI matrices or scalar factors (4𝑘B𝑇). In addition, if the 

blocking impedance is very high, as when preamplifier decoupling is used, then  ̃ 
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is nearly diagonal and the noise correlation between coils can be closely 

approximated by the resistive coupling coefficient, which combines the real 

elements of the impedance matrix [33, 55]. 

 The open circuit signal voltage [55] and the signal produced at the 

preamplifier ports from a region using the same circuit parameters as for calculating 

the noise covariance is 

�̂�   𝒏 = 𝜔0Δ𝑉𝑀0𝑩𝟏
−̂

𝒗   𝒏 = 𝚨I(�̃�
−1)𝒗�̂�

 
 (1.25) 

where 𝑩𝟏
−̂ is a vector of the left circularly polarized magnetic fields produced per-

unit-current by the coils, 𝑀0 is the magnetization, Δ𝑉 is voxel volume, �̂�   𝒏 is the 

open-circuit coil voltage and 𝒗   𝒏 is the signal produced at the preamplifier input 

terminals. A more relevant comparison value for coil array performance is the open-

circuit voltage for equivalent magnetization and voxel volume that is normalized to 

the Larmor frequency. The relative open-circuit signal is then simply 

�̂�𝒔 = 𝑩𝟏
−̂  (1.26) 

and the relative open-circuit signal �̂�𝒔 is converted to the signal at the preamplifier 

input (𝒗𝒔) as �̂�   𝒏 is in equation (1.25).  

Noise correlation at the coil ports is reduced by the addition of noise from 

the matching networks and preamplifiers. With sufficiently decoupled coils these 

additional noise sources affect the noise of each channel independently thus 

increasing the noise variances (diagonal elements of the covariance matrix) that are 

at the denominator of equation 1.24.  The noise from matching circuit elements 

originates from the corresponding equivalent series resistances (ESR) and has been 

shown to result in a significant increase in noise figure for coils whose resistance is 

not body-dominated [10]. Using the equivalent noise power sources of these 

resistances and ignoring any coil coupling we can then calculate the individual 

noise factor (SNR squared at the output relative to that at the input) for the matching 

networks, 𝐹𝑚𝑎𝑡 ℎ, as  
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𝐹𝑚𝑎𝑡 ℎ =
𝑅𝑖𝑛
𝑅 𝑜𝑖𝑙

(
( 𝑜 𝑡 +   𝑜𝑖𝑙)

ΑI( 𝑖𝑛 +  𝑝𝑟 )
)

2

=
1

𝐺12
=
|1 − S11 𝑠|

2(1 − | 𝑜 𝑡|
2)

|𝑆21|(1 − | 𝑠|2)
 

(1.27) 

here 𝐺12 is the available power gain of the matching network,  𝑝𝑟  is the input 

impedance of the preamplifier and ΑI is the current gain in equation (1.23) for the 

individual matching network [56]. The relation to the coil/matching/preamplifier 

system for impedances  𝑜 𝑡,   𝑜𝑖𝑙,  𝑖𝑛 and reflection coefficients  𝑜 𝑡,  𝑠,  𝑜 𝑡 are 

shown in Figure 1.2. The S-parameters S11 and 𝑆21 are those of the matching 

network. 𝑅𝑖𝑛 and 𝑅 𝑜𝑖𝑙 are the real parts of  𝑖𝑛 and   𝑜𝑖𝑙.  For only the diagonal of 

the noise covariance to increase it must be assumed that noise from the matching 

circuits is not transferred between coils, which is reasonable for coils decoupled 

using preamplifiers or other methods. The diagonal of the covariance matrix is also 

multiplied by the noise factor of the preamplifiers, which is given by 

𝐹𝑝𝑟 = 10
1

10
(𝑁𝐹𝑚𝑖𝑛+

𝑅𝑁
𝐺𝑆

|𝑌𝑆−𝑌𝑜𝑝𝑡|
2
)
, 

(1.28) 

where 𝑌𝑆 = 𝐺𝑆 + 𝑖𝐵𝑆  is the admittance presented to the preamplifier input, and the 

remaining terms in the parentheses are the noise parameters of the preamplifier: 

𝑁𝐹𝑚𝑖𝑛, minimum noise figure, 𝑅𝑁, correlation resistance, and 𝑌𝑜𝑝𝑡,  optimum input 

admittance [56]. 

1.6 Approaching Ultimate SNR 

 In MRI, it is desirable for most of the noise from the receive coils to 

originate from the object being imaged. The intrinsic signal-to-noise ratio (iSNR) 

is the comparison of the NMR signal received to the noise produced by circulating 

eddy-currents in the imaging volume [57]. Since this noise source is unavoidable 

the iSNR is a measure of the theoretical maximum obtainable SNR for a given 

receiver coil or array with no other sources of noise (i.e., preamplifier noise, coil 

conductor losses).  

 The final goal of array design is to approach the ultimate intrinsic Signal to 

Noise Ratio (uiSNR) [58, 59] and the upper bound, or optimal, parallel imaging 

performance [60, 61].  In the description of the uiSNR, each hypothetical coil in the 

array produces a B1 field distribution, or basis function, that is a solution of 

Maxwell’s equations with the given boundary conditions and excitation at that coil 
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only. As in other mathematical vector spaces, the basis functions can be combined 

linearly to produce field distributions that span a sub-space of the solutions of 

Maxwell’s equations. If all possible solutions of Maxwell’s equations can be 

described in this manner then the basis spans the whole solution space and the basis 

is said to be complete. In most EM problems a basis with a finite number of 

elements cannot be complete, but an infinite number of elements is not always 

sufficient to ensure completeness. For example, uniform plane waves [60, 61] lack 

evanescent components that are necessary for a full multipole expansion of the 

electromagnetic field. Similarly, if elementary B1 dipole sources are restricted to be 

normal to the surface of the VOI (corresponding to infinitesimal surface coil loops 

parallel to the surface), even an infinite number of such elements will not lead to a 

complete basis [62]. High-density coil arrays with 32-128 channels have been 

developed to approach these limits [37, 59], which are easier to achieve in the 

middle of the body than at the periphery. 

1.7 Measurement Techniques  

 The characterization of coils on the bench is important for validating their 

quality and safety. A vector network analyzer (VNA) is a measurement instrument 

that measures the network parameters from the phase and magnitude of reflected 

and transmitted power relative to a variable frequency source. For measuring the 

impedance matrix between coils measurements with a VNA is necessary, while for 

most simple tests of the coils resonant frequency and self-resistance measurement 

of the Q-factor is an easier and sometimes more reliable test.  

1.7.1. VNA measurement of impedances 

 Direct measurements of the S-parameters are performed on a VNA 

following a full two-port Short-Open-Load-Thru (SOLT) calibration that accounts 

for cable losses and phase shifts [63, 64]. Cables are attached to SMA-type RF 

connectors soldered across the port locations on the coils. Two-port Z-matrices are 

calculated from the measured S-parameters using standard conversion formulas 

[56] 
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1.7.2. Q factor measurement 

 Using two small sniffer loop probes attached to the ports of the VNA the 

coil loop can be excited by one loop, which then inductively excites the second 

loop. The highest transmitted power will occur at the resonant frequency of the coil 

and the 3dB bandwidth of S21 measured using the VNA has a simple relation to the 

𝑄, for a simple resonant loop not yet connected to preamplifier, given by  

 

where 𝐵3𝑑𝐵 is the 3dB bandwidth and 𝑓0 is the center frequency [10]. The 𝑄 differs 

when the coil is loaded versus unloaded, primarily due to the difference in 𝑅 𝑜𝑖𝑙, 

and the ratio of the two is an important indication of coil sensitivity [10]. 

1.7.3. Preamplifier Decoupling and Coil Detuning  

Preamplifier decoupling is a standard method, along with geometric 

decoupling, for reducing signal and noise crosstalk between coils [44]. By 

introducing a large impedance at the coil ports the currents are reduced on the coils, 

while the received voltage/signal is still sampled, amplified and acquired.  

The preamplifier decoupling effectiveness is measured by the change in S21 

between two decoupled loop probes near the coil under test when it is terminated 

in  0=50 Ω (power match) compared to when it is connected to the low input 

impedance preamplifier (noise match) [44, 65]. The coil current, and therefore 

coupling measured by the loop probes, is proportional to the loop impedance which 

changes according to  

20 log
|  𝑜𝑖𝑙 +  𝑏𝑙𝑜 𝑘|

|  𝑜𝑖𝑙 +  𝑝𝑜𝑤 𝑟|
 

(1.30) 

where  𝑏𝑙𝑜 𝑘 is  𝑜 𝑡 provided at the coil terminals by the balun when it is connected 

to  𝑝𝑟 , and  𝑝𝑜𝑤 𝑟 is the impedance provided when it is terminated in  0. Detuning 

effectiveness is measured similarly to decoupling as the difference in S21 between 

forward and reverse bias in the PIN diodes (in detuning traps shown in Figure 1.2) 

with the preamplifier connected. 

𝑄 =
𝜔𝐿 𝑜𝑖𝑙
𝑅 𝑜𝑖𝑙

=
𝑓0

𝐵3𝑑𝐵
 

(1.29) 
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 If the current is significantly reduced than the coupling between coils is 

removed and there is little noise and signal transferred between the coils, The 

voltage induced on the coupled coils is proportional to current on the coils. This 

can be more clearly seen in the impedance matrix �̃� of equation (1.23) which is 

nearly diagonal when the blocking impedance seen at each of the coil ports is large, 

indicating no noise transfer.  

1.8 Thesis Summary 

1) This thesis consists of five chapters. In Chapter 2, expanding on previous 

work [66], we present a general strategy for modeling stray capacitive coupling 

using lumped and distributed models leading to simple equivalent circuits. Firstly, 

the circuit models for a two-coil array are presented and expressions for the two-

port impedance parameters are obtained.  Capacitive coupling is then studied by 

simulation as a function of substrate permittivity, coil strip width, substrate 

thickness and Larmor frequency. The models are validated by fitting the simulated 

data. Two- and four-coil arrays are constructed and performance is compared in 

terms of image quality in three coupling situations: zero mutual reactance, zero 

mutual impedance (both mutual resistance and reactance reduced to negligible 

levels) and no decoupling (no additional decoupling capacitors added).  

 A composite coil consists of a surface coil and two coils orthogonal to the 

surface, termed “upright coils.” Chapter 3 includes a comparison and analysis of 

upright coils and an 8-coil composite coil array. The comparison validates that 

upright coils combined with surface result in SNR and parallel imaging 

improvements at 3T. The optimal upright coil height is determined and since both 

parallel and standard imaging performance is affected by resistive and inductive 

coupling [14, 33], the coupling and correlation were evaluated between all coil pairs 

by simulation and measurement. The potential of using upright coils in quadrature 

with surface coils and the difference between RSS and optimum reconstruction are 

also examined.  

 In Chapter 4 the comparison between a three-element surface coil array that 

has been decoupled with the method developed in Chapter 2 (mutual resistance and 

reactance removed between elements) is compared to a naturally decoupled 
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composite coil array. The comparison between composite and surface coil arrays is 

extended to simulations of 18-, 36- and 54-coil element arrays that cover the surface 

of a sphere. The SNR of these arrays is compared along with the uiSNR calculated 

analytically at 128MHz and 300MHz. The effect of realistic noise from matching 

networks and preamplifiers is also included. The result of both the 3-element array 

measurements and larger array simulations is that the composite arrays provides 

higher SNR farther into the body or phantom, but the surface-array still provides 

higher SNR near the periphery and the inclusion of noise enhances this difference. 

In addition, the composite coil arrays are found to be less susceptible to the impact 

of noise from preamplifiers and matching networks. 
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2 .Chapter 2  

Stray Capacitance between MRI Coil Elements: 

Models and Application to Array Decoupling 

 
2.1. Introduction 

 Stray (unintentional) mutual capacitance has largely been ignored in the 

literature, even though its effects are no longer negligible now that numerous 

300 MHz (7T) and some 400 MHz (9.4T) [1] scanners are available in research 

centers. A number of systems between 435MHz (10.5T) [2] and 500MHz (11.7T) 

[3] are also being installed. Some of the challenges of designing coil arrays at higher 

frequencies may be overcome with a better theoretical understanding of capacitive 

coupling. However, quantitative models of stray capacitive coupling in MRI coil 

arrays do not exist even though its effects can be observed on coil tuning, matching, 

and overall coupling.  

 In this chapter the mutual resistance is shown be eliminated with capacitive 

coupling as an alternative to using specific geometrical coil configurations [4] or 

hardware combination after amplification [5]. Similar results using additional 

circuits with negligible losses [6] have been shown recently. The impact of noise 

correlation in image combination has been investigated in detail [7, 8], and we note 

that ignoring noise correlation in image combination can result in SNR losses 

greater than 20% [9]. In arrays with large noise correlations (>0.3) between adjacent 

elements [10] it is important to reduce or remove mutual resistance since in this 

situation reaching the optimum preamplifier noise figure can be impossible with 

standard uncoupled matching networks [11] resulting in sub-optimal combined 

image SNR. Removing mutual resistance also benefits transceive arrays [12] where 

amplifier decoupling [13, 14] in transmission is much more difficult to achieve than 

in reception.   

 First, the circuit models for a two-coil array are presented and expressions 

for the two-port impedance parameters are obtained.  Capacitive coupling is then 

studied by simulation as a function of substrate permittivity, coil strip width, 
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substrate thickness and Larmor frequency.  The models are validated by fitting the 

model parameters to the simulated data and comparing the resulting prediction by 

the model of impedances to the simulation and the fitted parameters to quasistatic 

predictions. Two- and four-coil arrays are constructed and performance is 

compared in terms of image quality in three coupling situations: zero mutual 

reactance, zero mutual impedance (both mutual resistance and reactance reduced to 

negligible levels) and no decoupling (no additional decoupling capacitors added).  

2.2. Capacitive Coupling Models 

 The following analysis relies on the assumption that capacitive coupling 

between adjacent coils is dominated by the closest conductive portions of the coils, 

denoted 1” and 2” in Figure 1.4 a. Lumped and distributed circuit models are 

presented in Figure 1.4 b and c.  

 

Figure 1.4: Models for representing capacitive coupling between two coils. (a) 

Segmentation of coils into sections affected by stray capacitance (”) and sections 

that are not (’). (b) Lumped capacitance circuit model. (c) Distributed capacitance 

model. 
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 In both the lumped and distributed models there are meshes without signal 

ports. The two-port impedance elements are defined as  

 𝑚𝑛
𝑡𝑤𝑜−𝑝𝑜𝑟𝑡 =

𝑽𝑚
𝑰𝑛
|
𝐼 k≠n=0

, 
(1.31) 

where , 𝑚, 𝑛, 𝑘 ∈ {1,2}. equation (1.31) must be derived from the complete 

impedance matrix equation 

𝒁𝑰 = [
 11  12 −𝒁31

𝑇

 21  22 𝒁32
𝑇

−𝒁31 𝒁32 𝒁33

] [
𝐼1
𝐼2
𝑰3

] = [
𝑉1
𝑉2
0
]. (1.32) 

where  11 12 and  22 are the self and mutual impedances in absence of capacitive 

coupling,  𝒁3𝑛 is a column vector containing the mutual impedances between the  

meshes without ports and coil n, and 𝒁33 is the impedance matrix of those meshes. 

𝒁31 is negative because the current convention of Figure 1.4 shows 𝐼1 directed 

opposite the mesh currents and  𝐼2 directed with them. Using the definition in 

equation (1.31), solving for 𝒁𝑚𝑛
𝑡𝑤𝑜−𝑝𝑜𝑟𝑡

 requires solving equation 2.2 for 𝐼𝑛 and 𝑰  

with 𝐼k≠n = 0, which is equivalent to solving, 

[
𝐼𝑛
𝑰 
] = [

 𝑛𝑛 (−1)𝑛𝒁3𝑛
𝑇

(−1)𝑛𝒁3𝑛 𝒁33
]

−𝟏

[
𝑉𝑛
0
]. 

(1.33) 

Where the elements of the matrix  𝑚𝑛
𝑡𝑤𝑜−𝑝𝑜𝑟𝑡

 are then then found as  

 𝑚𝑛
𝑡𝑤𝑜−𝑝𝑜𝑟𝑡 =  𝑚𝑛 +

(−1)𝑛𝒁3𝑚
𝑇𝑰3

𝐼𝑛
|
𝐼k≠n=0

 
(1.3

4) 

2.2.1. Lumped Model 

 The lumped approximation shown in Figure 1.4b concentrates the stray 

capacitance at the ends of the coupled portions of the coils (1” and 2”). In this case 

𝒁3𝑛and 𝒁33are scalars labeled “lump”, which are expressed in terms of the 

impedances of the segmented sections. 
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 3𝑛
𝑙 𝑚𝑝 =   𝑖𝑛 

𝑛 +   𝑜 𝑝
𝑛 − 𝑗

1

𝜔𝐶3

 33
𝑙 𝑚𝑝 =   𝑖𝑛 

1 +   𝑖𝑛 
2 −

2𝑗

𝜔
(

𝐶3(𝐶2 + 𝐶12 2⁄ )

𝐶3 + (𝐶2 + 𝐶12 2⁄ )
)

  𝑖𝑛 
𝑛 =  𝑛′′ +  𝑛′′𝑘′′

  𝑜 𝑝
𝑛 =  𝑛′𝑘′′ +  𝑛′𝑛′′

. 

 

 

(1.35) 

where 𝑘, 𝑛 ∈ {1,2}, 𝑘 ≠ 𝑛. The impedances   𝑖𝑛 
𝑛 ,    𝑜 𝑝

𝑛 ,   11,  12,  22, and stray 

capacitance C12 are the model’s parameters that need to be determined.   𝑖𝑛 
𝑛   is the 

impedance of the capacitively coupled section of coil 𝑛,   𝑜 𝑝
𝑛  is the mutual 

impedance between the capacitive coupling mesh and uncoupled potion of coil 𝑛. 

Using equations (2.1-2.4) to find 

𝐼3 𝐼𝑛⁄ |𝐼k≠n=0 = (−1)𝑛+1  3𝑛
𝑙 𝑚𝑝  33

𝑙 𝑚𝑝⁄ , (1.36) 

the two-port impedance matrix then simplifies to 

𝒁𝑡𝑤𝑜−𝑝𝑜𝑟𝑡
  𝑚𝑝 =

[
 
 
  11 −

𝑍31
𝑙𝑢𝑚𝑝2

𝑍33
 12 +

𝑍31
𝑙𝑢𝑚𝑝

𝑍32
𝑙𝑢𝑚𝑝

𝑍33

 21 +
𝑍31
𝑙𝑢𝑚𝑝

𝑍32
𝑙𝑢𝑚𝑝

𝑍33
 22 −

𝑍32
𝑙𝑢𝑚𝑝2

𝑍33 ]
 
 
 

. (1.37) 

This result shows that for symmetric coils where  32 =  31 the change in self and 

mutual impedance due to capacitive coupling will be equal in magnitude and 

opposite in sign. Mutual impedance between coils is completely removed as 

predicted using the lumped model when  21 = − 32 31/ 33. 

2.2.2. Distributed Model 

 In the distributed model the impedances of the coupled sections are 

distributed uniformly over the length which is split into an odd number of (N+1) 

segments. The elements of the matrix in equation (1.33) are given as follows. 𝒁3𝑛
𝑑𝑖𝑠𝑡 

is an (N+1) size vector with elements given by  

𝒁3𝑛
𝑑𝑖𝑠𝑡

(𝑖)
= (  𝑖𝑛 

𝑛 +   𝑜 𝑝
𝑛 ) 𝑁⁄ , (1.38) 

and 𝒁33
𝒅 𝒔𝒕 is tri-diagonal matrix with elements given by  

𝒁33
𝒅 𝒔𝒕

(𝑖,𝑖)
= −2𝑁𝑗 (𝜔𝐶12)⁄ + (  𝑖𝑛 

1 +   𝑖𝑛 
2 ) 𝑁⁄  

𝒁33
𝑑𝑖𝑠𝑡

(𝑖,𝑗=𝑖±1)
= 𝑁𝑗 (𝜔𝐶12)⁄  

 

(1.39) 
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 when 𝑖 = 2…𝑁. For the end meshes including 𝐶2 and center mesh with 𝐶3 the 

matrix elements are 

𝒁33
𝑑𝑖𝑠𝑡

(𝑖,𝑖)
|
 =1,𝑁+1

=
−𝑁𝐶2𝐶12𝑗

𝜔(𝐶2 + 𝐶12)
+
  𝑖𝑛 
1 +   𝑖𝑛 

2

𝑁
 

𝒁33
𝑑𝑖𝑠𝑡

(𝑖,𝑖)
|
𝑖=𝑁/2+𝟏

= −2𝑁𝑗 (𝜔𝐶12)⁄ −2𝑁𝑗 (𝜔𝐶3)⁄ . 

𝒁3𝑛
𝑑𝑖𝑠𝑡

( )
|
𝑖=𝑁/2+1

= −𝑗 (𝜔𝐶3)⁄  

 

 

(1.40) 

The two-port impedance matrix 𝒁𝑑𝑖𝑠𝑡
𝑡𝑤𝑜−𝑝𝑜𝑟𝑡

 of the distributed model is a 2×2 matrix 

like equation (1.37), with elements found using equation (1.33) and equation (1.34). 

2.3. Methods 

 The circuit models above are validated by measurements of coupling and 

mutual impedance using simulated and experimental arrays. The resulting image 

SNRs and geometry factors are also calculated for experimental arrays. 

2.3.1. Simulations  

 The impedance (Z) parameters between the ports of simulated coils (Figure 

1.5a) were obtained in HFSS (Ansys Corp., USA) using the driven modal solution 

at four different Larmor frequencies (64 MHz, 128 MHz, 200 MHz, and 300 MHz). 

Meshing was performed using second-order basis functions and four adaptive 

passes. Repeated simulations resulted in the same impedance parameters to an 

accuracy of three digits  The two coils shown in Figure 1.5a are modeled as copper 

traces with a thickness of 40 µm on a 7 mm insulating substrate over a large 

(60×60×11cm3) lossy dielectric phantom (𝜀𝑟 = 76, 𝜎 = 0.8 S/m). A radiating 

boundary is applied to the surrounding (60×60×70cm3) vacuum. Lumped ports 

with 50 Ω termination are used at locations P1 and P2. The effect of variations in 

design parameters (substrate thickness t, coil spacing s, coil diameter d, strip width 

w and substrate permittivity 𝜀𝑟 ) are also investigated by varying one parameter at 

a time while the rest are kept constant at the following standard values: t = 7 mm, 

s = 2 mm, w = 9.5 mm, 𝑑 = 70 mm and 𝜀𝑟 = 3.4 for the substrate. 
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Figure 1.5. (a) Coil geometry used in two-coil array simulations and construction. 

(b) Geometry used in construction of four-coil array. 

 

 The simulations are repeated with all combinations of ten C2 and four C3 

values (forty points) and the resulting two-port Z matrices are used to determine the 

model parameters (stray capacitance C12, 𝒁  𝒏 
𝒏 , 𝒁  𝒖 

𝒏  and 𝒁𝟏𝟏, 𝒁𝟐𝟐, 𝒁𝟐𝟏) by least 

squares fitting in MATLAB (The MathWorks, USA). The values of C2 and C3 shown 

in Table 1-1 are chosen to provide a wide range of reactance at each frequency, 

while avoiding resonance between the copper strips (when the reactance of 𝒁   in 

equation (5) becomes zero).  
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Table 1-1: Capacitors used in two-coil array simulations depicted in Figure 1.5a 

 Frequency (MHz) 

Frequency 

(MHz) 

Capacitance (pF) 

C1 C2 C3 

64 280 0, 5.6, 10, 20, 33, 56, 

82, 100, 150, 200 

100, 200,  

450, 900 

128 70 0, 5.6, 10, 20, 33, 47, 

56, 82, 100, 120 

27, 36, 

68, 100 

200 28 0, 5.6, 10, 15, 20, 27, 33, 

39, 56, 68 

15, 20,  

27, 36 

300 12 0, 5.6, 6.8, 10, 15, 20, 27, 

33, 39, 47 

6.8, 10,  

15, 20 

 

 The value of C1 is chosen at each frequency to tune the coils approximately 

to resonance (zero port reactance) with standard design parameter values. 

Consequently, with a coil self-inductance of 117nH and values of C1 in Table 1-1, 

the C3 required for resonance is 215 pF, 54 pF, 24 pF and 12 pF for 64MHz, 

128MHz, 200MHz and 300 MHz respectively. These are all in the middle range of 

C3 shown in Table 1-1. 

 It is standard practice to distribute the coil tuning capacitance as a series of 

equal capacitances separated by conductor lengths shorter than λ/20 [15] to 

minimize sensitivity to dielectric loading, and losses by radiation and in the 

phantom. However, capacitive coupling is strongly dependent on C3, the electric 

field distribution and therefore these losses unavoidably change. Indeed, the value 

of C3 directly modifies the terms in equation (2.5) and the tuning capacitor 

distribution, with consequent effects on the electromagnetic field distribution, 

impedances and coupling that are independent of capacitive coupling [16]. HFSS 

simulations of single coils confirmed that the coil inductance and resistance are 

sensitive to changes in C3. In an array the effect of C3 is more complex since there 

are magnetically induced eddy currents in the conductor of adjacent coils [17] that 

increase loss.  

 We therefore adopted an approach that allows the separation of the effect of 

C3 on capacitive coupling from that on inductance, magnetic coupling effects and 

loss while simulating the full coil array. This is achieved by taking the partial 

derivative of the two-port impedance matrix in equation (1.37) with respect to C2,  
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𝝏𝒁𝒕𝒘 −  𝒓𝒕
 𝒖𝒎  𝒅

𝝏𝐶𝟐
=

−2𝑗

𝜔(𝐶2 +
𝐶12
2 )2 33

2
[
− 31

2  32 31
 32 31 − 32

2 ]. 
 

(1.41) 

which is independent of  11,  22 and  12. This derivative is approximated using a 

second-order finite difference formula for non-uniform intervals [18].  

 The residual for least squares fitting is calculated as the difference between 

the finite difference values calculated for the predicted and simulated data. The 

finite difference cannot be calculated at the end values of 𝐶2 resulting in 32 partial 

derivative values corresponding to the central 8 values of C2 and four C3 values. 

These partial derivative values are used in the fitting routine to solve for 

 𝑙𝑖𝑛 ,   𝑜 𝑝 and 𝐶12.  

 The remaining model parameters  11,  22,  21 are subsequently obtained for 

each value of C3 by fitting over the ten values of C2 using the   𝑙𝑖𝑛 , and   𝑜 𝑝 and 

𝐶12 obtained previously. 

  If  11 or  12 in equation (1.32) did change when varying C2 it is unlikely 

that the simulated change in 𝒁𝑡𝑤𝑜−𝑝𝑜𝑟𝑡
𝑙 𝑚𝑝 𝑑

with C2 would be exactly equal for self and 

mutual two-port impedances, since most parameters (e.g. series capacitor 

distribution) affect the two asymmetrically. In this model  11 and  12 depend on 

the resistance and inductance only and capacitive coupling doesn’t affect these 

values.    

2.3.2. Experimental Arrays 

 A two-coil array was built for 127.8 MHz with the same dimensions as those 

simulated (the four C1 capacitors in Figure 1.5a are combined into two capacitors 

because the resulting conductor segments are short enough at this frequency to 

satisfy the 𝜆/20 requirement).  The standard design parameter values above 

were used except for a separation s = 3 mm, which allows a wider range of mutual 

resistance and reactance to be achieved. Three coupling situations are compared: 

(C2, C3)=(27, 36) pF, giving zero mutual reactance; (C2, C3)=(68, 300) pF, giving 

zero mutual impedance; and (C2, C3)=(0, 36) pF for no additional capacitive 
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decoupling (only stray). Each version is tuned by adjusting C1 and matched to 50 Ω 

using a discrete 𝜆 4⁄  balun [19], shown in Figure 1.2a, at 127.8 MHz. 

 A four-coil linear array (Figure 1.5b) was simulated to find the appropriate 

values of the decoupling capacitors 𝐶𝑎 (10 − 12pF), 𝐶𝑏 (27-36pF), 𝐶  (100pF), and 

𝐶𝑑 (80-100pF) for the same three situations above (range of values is given when 

precise value is not critical). The capacitors Cb, Cc and Cd adjust the mutual 

reactance, while Ca removes mutual resistance by driving a current in the mesh 

between the coils. This scheme allows the spacing to be chosen independently as 

3 mm, thus avoiding the excessive 5 mm gap used for the two-coil array that could 

result in signal loss in that region. Without decoupling 𝐶  is short circuited and  𝐶𝑎 

and 𝐶𝑑 are removed, while 𝐶𝑎 alone are removed for the no mutual reactance case. 

All decoupling capacitors, Cb, Cc, Cd and Ca are used for the case of no mutual 

impedance. 

 Active PIN diode traps are placed on the series capacitors (C1 and Ct1) in 

both arrays to detune the coils during the transmit RF pulses emitted by the system’s 

body coil. 

2.3.3. Measurements 

 Coils are connected using λ/2 coaxial cables to low-input-impedance 

preamps (input impedance Zpre =4.1 ±0.4 Ω for the four preamplifiers used avoiding 

ones with higher Zpre, minimum noise figure 0.90 dB) housed within a connector 

box (Philips Healthcare; Cleveland, OH). Arrays are placed on a 36×26×11 cm3 

phantom (Figure 1.6) filled with demineralized water and 3.6 g/ℓ NaCl and 1.96 g/ℓ 

CuSO4⋅5H2O corresponding to the simulated phantom dielectric properties 

(𝜀𝑟 = 76, 𝜎 = 0.8 S/m). Additive white noise is present in each array channel and 

therefore noise data from scans without RF excitation are used to calculate the noise 

covariance and correlation coefficients.  

  Direct measurements of the S-parameters were performed as detailed in 

section 1.  
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Figure 1.6: Phantom used for measurements with two coil array. Grid planes that 

provide inside image contrast are visible. 

 

2.4. Results 

2.4.1. Impedance Parameters 

 The simulated mutual impedances at 128 MHz and 300 MHz were fitted to 

the distributed and lumped models as shown in Figure 1.7. While both models 

correctly predict the impedance trends, the distributed model fits the data 

substantially better than the lumped model and over a larger range of capacitances. 

These results show that an appropriate choice of C2 and C3 allows removal of not 

only the mutual reactance, but also the mutual resistance (as indicated by the mutual 

resistance and reactance lines crossing the zero line). Although not shown both can 

be eliminated approximately at the same time using a higher value of C3, but 

complete mutual elimination is not guaranteed in general and small changes in 

geometry may be required as well for coils. 

 Changes in self-impedance are equal and opposite to those displayed for 

mutual impedance in Figure 1.7. To validate this the average percent difference 

between the two is calculated as  

100%
|
𝜕 11
𝜕𝐶2

−
𝜕 21
𝜕𝐶2

|

|
𝜕 11
𝜕𝐶2

|
 (1.42)  
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Using this equation for the real and imaginary components separately the average 

for all the values at 128MHZ in Figure 1.7 is (0.18±0.36-j0.22±j0.48)%. Since the 

standard deviation is double the average the differences can be attributed to the 

simulation numerical error.  

 

Figure 1.7: Fitting and Simulation results for the 2-port mutual impedance 

parameters at a) 128 and b) 300 MHz. Dots are simulation results, solid lines 

prediction using distributed model and dashed lines predictions with the lumped 

model.  

 

 When the third loop formed by the adjacent coil sections and capacitors C2 

approaches resonance both models lose accuracy; however, this region of large C2 

values is of little practical importance and it should be avoided to preserve coil 

efficiency and well-defined sensitivity patterns. 

 From Figure 1.7 it appears that mutual impedance between coils can be 

stabilized against changes in dielectric loading. For example, in Figure 1.7 at 

128MHz if the series capacitor C3 is between 100-200 pF and the parallel capacitor 

C2 is less than 40pF there will be little variation in the mutual and self-impedances 

due to changing stray capacitance. Capacitors are commonly distributed around 
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coils to lessen the effect of stray capacitance and the results here indicate the 

importance of this. 

  Figure 1.8 shows the effect of C3 on the distributed models’ resistive 

coupling coefficient and mutual inductance with only stray capacitance present (C2 

= 0). The change in resistive coupling coefficient, defined in reference [8], is used 

rather than resistance to display the results at different frequencies on the same plot 

since the resistance itself increases greatly with frequency. The actual self and 

mutual resistances and inductances are indicated (arrows) at each frequency for the 

largest reactance value of C3.  

 By comparing the trends in Figure 1.8 to the stated values of mutual 

inductances and resistances it is shown that at higher frequencies the stray 

capacitance becomes significant compared to mutual inductance/resistance, this 

effect is highly dependent on the series capacitor C3; with larger reactance (smaller 

C3, e.g., required for operation at high frequency) the impact of the stray capacitance 

is greater. It is interesting to note that capacitive coupling has little effect if the 

reactance of 𝒁 𝒏
 𝒖𝒎 

 in equation (2.5) is close to zero; in Figure 1.8 this is the case 

for the lower reactance values of C3. These results suggest that stray capacitive 

coupling can be exploited to reduce coupling by adjusting the series capacitance on 

the coils. 
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Figure 1.8. Predicted a)  Change in resistive coupling coefficient and b) 

change in mutual inductance due only to stray capacitive coupling (C2=0) predicted 

using the distributed capacitance model. Arrows indicate actual resistance and 

inductance values obtained at the largest C3 reactance. 
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2.4.2. Fitted Parameters  

 The fitted parameter values for the two-coil array with standard dimensions 

are listed in Table 1-2. The superscripts are dropped since for this symmetric array 

  𝑖𝑛 
1 =   𝑖𝑛 

2  and   𝑜 𝑝
1 =   𝑜 𝑝

2 . The inductances found with both models match 

closely, while the capacitance is consistently larger in the lumped model. The 

resistance increases approximately in proportion to the square of the frequency, 

similarly to single coils. The lumped model fitted result for the real part of   𝑖𝑛  at 

300MHz is -0.13Ω. Since this value is small its variation had little impact on the 

impedance predictions, so the lumped model was unable to accurately predict it. 

Table 1-2: Model parameters for the two-coil array obtained by fitting using the 

lumped and distributed models; the array has the standard dimensions and substrate 

permittivity (t = 7 mm, s = 2 mm, w = 9.5 mm, d = 70 mm, εr = 3.4). 

 Frequency (MHz) 

Parameter 64 128 200 300 

 Resistance(Ω)/ Inductance(nH) 
Z

line
  

𝐝 𝐬    𝐮  𝐝

 𝐮   𝐝
 

0.09/18.9 

0.10/19.1 

0.53/18.7 

0.46/20.0 

0.87/18.2 

1.60/19.7 

0.38/17.3 

-0.13 /17.6 

Z
coup     

𝐝 𝐬    𝐮  𝐝

 𝐮   𝐝
 

-0.20/-8.2 

-0.21/-8.3 

-1.07/-8.0 

-1.01/-8.4 

-2.50/-7.5 

-2.86/-7.5 

-4.65/-6.6 

-4.69/-5.2 

C
12

   

   
𝐝 𝐬    𝐮  𝐝

 𝐮   𝐝
 

12.3 (pF) 

15.5 (pF) 

12.1 (pF) 

15.6 (pF) 

12.5 (pF) 

17.7 (pF) 

14.0 (pF) 

18.9 (pF) 

  

Figure 1.9 shows the value of the stray capacitance C12 and line inductance Lline 

(reactive part of  𝑙𝑖𝑛 ) found by fitting the circuit model components to the 

simulated data as the parameters 𝑤, 𝑡, and s, or εr are varied. The variation of the 

capacitance with substrate thickness or the line inductance with coil spacing is not 

shown since there is little change in the analytical and fitted values for the range 

used.   

 The analytical solution for capacitance is obtained by quasi-static conformal 

mapping for coplanar strips of length equal to the coil diameter over a layered 

substrate [20]. The analytical result for the line inductance is calculated for 
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rectangular strips with the length of the coil diameter using equations derived by 

Neumman’s formula [21].  

 In Figure 1.9 the fitted C12 increases marginally with frequency and follows 

analytical values for coil strip width. The capacitance decreases rapidly as substrate 

permittivity is reduced. It decreases slightly when substrate thickness is increased, 

showing that stray capacitance is more dependent on substrate than phantom 

permittivity unless thickness is small (<5mm). The fitted Lline is slightly lower than 

the analytical for the standard spacing, but as spacing increases it increases much 

faster. Since the self-inductance stays the same, the mutual inductance between 

strips must decrease slower in the analytical prediction.  

 

Figure 1.9. a) stray capacitance and b) inductance of capacitively coupled sections, 

obtained by fitting data to the distributed capacitance model. Line colors indicate 

different parameters that are varied while line/marker types indicate frequencies (f 

= 0 for analytical solution). Points circled in green correspond to the standard 

parameter values. 

 

  The non-uniform current along the strip, shielding due to the lossy body, the 

finite length of the coils and the contribution of the rest of the coil to capacitive 

coupling are reasons imperfect agreement between quasistatic and fitted values.  

 Although the quasi-static method of predicting coil impedance parameters 

has been used extensively [10, 22] it is only accurate at low frequencies. Method-

of-Moment methods including the lossy phantom [23], or others where full-wave 

fields are calculated for the coils individually from the vector potential provide 

greater accuracy, but this study shows that even if they include the series capacitor 

(a) (b)
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distribution [16], they will not be completely accurate if the scalar potential is not 

included.  

2.4.3. Coil Current Transfer 

 The stray mutual capacitance and subsequent mutual impedance is 

responsible for inducing currents in the mesh between coils represented by 𝑰  in 

equation (1.34). Figure 1.10 shows simulations of the current induced at 128 MHz 

and 300 MHz by a coil driven by a 1A source current onto an adjacent coil when it 

is open circuited (i.e., when calculating equation (1.31)). The arrows indicate the 

direction of the current on the capacitively coupled sections of the coils, which is 

plotted in the graphs above. When 𝑰 𝑰𝒏⁄ |𝑰 ≠𝐧=𝟎 in equations (3-4) is positive the 

current on the capacitively coupled section of the source coil is greater than the 

source current and the current on the adjacent strip is in the opposite direction; 

current on both strips adds to the 1A source. The mutual resistance can be increased 

or reduced depending on the direction of this induced current.  

 

Figure 1.10. Simulated current distributions with 1A source circled in red (bottom) 

show the differences when current transfer between coils act as a shared current 

path (current on first strip less than source)  versus a  coupled current loop (current 

on first strip less than source) . (top) current along coil strip adjacent to second coil 

(C2=0). Solid lines with dots are simulated and dashed lines are predicted from 

using the distributed model.  
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 The imaginary component of the induced current is negligible unless 

resonance is approached in the loop between the coils. The distributed capacitance 

model predicts the progressive transfer of current accurately until resonance is 

approached where current magnitude and phase fluctuate rapidly with changing C2. 

For the reasons cited above this region is not of interest for MRI coil design and 

therefore does not present a practical limitation of the model.  

 The prediction of current transfer (dashed lines in Figure 1.10) is more 

accurate at 128MHz than 300MHz and it is better for the middle of the range of C3. 

This indicates that the fitted model parameter values may change slightly with C3, 

likely for the same reasons stated in section 2.3.1 for fitting to the change in 

impedance parameters with respect to C2. The current in Figure 1.10 stays roughly 

uniform across the strip, which makes the assumption of lumping mutual 

impedance between the adjacent strips reasonable. For different shaped coils, such 

as circular, the uniform distribution of capacitance and impedance will be less 

accurate, but since the lumped model of capacitance appear to work as an 

approximation, the distributed model will be applicable treating all variables as 

average values.  

2.4.4. Comparison of Coupling Situations 

 The simulations and capacitive coupling models predict that a careful choice 

of C3 and C2 can eliminate both the mutual resistance and reactance. Figure 1.11 

shows measured |S21| of the two- and four-coil arrays in the three coupling situations 

after matching. Completely removing mutual impedance allows for a reduction in 

𝑆21 to below -50dB compared to 𝑆21 ≈-25 dB when only the mutual reactance is 

removed. This result proves that it is possible to eliminate mutual resistance with 

lossless circuits contrary to what was previously believed [4]. In the four-coil array 

with no mutual impedance between adjacent coils the mutual coupling between 

non-adjacent pairs remains unchanged or is slightly improved compared to the other 

two decoupling. 
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Figure 1.11. Measured S21 between (a) elements of the two coil array and (b) 

adjacent elements in the four coil array for three mutual impedance conditions. 

 

 When mutual resistance is comparable to mutual reactance, as is the case in 

high-field MRI [6], this method can be used to achieve required decoupling levels. 

Since very few decoupling methods address mutual resistance between coils this 

may prove to be the easiest to implements in larger arrays.  

 Figure 1.12 shows the SNR maps using equation (1.20) in a sagittal slice 

through the center of the two-coil array, for the same three coupling conditions, 

when the two coils are aligned along the direction of the static magnetic field (B0) 

and a coronal slice when they are perpendicular (≈ 2.5 cm depth). The SNR of the 
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two-coil array with no mutual impedance is greater near the surface because the 

third shared loop picks up significant signal superficially. In this case there is a 

slight decrease in SNR farther into the phantom between the coils (red ellipse), 

likely due to the effects of the shared loop on the sensitivity patterns of the main 

loops. The average SNR in the three cases is nearly indistinguishable (within 2%), 

with some minor regional differences.  

 

Figure 1.12: Measured two-coil optimum combination SNR maps and averages 

for three decoupling cases. Dashed white lines in the ‘No Decoupling’ case 

indicate the location of coils on the surface for two orientations of the array 

(parallel or perpendicular to B0).  

 

 The four-coil array topology shown in Figure 1.5 allows the high impedance 

at the coil ports to be placed in series with the shared mesh (Figure 1.5) and thus 

the current and signal are not enhanced by resonance. As shown in Figure 1.13 this 

feature leaves the single-coil sensitivities unaltered, unlike what is observed in 
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Figure 1.12 for the two-coil array.  In Figure 1.13 the optimal SNR maps as well as 

g-factor maps (acceleration factor R = 4) are compared for the three versions of the 

four-coil array.  

 
Figure 1.13. Measured four-coil optimal SNR and 1/g-factor maps for an 

acceleration factor R = 4. The regional differences in SNR visible in the 2-coil array 

(Figure 10) are eliminated with careful port placement (Figure 1.5). Main 

differences in the g-factor maps are deep (>7cm) in the phantom where SNR is low 

and thus of little consequence. 
 

 The corresponding mean and minimum 1/g-factors are listed in Table 1-3 

and do not indicate systematic differences between the three tuning arrangements, 

with slightly better performance at R=4 when mutual reactance is zero. Differences 

in the average SNR are again insignificant (below 2%).  
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Table 1-3: 1/g-factors for the 4-coil array up to an acceleration factor of 4 

SENSE 

Acceleration 

1/g factor mean/min 

No decoupling No mutual reactance No mutual 

impedance 

2 0.98/0.81 0.99/0.80 0.99/0.84 

3 0.91/0.74 0.92/0.48 0.93/0.70 

4 0.87/0.02 0.91/0.28 0.88/0.03 

  

 The mutual impedances measured between coils in the arrays (at the coil 

ports before the matching circuits) are listed in Table 1-4 along with the measured 

noise correlations. Measured self-resistance of 4- and 2-coil arrays are 6.2 Ω and 

5.2 Ω respectively.  

 

Table 1-4: Average measured mutual impedances and noise correlation 

coefficients (%) between adjacent coils.  
  

No Decoupling No Mutual Reactance No Mutual Impedance 

Noise correlation 

and mutual 

impedance (in 

parentheses) 

Two 

coil 

13.4 % 

(-0.99+j5.25) Ω 

14.0 % 

(-0.88+j0.04) Ω 

3.2 % 

(-0.004-j0.01) Ω 

Four 

coil 

5.19 % 

(0.42–j6.10) Ω 

9.03 % 

(0.44+j0.18) Ω 

1.27 % 

(0.09–j0.16) Ω 

 

 The mutual impedance is almost completely eliminated and the noise 

correlation is reduced to levels similar to the lower bound obtained from noise scans 

with receiver channels terminated in uncoupled 50 Ω loads (1.3% average noise 

correlation).  The noise correlation of the no mutual reactance and no decoupling 

cases are slightly different because equation (1.23) indicates the finally noise 

covariance has a dependence on the overall impedance matrix as well as the real 

part which is slightly different for the two. 

2.5.Conclusion 

 The models described in this chapter are the first quantitative investigation 

of the effect of stray and intentional capacitive coupling on the two-port impedance 

parameters of array coils. The mutual impedances resulting from various 

distributions of coil capacitance are accurately predicted at the most common MRI 

frequencies. The values of stray capacitance obtained from the models by fitting 

are consistent with those calculated using analytical methods. The distributed 
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model is accurate over a larger range of design parameters than the lumped model, 

and is able to account for the progressive transfer of current along the coupled 

sections of adjacent coils.  

 Both models provide valuable insight into the mechanisms and effects of 

capacitive coupling in MRI coil arrays. For example, the models predict that mutual 

impedance, including mutual resistance, can be reduced to negligible levels using 

inter-element capacitors. This result was verified experimentally and is consistent 

with a recently-published method that requires introducing small coupling loops 

between coils [6]; in this chapter the decoupling element between coils is the shared 

loop introduced by the capacitive coupling . Removing mutual resistance in 

addition to mutual reactance does not compromise SNR, but allows previously 

unachievable levels of decoupling with anticipated benefits in transmit and high-

density arrays. Cancelling mutual resistance using this method in traditional 

overlapped coil arrays is unlikely to be possible. However, since crosstalk is readily 

eliminated using reflective preamps or capacitive decoupling, our method of 

cancelling mutual resistance suggests that overlapping is not only unnecessary, but 

also undesirable. 
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3 .Chapter 3 

Experimental Verification of SNR and Parallel 

Imaging Improvements Using Composite Coils 

 
3.1. Introduction 

 Completeness of the basis is necessary to approach the ultimate intrinsic 

SNR in both standard and parallel imaging [1]. Since coil loops capture only field 

components that are normal to the surface of the VOI, it is natural to ask whether 

the tangential components carry any additional information that could improve 

SNR or parallel imaging performance. This has motivated the theoretical work of 

Wang [2, 3], in which standard dipole sources with B1 normal to the surface of the 

VOI are supplemented by the two orthogonal components tangential to the surface. 

This arrangement approximates a complete array coil and simulations [3] have 

shown that composite coils consisting of three orthogonal loops can better construct 

the magnetic multipole expansion vector fields than equivalent and greater numbers 

of flat loops. Additional simulations by Wang [2] with truncated orthogonal coils 

and realistic resistive loading confirm the potential increases in SNR as well as 

iSNR [4], but do not account for realistic electromagnetic coupling and noise 

correlation between the elements. The parallel imaging potential of such arrays also 

remains to be investigated.  

 To date, a full experimental implementation of composite arrays has not 

been reported, although the partial approach of Mueller et al. [5] at 1.5T has shown 

promising SNR improvements for surface coils paired with a single orthogonal coil 

oriented parallel the B0 field. This additional coil improves sensitivity in the same 

region as the surface coil similarly to the butterfly coil [6] and so-called vertical 

coil [7], but with a much shorter conductor length and stray capacitance to 

neighboring coils, making it potentially a better choice. We show that the third coil 

element that is omitted in (9) provides a high sensitivity in the region between the 

surface coil elements and thus provides a noticeable reduction in SENSE g-factor 
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values. The by resistive and inductive coupling affects the array performance [8, 

9], so the behavior of the upright coil coupling with adjacent coils is investigated 

thoroughly.  

3.2. Theory of Composite Coils 

 In this study the complete coil system suggested by Wang [3] is 

approximated by an array of composite coils [2], each consisting of three 

orthogonal rectangular loops arranged according to Figure 3.1. Multiple such 

triplets can be arranged to cover the surface of the VOI similarly to standard surface 

coil arrays. 

 

Figure 3.1: A composite coil element made up of three isolated orthogonal coils. 

The signal-producing region is located below the square surface coil (y < 0). 

 

 A composite coil triplet can produce linearly or elliptically polarized RF 

magnetic fields in three orthogonal orientations at any spatial location. Simulations 

have shown that an array of such composite coils provides a better approximation 

of a complete basis set [3] than surface coil elements alone, in part because of the 

additional degrees of freedom in the direction of the magnetic fields produced and 

also because the number of independent loops per unit surface is tripled.   

 Composite coil array construction, however, is more challenging than 

traditional array construction because there are numerous locations where the coils 

are in close proximity but must avoid physical contact. Possible solutions are to use 

upright coils that are smaller than the inner radius of the surface coil element and 

that have with different heights. Since the upright coils must rise above the surface 
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a rigid structure must be made to support the coil loops orthogonal to each other 

and to support the feed cables. These additional mechanical components also make 

flexible coil design more challenging. Finally, the presence of upright coils makes 

overlapping surface coils to achieve minimal mutual inductance more difficult. 

 When capacitive coupling and cable interactions are neglected, and the 

sample is homogeneous, the mutual impedance between orthogonal coils in one 

triplet is zero if the coils are arranged symmetrically as in Figure 3.1 [10]. This 

attractive property was verified by simulation and measurement of the impedance 

matrix and ensures that crosstalk will be minimal within the triplet. Instead of using 

upright coils this behavior can also be achieved with coils such as the butterfly coil 

[11] (essentially an unfolded, 2-turn upright coil) or the “wheel-and-spoke” coil [6, 

10] (a butterfly coil combined with a loop) that have similar field patterns. 

However, in addition to having a longer conductor length a butterfly coil also has 

greater potential for capacitive coupling to the surface loop and to the second 

butterfly coil needed for the third channel of the triplet. Upright coils are therefore 

a natural choice in high density arrays even though they require some mechanical 

support above the surface.   

 Coils in adjacent triplets (surface or upright) are not arranged with the 

necessary symmetry that provides zero mutual impedance. This coupling, as well 

as any that arises from imperfect construction and non-ideal behavior, affects the 

final image SNR as described below. 

3.3. Construction 

 Coils were constructed of 9.5-mm-wide self-adhesive copper strips 

(Venture Tape Corp., Rockland, MA, USA) attached to 2-mm-thick polycarbonate 

sheets. Capacitors (700B series, American Technical Ceramics; USA) are 

distributed along the coil loop to split its length into sections of one twentieth of a 

wavelength or less [12]. On the upright coils the capacitor at the connection point 

is further split equally on either side the coaxial cable ground to provide a partially 

balanced match [13].  
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 An 8-channel array was assembled from three surface elements of 

dimensions 7 × 7 cm2, aligned in the direction parallel to B0 and separated by 3 mm 

gaps. Five upright elements 7 × 3.5 cm2 in size (see Figure 3.2) are positioned 

orthogonally above the surface coils and can be detached to allow the comparison 

of performance with and without their presence. The coils are connected using 𝜆/2 

coaxial cables to eight low-impedance preamplifiers (input impedance Zpre = 6±3 Ω 

measured with all 8 preamplifiers, minimum noise figure 0.90 dB at 43+13j Ω 

impedance) housed within a connector box (Philips Healthcare; Cleveland, OH). 

Due to the limited number of preamplifiers the middle surface coil has only one 

corresponding upright coil which is oriented in the plane orthogonal to B0 to 

provide increased SNR in regions where the centre surface coil has low SNR. The 

self-inductance of the surface coils is 123±4  nH, requiring an equivalent series 

capacitance of 13pF to resonate at 128 MHz, while that of the upright coils is 

70±3  nH which requires 22 pF. Values of Qunloaded, Qloaded and corresponding coil 

efficiency [14] are given in Table 3-1. The average measured loaded resistances of 

the surface and upright coils are 4.9±0.3 Ω and 0.40±0.03 Ω respectively. 

 

Figure 3.2: the 8-element composite coil array built to measure SNR and parallel 

imaging performance. 

3.3.1. Matching and Transmit Detuning 

 Surface coils are matched using a quarter-wave lattice balun (Figure1.2a) 

since it provides, simultaneously, effective balancing and a high blocking 
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impedance when connected to a low-input-impedance preamp. The elements Cm 

and Lm used are approximately 68 pF and 23 nH. The upright coils, however, have 

a much lower resistance than the surface coils at 128 MHz and would therefore 

require impractically low inductance values for the lattice balun. Instead, the π 

matching network in Figure1.2b is used, where Cm, Cm2 ,Cm3 and Lm are, 

respectively, 47 pF, 10 pF, 38 pF and 27 nH. Reasonable equivalent series 

resistances (ESR) for the lumped elements in Figure1.2 are obtained from 

manufacturers’ data sheets. The capacitors used in this work have an ESR of 

≈0.05 Ω according to American Technical Ceramics (Huntington Station, NY, 

USA, http://www.atceramics.com/products.aspx) and, according to Coilcraft 

(Cary, IL; USA; http://www.coilcraft.com/midi.cfm), aircore inductors similar to 

those used here have an ESR of ≈0.12 Ω. These values are used to find the noise 

factors of the matching networks with equation (1.23). 

 Noise figures (the noise factor expressed in decibels) derived using 

equations (1.27) and (1.28) for each stage in the coil receiver chain are shown in 

Figure 3.3, where the 0 dB level corresponds to noise originating only in the body 

or phantom (corresponding to the intrinsic SNR). The coil noise is dominant for the 

upright coil and because of the low body loading the matching circuitry contributes 

relatively more noise to the upright coil than to the surface coil. Overall, for the 

surface coils the decrease in SNR due to the matching networks is only 0.9% 

(0.08 dB noise figure) and approximately 4.1% (0.37 dB noise figure) for the 3.5cm 

high upright coils used in the 8-coil array. As illustrated in Figure 3.3 these 

decreases are still small in comparison to the 3.3% and 29% decrease for surface 

and upright respectively due to coil losses and 9.8% due to the preamplifiers 

(corresponding to their 0.9 dB minimum noise figure). 
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Figure 3.3: various contributions to noise figure for surface and upright coils. The 

largest difference is due to coil noise which is a much larger contribution in upright 

coils because they are not in sample-dominated regime. 

 

 The preamplifier decoupling effectiveness is measured using equation 

(1.30) is 14 dB for the surface coils and 12 dB for the upright coils, which is 

consistent with the values of 16 dB and 13 dB  calculated as the ratio of the 

impedance of the coil mesh when in the two matching conditions (power match vs. 

noise match) 

 While better preamplifier decoupling is possible using preamplifiers with 

smaller input impedances (e.g., 25dB [15] and 30dB [16]), in this study no 

resonance splitting was observed and the noise correlations between surface coils 

are acceptably small (c.f. Full Array Results). The positions of the two active PIN 

diode traps used to detune each coil during transmission with the system’s body 

coil are also shown in Figure 1.2. Detuning effectiveness, measured similarly to 

decoupling with equation (1.30), is greater than 35 dB. 

3.3.2. Cabling 

 Cable placement in an array requires careful consideration to minimize the 

additional coupling between cables and the coils’ electric fields [8]. Near the coils 

it is desirable to route cables along lines of zero or low tangential electric fields 

such as along lines of electrical symmetry created by baluns and symmetric 

capacitor placement. In many cases such as this array this criterion is not easily 
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satisfied because of lack of symmetry and geometrical constraints; the layout of 

Figure 3.4 was found to provide acceptable performance.     

 

Figure 3.4 Cable routing and coil orientation relative to B0 for which the 8-coil 

array was designed. Coil dimensions and spacing are also shown. 

3.4. Upright coil height optimization 

 The effect of the height of upright coils on SNR was studied to verify the 

existence of an optimum beyond which further increases in coil height would be 

detrimental due to increases in self-resistance, and mutual inductance and resistance 

between neighboring coils. Four coils 7 cm in length and 1 to 4 cm in height were 

built using 1-mm-diameter silver-plated wire as shown in Figure 3.5. Similar coils 

made of 8-mm copper strip did not result in substantial differences in loading or 

SNR, and thus wire was preferred to facilitate the numerical simulations performed 

for comparison (below). Images were taken by sequentially placing individual 

upright coils on a uniform phantom in the same position in the scanner. 
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Figure 3.5: upright coils built for comparison with heights ranging between 1 and 

4 cm. 

 The plane of the coil was parallel to the static magnetic field, thus providing 

the highest SNR directly below the coil. The average SNR was measured within 

three sagittal slices (one centered with the coil and two offset by ±3.5cm) for pixels 

±7𝑐𝑚 in the direction of 𝐵0  and to a depth of 8 cm. The measured Qunloaded/Qloaded 

and efficiency values are provided in Table 3-1 and for the upright coils they are 

similar to the value of 2.00 assumed in the simulations in reference [2] for square 

coils with 5.5cm side length. 

 Upright wire coils with heights ranging between 5 and 55 mm and strip coils 

with heights between 20 and 55 mm were simulated (see Simulation using the Finite 

Element Method below), and the SNR was calculated in slices with the same 

positioning as for the measurements above from the transverse circularly polarized 

magnetic field per unit current and resistance using standard formulas (e.g., 

equation 21 in reference [17]). Average SNR across the slices was 

B0
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Table 3-1: Quality factors in unloaded (Qunloaded) and loaded (Qloaded) conditions for 

all coils used in this study; individual upright coils used for height optimization are 

made with silver-plated copper wire to facilitate simulations, and surface/upright 

coils in the final array are made with copper strip. Efficiency 𝜼=𝟏 −
𝐐   𝐝 𝐝

𝐐𝐮𝐧   𝐝 𝐝
[14]. 

 

Upright coils (individual, wire) 

Upright Coils  

(in array, 

strip) 

Surface 

Coils  

(in array, 

strip) 

 7cm×1cm 7cm×2cm 7cm×3cm 7cm×4cm 7cm×3.5cm 7cm×7cm 

Qloaded 190 167 165 180 140±12 19.8±0.8 

Qunloaded 240 302 360 395 280±20 310±41 

𝜼 0.208 0.447 0.542 0.544 0.491 0.935 

 

normalized for each coil to the maximum of the wire coils and shown in Figure 3.6 

along with the corresponding measured values for wire coils. The maximum SNR 

of the strip coils occurs with a larger height than the wire coils (between a height 

of 4 and 5 cm). The copper strip coils reach a higher SNR because their conductor 

ohmic losses are lower, while reaching a maximum SNR with larger height because 

the 9.5 mm copper strip width decreases the distance from the phantom and current 

on the coil; the effective height of the coil is also smaller (distance between inner 

conductor edges where most of the current actually flows). This behavior contrasts 

with that in reference [5], where SNR increases exponentially with decreasing coil 

height because coil losses are neglected. 

 The height of the upright coils in the final version of the array was chosen 

to be 3.5 cm. A smaller coil height is preferred for lower coupling between adjacent 

elements and the 5% increase expected with a 55mm height from Figure 3.6 is 

minor. 
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Figure 3.6: measured and simulated SNR of upright wire coils and simulated SNR 

of copper strip coils, averaged in three sagittal slices as a function of coil height and 

normalized to the maximum SNR achieved with wire coils. The simulated SNR 

assumes an equivalent series resistance of 0.05 Ω for each of the two tuning 

capacitors in addition to losses in the coil conductors (0.15-0.30Ω). 

3.4.1. Simulation using the Finite Element Method 

 All electromagnetic field simulations of the coils were performed using the 

finite-element software HFSS [18] (Ansys Corp., Canonsburg, PA, USA) using the 

driven modal solution method with lumped ports located at the coil terminals to 

calculate the impedance matrices and then replaced with current sources to 

calculate the magnetic fields produced per unit current. Stability of the solution 

(fields maps and S-parameter matrices) is ensured by adaptive meshing which 

iteratively reduces the mesh size until the solution becomes invariant of grid size. 

Results were analyzed in MATLAB (The MathWorks, Natick, MA, USA), e.g, to 

calculate SNR from the fields and resistances as indicated in Upright coil height 

optimization. 

 Geometrical dimensions of the models are the same as those built for 

experimental measurements and each coil is made resonant at 127.8 MHz with 
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lumped capacitors distributed as in the corresponding coil construction. The lossy 

phantom solution (𝜖𝑟 = 76, 𝜎 = 0.8 𝑆/𝑚) is situated 7 mm below the coils to 

account for the 2 mm polycarbonate sheet and 5-mm-thick PMMA phantom shell. 

According to §3.4 the upright coils are simulated using 1 mm silver wire and 

simulations are repeated with the various coil heights. The final copper strip coils 

were modelled as built using 9.5 mm wide copper strip 0.04 mm in thickness, 

3.5 cm high upright coils, and 7 cm square surface coils. 

 The geometries are simple enough that each simulation run takes only 10–

15 minutes on a computer with an AMD A8-3850 2.9GHz accelerated processing 

unit (APU) and 16GB of RAM.  

3.5. Experimental Methods 

3.5.1. Imaging Measurements 

 All images in this study were taken on a 36×26×11 cm3 phantom with three 

grid planes at approximately 2.5 cm, 5 cm and 7.5 cm depth. The phantom is filled 

with 3.6 g/ℓ NaCl and 1.96 g/ℓ CuSO4⋅5H2O to simulate the human body. The 

solution has approximately a relative permittivity of 76 and conductivity of 0.8 S/m 

[19]. Gradient-echo imaging is used (TR/TE = 11/1.95 ms, pixel bandwidth = 727.2 

Hz, acquisition matrix 256 × 256, FOV = 30 cm, 1 average). Scans are also taken 

without excitation to calculate the noise covariance matrix (see Noise below). 

  The SENSE g-factors are calculated for each acceleration factor using 

equation (1.22), and pixels where the intensity is less than 1% of the maximum are 

excluded to avoid g-factor discontinuities in noisy regions. 

3.6. Comparison of Upright Coil Orientations 

 Unlike surface coils, the sensitivity profile for upright coils and others such 

as the butterfly [11], microstrip [20] and vertical [7] coils is strongly influenced by 

a rotation of the coils around an axis that is normal to the surface. The coupling 

between adjacent coils also depends on such rotations, potentially influencing array 

performance. We therefore investigated how the orientation of the upright coils 

influences coupling and overall SNR by considering arrangements in which the 
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upright coils are oriented in alignment or diagonally with respect to the arrangement 

of the composite elements on the surface. 

3.6.1. Simulation 

 Figure 3.7 illustrates simulated resistive and inductive coupling coefficients 

[8] at varying separations between a surface coil and an upright coil when it is 

perpendicular to the direction of separation, when rotated at 45°, and when parallel 

to the direction of separation. Simulations were performed with the geometric 

dimensions detailed in Upright coil height optimization. The coupling coefficients 

for all three situations start near zero with zero separation (upright coil centered on 

the surface coil) as expected from symmetry. Resistive coupling shows a sharp 

inflection in the perpendicular orientation at a distance of 35 mm, i.e., when 

adjacent coil segments are essentially overlapped thus creating considerable stray 

capacitive coupling that modifies the mutual impedance [21]. The analysis of 

coupling changes due to capacitive coupling are detailed extensively in Chapter 2; 

specifically section 2.4.1. The inductive coupling coefficients falls quickly with 

increasing spacing, while the resistive coupling coefficient remains considerable 

even up to two coil diameters away from center.  The perpendicular and 

parallel coil orientations were chosen for the final coil array since with this 

arrangement at least one set of coil pairs exhibits negligible coupling. This 

compares favorably to the 45° rotated arrangement in which both orientations 

required to create a composite coil exhibit strong coupling to neighboring elements 

which needs to be carefully managed, e.g., by using preamp decoupling.  

 It should also be noted that, in absolute terms, the reactive component of the 

mutual impedance is far more dominant over the resistive component even though 

the resistive coupling coefficients are larger in Figure 3.7. The magnitude of 

reactive to resistive coupling between upright and surface coils is given by the ratio 

𝑋12
𝑅12

=
𝑚12𝜔√𝐿11𝐿22

𝑟12√𝑅11𝑅22
= √𝑄𝑙𝑜𝑎𝑑 𝑑

 𝑝𝑟𝑖𝑔ℎ𝑡
𝑄𝑙𝑜𝑎𝑑 𝑑
𝑠 𝑟𝑓𝑎  𝑚12

𝑟12
≈ 53

𝑚12

𝑟12
, 

(3.1) 

where the 𝑄𝑙𝑜𝑎𝑑 𝑑 values are given in Table 3-1; This ratio is much larger than unity 

since r12/m12 is rarely comparable or larger than 53. 
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Figure 3.7: Plots of resistive (r12) and inductive (m12) coupling coefficients between 

upright and surface coils (70×70 mm2) with varying separation. The upright coil is 

either perpendicular to the direction of separation (triangles), rotated 45° (circles) 

or oriented parallel to the direction of separation (diamonds). The coefficients were 

found using Finite Element simulation with HFSS. 

3.6.2. Noise Correlation and SNR 

 The simulations of the previous section were confirmed by constructing a 

simplified four-element array composed of two surface coils and two upright coils 

oriented firstly along the axes of the array, and subsequently at 45° with the axes. 

Noise correlation (Figure 3.8) was calculated from simulated and measured Z-

parameters using equation (1.23) both with and without the effect of the additional 

noise added by the matching network and preamplifier (assuming a noise figure of 

0.9 dB). For comparison, noise data were acquired by scanning without RF 
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excitation and the noise covariance between the acquisition channels was calculated 

from the data using the MATLAB “cov” function. Results in Figure 3.8 indicate 

overall agreement of the various measurements.  

 

Figure 3.8: Comparison of upright coil orientations in the parallel/perpendicular 

direction, a), and rotated by 45°, b). Noise correlation from measured (red) and 

simulated (green) coil impedance parameters and the values found with noise scans 

are compared for each pair of coils. For simulated and measured values the higher 

value is the correlation without accounting for the influence of noise from matching 

circuits and preamplifiers. The lower value is the correlation after correcting for 

noise added by the matching network and preamplifier. The SNRs are measured in 

coronal slices 2.5 cm below the phantom surface from the upright elements alone 

to remove the influence of the surface coil (which is unaltered). The two SNRs of 

the two arrangements differ by less than 2% (see text). 

 The average SNR provided by the two upright coils for each orientation was 

compared in the same field of view defined previously for the single upright coils. 

The coils in the parallel/perpendicular arrangement (Figure 3.8a) had an average 

SNR that was 98.3% of that of the coils in the 45° arrangement (Figure 3.8b). This 

insignificant difference could be due to small differences in positioning and from 

coupling to surface coils. Consequently the choice of upright coil orientation is a 

matter of manufacturing preference.  
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3.7. Full Array Results 

 Images were taken with the full 8-coil array shown in Figure 3.2 in two 

orthogonal orientations relative to B0 to compare SNR and parallel imaging 

performance with acceleration in both directions. In the first orientation the coil 

centers align parallel to the B0 axis and the upright coils that are perpendicular to 

B0 are designed to fill an important sensitivity gap in the regions between the 

surface coils. In this orientation a second set of images is acquired with the upright 

coils removed to make a comparison with the surface coils alone. Removal of the 

upright coils ensures that no degradation of surface coil performance can be 

attributed to their presence. In the second orientation the array is rotated so that the 

coil centers align perpendicularly to B0.  

3.7.1. Noise Correlation 

 The noise correlation matrix for the complete 8-coil array (measured in the 

orientation parallel to B0) is shown in Figure 3.9. Large values of noise correlation 

(>0.2) occur between surface coils and adjacent upright coils that are oriented 

facing each other (the symbol Ο shows schematically the top view of an upright 

coil and an adjacent surface coil). Most composite elements (those that are part of 

the same coil triplet) have very low noise correlation except a slightly elevated 

value for the middle pair. Most correlations above 0.1 occur between coils in 

different triplets, thus confirming that coils within each triplet are highly decoupled.  
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Figure 3.9: Noise correlation matrix (magnitude) for the 8-coil array. The diagonal 

represents the noise level (variance) for each coil normalized to the mean and 

symbols are placed over the elements to distinguish types of coil-to-coil interaction. 

Coils within composite elements are enclosed within square boundaries to indicate 

the values belonging to each triplet.  

 

 The average difference and standard deviation between the magnitudes of 

the 28 noise correlations measured in the orientations parallel and orthogonal to B0 

is 0.19% ± 0.85%. These minor, insignificant differences in coupling are 

consistent with small changes in electromagnetic fields and cable routing in the two 

setups.  

3.8. SNR improvements 

3.8.1. Constant phase combination 

 Constant phase signal combination was performed to explore the suitability 

of using hardware signal combiners (e.g., quadrature hybrids) to reduce the number 

of receiver channels. Figure 3.10(a) shows the SNR normalized to that of a surface 

coil alone when the signals from a surface coil and an upright coil are combined in 

a coronal slice below the surface coil with a constant phase of 288 degrees applied 
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to the signal from upright coils. This angle corresponds to the maximum average 

SNR increase possible (16%) shown in Figure 3.10(b), and differs only slightly 

from the 270° angle predicted for quadrature combination. Comparable increases 

of 21-22% in iSNR have been shown [11] using a microstrip or butterfly coil and a 

surface coil combined in quadrature. Figure 3.10(b) shows the SNR with constant 

phase combination, averaged over 3 sagittal and 3 coronal slices, and normalized 

to that of the surface coil alone (for pixels within the same cuboid defined earlier 

for single upright coils).  When the upright coil is oriented perpendicularly to 

the magnetic field all constant phase combinations lead to less average SNR than 

with the surface coil alone, even though there are some limited regions with 

significant SNR gain (Figure 3.10a). For all constant phase combinations the 

average SNR increase is considerably less than that obtained with optimal SNR 

combination (at most 16% compared to 48%), thus confirming the necessity of 

separately receiving and processing the individual channels within one composite 

coil triplet.  

 

Figure 3.10: (a) Maps of SNR improvement over surface coils alone obtained by 

combining the signals using a constant phase of 288° throughout the image, with 

the upright coil parallel to the magnetic field (top) and perpendicular to the 

magnetic field (bottom). (b) Average image SNR normalized to the average from 

the surface coil alone for different phase combination angles compared to that 

obtained with optimal SNR combination.  
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3.8.2. Optimal SNR combination 

 The sensitivity of the upright coils near the surface is comparable to that of 

the surface coils and thus contributes significantly to the overall SNR in these 

regions. The SNR profiles of the composite array are compared to those for the 

surface coils alone in Figure 3.11. When the array is oriented parallel to B0 large 

SNR gains occur in the region between surface coils and beyond the extent of the 

array along the z direction where they provide low sensitivity because in these 

locations the B1 field is parallel to B0 (Figure 3.11a and b).  

 

Figure 3.11: Improvement in SNR (optimal combination) relative to that with 

surface coils alone in (a) a coronal slice and (b) a sagittal slice for surface coil 

images taken with the full array (left) and taken with upright coils removed (right). 

The solid gray lines indicate the locations of the slices: 1.2 cm below the surface 

for the coronal slices and through the center of the array for the sagittal slice. The 

SNR increase is also shown for the array in the orientation orthogonal to B0 for (c) 
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a transverse slice and (d) a coronal slice. Approximate locations of the surface coils 

are shown as thin dashed lines.  
 

 The overall increase in SNR (Table 3-2) is approximately 40% averaged 

over all pixels contained within a 280×14×8 cm3 cuboid (using three sagittal and 

three coronal slices), and it is approximately 34% when the array is orientated 

orthogonally to B0 (averaged over three axial and three coronal slices).  Physically 

removing the upright coils alters these SNR comparisons on average about 3.5% in 

Table 3-2 or less than 8% when limited to sagittal slices (Figure 3.12), thus 

confirming that the upright coils do not introduce a substantial amount of coupling 

and losses.  An important result shown in Figure 3.12 is that the improvement in 

SNR due to the upright coils relative to that from the surface coils alone does not 

change much with depth into the phantom (averaged across the 3 sagittal slices and 

±10.5 cm in the direction of B0). The SNR gain due to the upright coils is therefore 

appreciable throughout the phantom, in contrast to increasing array density by 

decreasing coil size which leads to SNR improvements that taper off with depth 

[22-24]. 

 

Table 3-2: average SNR comparisons for the 8-coil array: optimal vs. RSS 

combination and SNR improvement over surface coils only (both with the array 

oriented parallel and orthogonal to B0) 

 Average SNR increase in 

280×14×8 cm3 volume 

P
ar

al
le

l 

o
ri

en
ta

ti
o

n
 Optimal vs. RSS combination (full 

array) 

 

2.5% 

Full array vs. surface coils only 

(upright coils removed) 

 

36.9% 

Full array vs. surface coils only 

(upright coils in place) 

 

40.4% 
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Figure 3.12: optimal SNR as a function of depth into the phantom (left-hand scale) 

of the 8-coil array or surface coils alone averaged along the direction of 𝑩𝟎 

±10.5 cm in 3 sagittal slices (centred with array ±2.5 cm in the lateral direction). 

The SNR of the full array is compared to that from the surface coils in the presence 

or absence of the upright coils (right-hand scale), and shows that the SNR 

improvement due to the upright coils does not taper off to zero with depth. 

3.8.3. Effect of Noise Correlation 

The importance of including noise correlation in image combination is 

illustrated in Figure 3.13, where the SNR obtained using RSS combination is 

compared to that using optimal combination (wRSS). The loss of SNR incurred by 

ignoring noise correlation is as high as 6%, and is maximal below the central 

composite coil, as expected from the relatively large noise correlation (average of 

16% between the central surface coil and other non-orthogonal coils) between its 

elements and neighboring elements (Figure 3.9). The SNR loss, averaged over the 

same volume as the SNR in section 3 is only 2.5% (Table 3-2) as a consequence of 

the limited noise correlation between most elements of the array. In large coil arrays 

with significant noise covariance between elements the SNR difference between 

RSS and optimum combination reach differences of 20% or higher [24]; the low 
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noise correlation between elements of composite arrays may mitigate this 

degradation.   

 

 

Figure 3.13: SNR of RSS combination relative to that using optimal combination 

(wRSS) in (a) a coronal slice and (b) a sagittal slice. The SNR loss using RSS is as 

high as 6% below the central composite coil and is attributed the significant noise 

correlation between it and the other elements (especially the adjacent upright 

elements orthogonal to B0). 

3.9. Parallel Imaging Performance 

 Parallel imaging performance is illustrated in Figure 3.14, which contains 

the 1/g-factor maps of the surface coils alone and those of the full array in the same 

slices of Figure 3.11. When the array is oriented parallel to B0 and only surface 

coils are used, high g-factors occur in the regions between the coils because of their 

similar sensitivities. When upright coils are included the g-factor remains close to 

1 everywhere except at depths > 7 cm (one coil diameter) and is consistently 
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improved near the surface over that for surface coils alone. Much of this 

improvement in parallel imaging performance is due to the upright coils oriented 

perpendicular to B0 because their sensitivities are highly complementary to those 

of the surface coils. The mean and maximum g-factor values for the slices shown 

in Figure 3.14 are listed in Table 3-3. The mean g factor is below 1.2 for 

acceleration factors up to 5, which is commonly taken as the limit above which 

parallel imaging is not advantageous [25]. Achieving similar performance with the 

surface coils alone limits the acceleration factor to 2. 

 

Table 3-3: average and maximum g-factors for the slices shown in Figure 3.14 using 

surface coils only or with the full 8-coil array for 1-D accelerations in the direction 

parallel to the array 

SENSE 

Acceleration 

g factor mean/max  
Array || B0  Array ^ B0 

Complete 

array  
Surface 

coils only  
Complete 

array  
Surface 

coils only  
2  1.00/1.09 1.05/2.07  1.01/1.21  1.04/1.73  
3  1.01/1.42  1.28/78.0  1.16/2.25  1.71/132 
4  1.07/1.67  ∞  1.50/2.94  ∞  
5  1.22/3.80  ∞  2.19/7.94  ∞  
6  1.60/6.95  ∞  3.64/21.0  ∞  

 

 When the array is oriented orthogonally to B0, the g-factors are higher both 

with the full coil array and with the surface coils alone.  The inferior parallel 

imaging performance in this orientation is due in part to the alignment of the slice 

with the symmetry plane of the array, in which the upright coils that are oriented 

orthogonally to B0 do not have significant sensitivity, thus limiting their 

effectiveness. The surface coil sensitivity profiles also overlap significantly more 

in this orientation and the upright coils have lower sensitivity between the surface 

coils. 
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Figure 3.14: 𝒈−𝟏-factor maps for acceleration factors of 2 and 3 (sagittal view when 

the array is oriented parallel to B0, and axial view in the orthogonal orientation) 

using only the surface coils or the complete 8-coil array. Arrows indicate direction 

of B0 and acceleration (phase encode direction). An acceleration factor of 4 would 

be impossible with the surface coils only but is readily achievable with the 

composite coil array with a mean g-factor of only 1.07 (Table 3-3).  
 

3.10. Conclusion 

 The overall SNR improvement of a composite array over that of a surface 

coil (47% from Figure 3.10) and that of the overall results from the 8 coil array (34-

40% depending on orientation from table 2) appear to be consistent with results 

predicted from simulations at 128MHz [2]. However, the coil and array sizes were 

smaller (5.5cm vs. 7cm side length), the phantom electrical properties were 

different, and coupling and noise from matching/preamplifiers were not included. 

 This study presents design criteria and imaging performance results for 

composite coils created by combining standard surface coils with upright coils that 

capture additional orthogonal field components. This is an alternative method of 

increasing channel density that avoids creating an array of small surface coils all of 

which operate in the coil-dominated noise regime.  Composite coils allow the 

creation of high-density arrays that avoid some of the challenges of managing 

coupling encountered when surface coil size is reduced to accommodate more 

elements, and also allow reception with standard channel density by ignoring the 
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data acquired by the upright coils and using only the data from the surface coil 

elements. 

 Coupling and noise correlation within each composite coil triplet are 

negligible as predicted by the symmetrical coil arrangement. Between triplets coil 

interactions are stronger but managed effectively by preamp decoupling and 

optimal SNR reconstruction. Cable routing is somewhat more challenging than in 

traditional arrays due to the three-dimensional layout, but satisfactory arrangements 

are possible. The overall coupling and noise correlation of the composite array are 

comparable to those of standard surface coil arrays.  

 As predicted by previous simulations [3], capturing the components of flux 

parallel to the surface results in SNR gains and increased sensitivity in regions 

where surface coils alone have low sensitivity. These SNR gains are achieved in 

spite of the limited body loading of the upright coils and sometimes higher noise 

correlations between elements of different triplets. Pixelwise combination is 

required, since a fixed phase combination such as that achievable with hardware 

combiners (e.g., quadrature hybrids) does not offer SNR benefits throughout the 

field of view. Average SNR improvements of around 40% can be expected over 

that of surface coils alone. Furthermore, these SNR gains remain high deep in the 

phantom (Figure 3.12) which confirms the improved completeness of composite 

coils over arrays of surface coils alone. The largest improvements are seen in 

regions where the surface coils have low sensitivity therefore composite coils are 

also an effective way to increase the FOV with good SNR compared to surface coils 

alone.  

 While it is counter-intuitive that upright coils should contribute much to the 

SNR improvement because of their low body loading, they do pick up less body 

noise than surface coils while their sensitivity is similar to that of surface coils. At 

higher frequencies sample losses are expected to become dominant also in the 

upright coils, and consequently the SNR advantages of composite coils may be even 

more pronounced at high fields which is investigated in Chapter 4. 

 Parallel imaging performance also improves over surface coils alone, 

especially when the array and acceleration are oriented parallel to B0. Upright coils 
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perpendicular to B0 have sensitivity patterns that are more complementary to those 

of the surface coils when acceleration is in the direction of B0, despite providing an 

overall lower SNR increase when combined with surface coils than the upright coils 

oriented parallel to B0 (Figure 3.10). The average and maximum g factors in the 

slices shown in Figure 3.14 are substantially lower for the composite array thus 

allowing accelerations that would not be achievable or practical with surface coils 

alone. 
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4 .Chapter 4 

Comparison of Composite and Surface Coil Arrays 

in Approaching the Ultimate Signal to Noise 

4.1. Introduction 
  

 In this chapter we investigate, whether it is a better strategy to use composite 

coils or an equivalent number of surface coils covering the same volume/surface 

area. There is a threshold level where reducing the size of surface coils in order to 

increases the number of array elements reduces SNR because the noise contribution 

of the coil and coil components increases greater than the relative sensitivity 

increase[1, 2]. Even before this point the SNR at greater depth will suffer at the 

expense of increases at the surface as seen in reference [3].  Studies have shown 

that for higher MRI frequencies (>3T) it is necessary to have coils with curl-free 

fields (produced by electric-dipole like currents) as well as divergence free fields 

(produced by magnetic-dipole like currents) to approach the uiSNR [4, 5]. 

Therefore, for the purpose of increasing SNR in large element arrays, especially at 

greater depth, composite coil arrays will be beneficial since upright coils can 

produce current patterns on the surface similar to electric dipole (curl-free) patterns. 

In addition, composite coils provide the already known benefits of natural 

decoupling and enhanced parallel imaging performance [6] due to their 

complementary sensitivity patterns [7, 8] as shown in Chapter 2.  

 In this chapter large surface and composite coil arrays covering the surface 

of a sphere are simulated. The optimally combined SNR is calculated from HFSS 

simulated fields and impedance matrices that include coil conductor, radiation and 

dielectric losses at 128MHz and 300MHz and this is compared to the analytic 

uiSNR. The additional loss of matching networks and preamplifiers is included and 

the impact on array performance is compared. The results show the potential 

benefits and limitations of using composite coils instead of surface coils in receive 

arrays; results also apply to arrays using other coils naturally decoupled from 
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surface coils to provide complementary sensitivities (ie. vertical, butterfly, dipole 

antenna and microstrip coils). This chapter also resolves important questions 

concerning coil array design: the importance of decoupling in arrays, the best ways 

to approach the uiSNR with finite coil arrays and the impact of complementary 

phase sensitivity and noise statistics on the matching network and preamplifier 

noise in the final recombination.  

4.2. Theory 

 After simulation of the magnetic field produced per unit current and 

impedance matrices of coils the open circuit signal voltage using equation (1.25) 

and open-circuit noise voltage covariance  (4𝑘𝐵𝑇ℝ(𝒁))  are known, so calculation 

of the final output noise and signal can be found as follows. In addition, the 

analytical calculation of the uiSNR in a sphere is summarized in terms of the 

electrical properties of the sphere. 

4.2.1. Noise and Signal Calculation 

 The analysis of preamplifier noise propagation in a multiport system has 

been developed using S-Parameters in the field of MIMO antennas [9-11] and with 

a Z-Parameter representation of the coil array plus matching networks [12]. These 

methods rely on the equivalent two-port noise source [12] or noise wave 

representation of preamplifiers [11]. The wave port representation is identical to 

equation (1.23) if the coils are the only noise source with lossless matching 

networks and preamplifiers.  

 Using the noise wave representation from reference [11] with the network 

illustrated in Figure 4.1 the voltage covariance and the signal voltage at the output 

of preamplifiers is given by 

𝒗𝒔 = 𝑸𝑮𝟎𝒗�̂� 
𝚿 = 𝑸(𝚿 )𝑸

𝓗 

(4.1) 

where 𝑣�̂� is the open circuit signal voltages at the coil ports given in equation (1.26), 

𝚿  is the voltage covariance at the preamplifier input terminals. In reference [11] 

matrices 𝑮𝟎  relates the open circuit voltages at the coil terminals to the voltage at 
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the preamplifier input, while 𝑸 relates this voltages at the preamplifier input to 

output, and they are given by 

 

𝑸 = √ 0(𝑰 + 𝚪 )[(𝑰 − 𝚪𝟎𝐒𝐀𝟏𝟏)(𝐒𝐀𝟐𝟏
−𝟏)(𝑰 − 𝚪 𝐒𝐀𝟐𝟐) − 𝚪𝟎𝐒𝐀𝟏𝟏𝚪 ]

−1
 

𝑮𝟎 =
1

2√ 0
𝐒𝟐𝟏(𝑰 − 𝐒𝐑𝐑𝐒𝟏𝟏)

−𝟏(𝑰 − 𝐒𝐑𝐑) 

(4.2) 

 𝐒𝟏𝟏, 𝐒𝟏𝟐, 𝐒𝟐𝟏, 𝐒𝟐𝟐 are the S-parameters of the matching network, 𝐒𝐑𝐑 is the 

scattering matrix of the array and 𝐒𝐀𝟏𝟏, 𝐒𝐀𝟏𝟐, 𝐒𝐀𝟐𝟏, 𝐒𝐀𝟐𝟐 are the S-parameters of the 

preamplifiers, which are usually diagonal if coupling is appropriately managed, 

e.g., by shielding. The covariance matrix at the preamplifier terminals (𝚿 ) without 

matching network noise (𝚿𝒏), with matching network noise (𝚿𝒎) [13] and with 

matching network and N-port preamplifier noise (𝚿𝜼) are given by 

𝚿�̂� = 4𝐵𝑘𝑏𝑇0𝑮𝟎ℝ(𝒁)𝑮𝟎
𝓗) 

𝚿𝒎 = 𝐵𝑘𝑏𝑇0(𝑰 − 𝚪𝟎𝚪𝟎
𝓗) 

𝚿𝜼 = 𝐵𝑘𝑏(𝑇𝛼𝑰 + 𝑇𝛽𝚪𝟎𝚪𝟎
𝓗 − 𝑇𝛾

∗𝚪𝟎
𝓗 − 𝑇𝛾𝚪𝟎) +𝚿𝒎, 

(4.3) 

where 𝐵 is the bandwidth,𝑇𝛼, 𝑇𝛽 and 𝑇𝛾 are the amplifier noise wave parameters 

which have units of temperature and in terms of the forward travelling (𝒂𝜼) and 

reverse travelling (𝒃𝜼) noise waves produced by the preamplifier at the input are 

given by 

𝐄{𝒂𝜼𝒂𝜼} = 𝐵𝑘𝑏𝑇𝛼 

𝐄{𝒃𝜼𝒃𝜼} = 𝐵𝑘𝑏𝑇𝛽 

𝐄{𝒂𝜼𝒃𝜼
∗} = 𝐵𝑘𝑏𝑇Γ

∗. 

 

(4.4) 

The derivation of these parameters in terms of the preamplifier noise 

parameters are given in reference [14, 15]. 𝚪𝟎 is the scattering matrix seen looking 

into the matching networks at the preamplifier terminals and is given by 

𝚪𝟎 = 𝐒𝟐𝟐 + 𝐒𝟐𝟏(𝑰 − 𝐒𝐑𝐑𝐒𝟏𝟏)
−𝟏𝐒𝐑𝐑𝐒𝟏𝟐. (4.5) 

If the preamplifiers are assumed to add noise individually to each channel 

based on the optimum individual noise figure the final noise covariance at the 

preamplifier output is given by 
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𝚿𝑑𝑖𝑎𝑔 = 𝑸(𝚿𝒎)𝑸
𝓗 + diag(𝑸(𝚿𝒎)𝑸

𝓗)(𝑭𝑝𝑟 − 𝑰), (4.6) 

where 𝑭𝑝𝑟  is the diagonal matrix containing the noise factors of the preamplifiers. 

For the purpose of comparing the arrays in this analysis 𝚿𝑑𝑖𝑎𝑔 is used to evaluate 

the effect of preamplifier noise on optimally recombined SNR of arrays, which is 

consistent with analysis done in other works [16]. The importance of preamplifier 

noise that is produced at the input and transferred into the array still needs requires 

further investigation [17], so the difference between using 𝚿𝑑𝑖𝑎𝑔 and 𝚿𝜼, the 

covariance resulting from using the N-port noise wave representation is compared. 

Assuming the noise contribution is only to individual channels proves to be good 

approximation under certain conditions, since the majority of noise added by 

amplifier arises from the thermally generated channel noise on the output side of 

the preamplifier [18], and only a negligible amount is transmitted to the input at the 

relatively low frequencies used in MRI. 

 

Figure 4.1: N-port representation of coil array impedance matrix (𝒁), matching 

networks and preamplifiers, 
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4.2.2.uiSNR in sphere calculation  

 One method of calculating the ultimate intrinsic Signal to Noise Ratio 

(uiSNR) within a sphere with homogeneous electrical properties is finding the 

optimum combination of a hypothetical complete basis set of magnetic fields 

constrained to be solutions of Maxwell’s equations within the sphere. The main 

result is repeated here as follows [19-21]. 

 The terms for the receive sensitivity vector of these sources is given by,  

𝒔(𝒓) = ( 𝑆
𝐸,𝑥 − 𝑖𝑆𝐸,𝑦

𝑆𝑀,𝑥 − 𝑖𝑆𝑀,𝑦) , where 

𝒔𝑙𝑚
𝐸,𝑥(𝒓) = 𝑗1(𝑘0𝑟𝜌)[𝑿𝑙𝑚(𝜃𝑝, 𝜙𝑝)]𝑥 

𝒔𝑙𝑚
𝑀,𝑥(𝒓) = −

𝑖

𝑘0𝑟𝜌

𝜕[𝑗1(𝑘0𝑟)]

𝜕𝑟
|
𝑟=𝑟𝜌

[𝒓�̂� × 𝑿𝑙𝑚(𝜃𝑝, 𝜙𝑝)]𝑥
+
√𝑙(𝑙 + 1)

𝑘0𝑟𝜌
𝑗1(𝑘0𝑟)𝑌𝑙𝑚(𝜃𝑝, 𝜙𝑝)[𝑟�̂�]𝑥

 

(4.7) 

 𝒔𝑙𝑚
𝐸,𝑥(𝑟𝜌) and 𝒔𝑙𝑚

𝑀,𝑥(𝑟𝜌) are defined similarly to 𝒔𝑙𝑚
𝐸,𝑥(𝒓) and 𝒔𝑙𝑚

𝑀,𝑥(𝒓), 

replacing the x-components with y-components. The variables used are: 𝑟𝜌,𝜃𝑝, 𝜙𝑝 

that denote the position of the calculated magnetic field at point 𝑝, 𝑘0 is the complex 

wave number, 𝑗𝑙 is the 𝑙-th spherical Bessel function, 𝑿𝑙𝑚 and  𝑌𝑙𝑚 are the vector 

and scalar spherical harmonic functions, respectively, for degree 𝑙 and order 𝑚. The 

degree used in calculations is 80, which is found to be sufficient to converge to the 

solution with infinite basis functions demonstrated in reference  [21] resulting in 

2(80+1)2 basis functions. The diagonal covariance matrix is calculated as  

𝚿 = 𝐵𝑘𝑏𝑇0𝜎 |
𝜔𝜇

𝑘0
|
2

(
𝝍𝐸 0

0 𝝍𝑀) ,where 

𝝍(𝑙,𝑚),(𝑙′ ,𝑚′)
𝐸 = 𝛿𝑙,𝑙′𝛿𝑚,𝑚′ |

1

𝑘0
|
2

∫ [|
𝜕[𝑗1(𝑘0𝑟)]

𝜕𝑟
|

2

+ 𝑙(𝑙 + 1)|𝑗1(𝑘0𝑟)|
2]

𝐹𝑂𝑉/2

𝑟=0

𝑑𝑟 

𝝍(𝑙,𝑚),(𝑙′,𝑚′)
𝑀 = 𝛿𝑙,𝑙′𝛿𝑚,𝑚′∫ 𝑟2|𝑗1(𝑘0𝑟)|

2
𝐹𝑂𝑉/2

𝑟=0

𝑑𝑟. 

(4.8) 

where 𝜎, the conductivity, is included to scale by the same amount of power 

dissipation as would be simulated or measured by a coil, and 𝛿𝑖𝑗 is the Kronecker 

delta. The optimum combined SNR is given by    

SNR = 𝐵0√𝐬𝐻𝚿−1𝒔 
1

√𝐵𝑘𝑏𝑇0

Ω

𝑇2
 

(4.9) 
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 The 𝐵0 factor is applied to account for the voltage induced on the coil being 

due to the change in RF magnetic field proportional to the Larmor frequency (and 

therefore 𝐵0). An additional term of 𝐵0 that usually accounts for the thermally-

polarized magnetization that is proportional to field strength [22] is excluded. In 

this manner SNR at different frequencies can be compared fairly on the same scale. 

The additional factor of Ω (𝑇2√𝐵𝑘𝑏𝑇0⁄ ) makes the relative SNR that will be 

compared a unit-less quantity. The g-factor is also calculated using equation (1.22) 

with these values of sensitivity and covariance matrices. The uiSNR and g-factors 

with the complete coil approximation are compared to the simulated values in the 

composite and surface coil arrays.  

4.3. Methods 

 The dimensions and parameters of 3-, 18-, 36- and 54-coil arrays are 

detailed. The method of comparing the arrays are also given: coil coupling, noise 

correlation, optimally combined SNR and g-factor calculation and comparison of 

noise added by matching networks and preamplifiers.  

4.3.1. Three Coil Array Comparison 

 The size of the three-coil arrays is chosen so that the upright coils and 

surface coils are body loaded. The surface coil array, made from copper strip 5mm 

wide and 0.04mm thick copper strip, covers roughly the same surface area as the 

composite array (with 12cm diameter surface coil), made from 1.6mm diameter 

silver wire. The details of capacitor topography and port placement on the coils are 

shown in Figure 4.2. The built coil arrays are also shown in Figure 4.2c. 
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Figure 4.2: (a) Composite coil array design including labels of decoupling and 

tuning capacitors (blue rectangles) on one coil and (b) surface coil array design with 

the tuning capacitor locations next to labels. The built arrays are shown in (c), which 

has the same dimensions as the simulated coils. 

 Tuning capacitors are placed to remove the inductive reactance of the coils 

and to break them up into lengths less than λ/20 to reduce the radiation resistance 

and dielectric losses. The capacitors labeled Ca, Cb, Cc, and Cd are used together to 

remove the mutual resistance and reactance, while Ct removes the self-reactance in 

the surface coil array design. The values used in simulation are 33, 130, 70 42 and 

a combined series tuning capacitance of 15pF, while they are approximately 33, 33-

108 (includes varactor), 73-79, 68 and a combined series tuning capacitance of 17-

19pF with two series Ct capacitors, in measurement.  

 The average simulated self-resistance of coils is 2.5Ω and measured is 

1.92Ω with close to zero mutual impedance in both cases. Many choices of 

decoupling capacitors will result in zero mutual impedance with different self-

impedance values and the additional factor of equivalent series resistance of 

capacitors and varactors result in differences between the simulated and measured 

values required for tuning capacitors and therefore the resulting self-impedance as 
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well. However, as Chapter 2 indicates differences in the decoupling capacitors 

result in very little change in the combined SNR. Diode varactors (ZC836BTA, 

Zetex Semiconductors) incorporated with capacitor Cb allows for variable 

decoupling with changing load. The combined series capacitance of Ct, Ct2, Ct3 

capacitors in Figure 4.2b are 6, 7.3 and 7.3pF respectively for simulation and 5-

5.3pF, 6.7-7.4pF and 6.5-6.9pF respectively in measurement.  

 The simulated self-impedance of coils with these capacitance values is 

24.3+48.7j Ω, 2.47+22.1j Ω, and 2.68+41.3j Ω, while the measured self-impedance 

when tuned for matching networks is 25.0+42.5j Ω, 3.2 Ω and 3.8 Ω for the surface 

coil and upright coils with 4.5cm and 5.5cm height respectively. The self-

impedance of the surface coil has reactance since the matching network in Figure 

1.2b requires remaining inductance. There is a 5% variation in all of the capacitors 

used for measurement and an approximate 0.03-0.07Ω ESR as well. The simulated 

upright coils lower resistance is likely due to variation in the conductivity of the 

phantom and ESR of capacitors.  

 The matching networks used for all coils except the 12cm-diameter surface 

coil is the quarter wave balun shown in Figure 1.2a, the 12cm-diameter coil uses 

the matching network in Figure 1.2b. Diode varactors (SVC389, Sanyo 

Semiconductors) used to tune Cm2 in the matching network of the 12cm-diameter 

allows for variable matching with changes in loading. 

4.3.2. Coils on a Sphere 

In this analysis 128MHz and 300MHz are used since this range constitutes 

a transition from near to far-field behavior [21]. There is also a related transition 

from linear to greater than linear growth in uiSNR [21] and from coil-dominated 

loading to largely body dominated loading in composite coils. 

 In order to effectively compare composite array and those composed of just 

surface coils in terms of obtainable SNR and parallel imaging increasingly large 

arrays are simulated covering a sphere with approximately the same size of a human 

head (180cm diameter) with the coils spaced one centimeter away. For each array 

a set of angles is found in MATLAB using a numerical optimization routine that 

attempts to space coils equally apart on the sphere. Some array sizes provide better 
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surface density packing than others, (such as 6,12 or 20 count coil array sizes where 

points can all be equally spaced apart), which can lead to discontinuities in the g-

factor of SNR in some regions [22], but by averaging over the volume these 

discontinuities are avoided. 

The center of simulated coils are placed at these points in HFSS and then 

the radius of coils is chosen to be the largest possible without coils intersecting. 

Surface coils are modeled as polygons with 12 sides and upright coils are composed 

of straight segments as shown in Figure 4.3. The center and ends of the section of 

upright coils closest to the sphere are 1cm from the surface and are joined by a 

linear section. 

  

Figure 4.3: composite and surface arrays. Conductors are placed 1cm from the 

surface of the sphere.  

 

 The use of curved, circular or cylindrical components greatly increased the 

meshing and simulation time so simple strips/polygons were used. The coil material 

is composed of copper with a conductivity of 5.8×107S/m and the capacitor values 

that are distributed around the coils are found with preliminary simulations to 

remove a large part of the inductance and decrease the radiation and dielectric losses 

of the coils.  
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 A single surface and upright element are shown in Figure 4.4, with 

important coil dimensions labeled. The coil conductors are placed 10±1mm away 

from the surface of the sphere. The diameter of surface coils are 82mm 57mm and 

45mm for 18-, 36- and 54- element surface coil arrays with coil copper strip widths 

of 5mm, 4mm and 3mm. The diameter of surface coils in composite arrays are 

140mm 105mm and 82mm for 18-,36- and 54- element arrays with copper strip 

widths of 5mm for all. The heights of upright coils in these arrays are 56mm, 51mm 

and 51mm respectively. The position of surface coils in the 54 coil composite coil 

array is the same as those for the 18 coil surface coil array so the results of the two 

can be compared as the addition of composite coils to that particular array. The 

length of upright coils is that of the surface coil in the array minus double the copper 

strip width and an additional 4mm. All coils have three series tuning capacitors (Ct) 

except the 140mm diameter surface coils, which have five series tuning capacitors. 

 
Figure 4.4: Diagram of an upright and surface coil element used in composite coil 

arrays with labels of coil dimensions and showing locations where the conductor is 

10mm away from the sphere surface. 

 Table 4-1 shows the capacitor values and impedances of the coils. The 

impedance of both upright coils are shown; one upright coil in each composite coil 

is moved 2mm farther from the sphere to avoid intersection that results in a slightly 

higher self-resistance (<15% increase)  than the closer upright coil. 

 The uiSNR and g-factors with the complete coil approximation are 

compared to the simulated values for arrays in the composite and surface coil 
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arrays. For the SNR of coil arrays without matching network or preamplifier noise 

they are modeled as connected to preamplifiers by lossless quarter wave baluns and 

with a very low preamplifier input impedance of 0.1Ω, although the input 

impedance does not change the calculated SNR or g-factors in this case. 

 

Table 4-1: The value of tuning capacitors for each coil in the arrays and the 

impedance of the coils is listed which is averaged separately over the upright and 

surface type coils.  

 128MHz 300MHz 

 Surface Composite 

(surface)/(upright) 

Surface Composite 

(surface)/(upright) 

18 coil- Ct (pF)  30 24/27 4 5.1/4.6 

Zcoil (Ω) 4.2+7.8j (24-34j)/(1.1-2.4j) 

(1.26-2.5j) 

34-53j (95-37j)/(7.3-1.3j) 

(8.4-0.2j) 

36 coil- Ct (pF) 27 22/28 6.7 5.1/4 

Zcoil (Ω) 1.4-52j (9.7+15j)/(0.70+7.4j) 

(0.77+7.6j) 

9.0-27j (60+37j)/(4.5+30j) 

(5.1+31j) 

54 coil- Ct (pF) 45 30/36 7.5 4/4.2 

Zcoil (Ω) 0.82-13j (4.1+5.3j)/(0.48+10j) 

(0.52+10j) 

4.5-35j (22-55j)/(2.4-79j) 

(2.8-78j) 

 

4.3.3. Coupling Comparison 

 This section introduces methods to measure the overall level of coupling 

and noise correlation between coils in a large array. The total number of unique coil 

to coil interactions in the array is  

𝑁𝐼 =
𝑁 

2 − 𝑁 
2

, 
(4.10) 

where 𝑁𝐼 is the number of interactions and 𝑁  is the number of coils in the array.  

 When the covariance matrix is calculated as if the arrays were matched to 

0.1Ω input-impedance preamplifiers (transformed to a high-impedance at the coil 

ports) the noise correlation calculated from equation (1.24) is essentially equivalent 

to the resistive coupling coefficient since in equation (1.23) �̃�−1 is close to diagonal. 
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For the most realistic representation the noise correlation is still calculated from 

𝚿�̂�, which includes the small amount of coupling present when Zpre=0.1Ω.  

  A measure of the coupling between coils is  

𝑘 =
| 𝑖𝑗|

√𝑟𝑒𝑎𝑙( 𝑖𝑖)𝑟𝑒𝑎𝑙( 𝑗𝑗)
|

𝑖≠𝑗

, 
(4.11) 

where 𝑘  is a coupling coefficient similar to the magnetic and resistive coupling 

coefficients, but measures the overall level of coupling that leads to crosstalk when 

coils are tuned to resonance (reactive part of  𝑖𝑖 is removed). Unlike the resistive 

and magnetic coupling coefficients this overall coupling coefficient can be 

significantly greater than one because the mutual inductance can be, and often is, 

greater than the self-resistance. 

 We define ratios of interactions that fall within various coupling ranges 

(noise correlation or coupling from equation (4.11)) to the total number of 

interactions in equation (4.10) as a measure of the coupling levels present in the 

arrays. Histograms of the interaction ratios are given for both noise correlations and 

coupling levels in the coil arrays to show the fundamental differences between 

composite and surface arrays as the element size increases. Each coil has  𝑁 − 1 

interactions and the ratio of total interactions falling into specific ranges of coupling 

or noise correlation multiplied by (4.10) represents the average number of 

interactions for a coil in the array in that range.  

 A larger proportion of interactions that have low coupling measured using 

equation (4.11) is preferred to facilitate construction and optimize SNR.  In 

addition, for a larger ratio of interactions that have low coupling a lower level of 

preamplifier decoupling as evaluated using equation (1.30) is required to prevent 

detrimental effects of coupling. 

4.3.4. Realistic Noise Comparison 

 To compare the effect of realistic noise from matching networks and 

preamplifiers the SNR is compared between using the optimum combination 

with 𝚿�̂�, and then when using 𝚿𝑑𝑖𝑎𝑔 for the noise with matching network and 

preamplifier noise from equation (4.3) and (4.6) at 128MHz. The quarter wave 
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balun shown in (Figure 1.2a) is used and the components chosen to transform the 

self-resistance of each coil to 50Ω.  

 Two values of equivalent series resistance (ESR) for the inductors and 

capacitors in the matching networks are used to compare the noise factor with a 

range of matching network noise at 128MHz; the low and large ESR of capacitors 

(ESR_C) are 0.05Ω and 0.15Ω, while the low and high ESR of inductors (ESR_L) 

are 0.12Ω and 0.36Ω. The final comparisons of array performance including 

matching network noise uses the higher ESR values and at 300MHz the higher ESR 

values are scaled by the square root of the frequency. 

 The minimum noise figure of preamplifiers added to coils individually in 

equation (4.6) is 0.5dB. When comparing to the N-port method of calculating noise 

using 𝚿𝜼 from equation (4.3) the preamplifier noise parameters in equation (1.28) 

used to calculate the noise wave parameters in equation (4.4) are  𝑜𝑝𝑡 =  45Ω  and 

𝑅𝑛 = 2Ω. The preamplifier S-parameters (magnitude∠angle) used are those of the 

ATF-54143 LNA at 100MHz when Vds=3V and Ids=60mA; namely S11=0.99∠-

18.9°, S21=27.66∠167.7°,S12=.01∠80°,S22=0.54∠-14°. An additional L matching 

circuit is applied before the preamplifier that transforms the input impedance of the 

preamplifier (calculated from effective series capacitance and resistance resulting 

in the given S11 at 100MHz at 128MHz and 300MHz) to the effective low input 

preamplifier impedance Z𝑝𝑟 . The value of  𝑜𝑝𝑡 at the preamplifier terminals in the 

analysis is then the transformed value of 45Ω by the L-matching network. 

 For the final comparison between arrays with noise a preamplifier input 

impedance  of 6Ω is used, and it will be shown that when using 𝚿𝑑𝑖𝑎𝑔 the final SNR 

is not significantly dependent on Z𝑝𝑟 , but when using 𝚿𝜼 the SNR depends greatly 

on Z𝑝𝑟 . The S-parameters used in equation (4.2) are those of the quarter-wave 

baluns and L-matching networks together. ESR is not included in the lumped 

components of the L-network, since only their effect in changing SNR due to the 

preamplifier input impedance is being investigated. 

 The noise factor contributions of the preamplifier and matching networks is 

calculated as  
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𝐹𝑚𝑎𝑡 ℎ
𝑎𝑑𝑑 = (

𝑆𝑁𝑅𝑖𝑛𝑡
𝑆𝑁𝑅𝑚𝑎𝑡 ℎ

)
2

𝐹𝑝𝑟 
𝑎𝑑𝑑 = (

𝑆𝑁𝑅𝑖𝑛𝑡
𝑆𝑁𝑅𝑝𝑟 

)

2  

(4.12) 

where 𝐹𝑚𝑎𝑡 ℎ
𝑎𝑑𝑑  and 𝐹𝑝𝑟 

𝑎𝑑𝑑 are the overall noise factors of the matching networks and 

preamplifiers plus matching networks respectively. 𝑆𝑁𝑅𝑖𝑛𝑡, 𝑆𝑁𝑅𝑚𝑎𝑡 ℎ,  and 

𝑆𝑁𝑅𝑝𝑟  are the combined SNRs calculated using equation (4.9) using 𝚿�̂�, 𝚿𝒎, and 

𝚿𝑑𝑖𝑎𝑔 respectively. 

4.4. Results 

 The simulated and measured SNR of three-coil composite and surface coil 

arrays shown in Figure 4.2 are compared to validate the simulation method and to 

compare the SNR of an array with only surface components to a composite array 

with an equal number of elements over the same field-of-view (FOV). The coupling 

and noise correlation of arrays shown in Figure 4.3 are compared and because this 

affects the SNR of the optimally combined image the SNR when loss in capacitors 

and inductors are included is compared as well. Finally, the uiSNR and g-factors 

with the theoretically complete coil are compared to the simulated values in the 

composite and surface coil arrays with and without matching network and 

preamplifier noise. 

 

4.4.1. Three Coil Array Comparison 

 Optimum SNR maps of the three-coil composite coil and surface coil array 

(Figure 4.2) in sagittal slices through the center are shown in Figure 4.5. The maps 

are normalized to the average SNR of the single 12cm diameter surface coil in three 

sagittal slices ±6cm in the direction of B0, one central and two offset ±3.5cm   (1.33 

for simulated and 29.6 for measured). The images show the relatively higher SNR 

of the surface coil  array and the difference in homogeneity between the two arrays. 

Since the slice shown is through the center of the array the composite coil array 

shows higher SNR at the surface due to the one upright coil parallel to B0, which 
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has very high sensitivity there; the depth with this large SNR is approximately 2mm 

on the periphery.  

 

Figure 4.5: Optimally combined SNR maps of the three-coil surface coil array and 

composite array in a sagittal slice through the center. The dimensions of the images 

are indicated on the bottom which is the same for all images. 
 

 The average SNR in the direction of B0, relative to the single 12cm diameter 

coil in the central sagittal slice of Figure 4.5 and slices offset by ±3.5cm, is shown 

in Figure 4.6. Also, the SNR of the single 12cm diameter coil normalized to its 
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average is shown. The improvement of the arrays to the single surface coils is 

slightly higher in measurement than in simulations, but both follow the same trend 

with depth. The measured single coil has decreases in the SNR where grid planes 

are present, which may change the overall comparison of simulated and measured 

results. The surface coil array outperforms the composite array up to a depth of 

60mm, with a maximum difference of about 50% for a depth of 5-25mm. The 

composite coil array does provide more homogeneous sensitivity and the 

improvement stays significantly large with depth. The close relation between 

simulated and measured improvement with composite versus surface array over the 

single 12cm-diameter coil validate the simulation method.  

 

Figure 4.6: Average SNR in sagittal slices relative to the single 12cm diameter 

surface coil as a function of depth for the (dashed) composite array and (dash-dot) 

surface coil array. The simulated (blue) and measured (red) single surface coil SNR 

normalized to their average in the slices is also shown with solid lines. The 

composite array begins to out-perform the surface coil array at depths of 60mm 
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4.4.2. Coupling of Arrays 

 The convention used for displaying the coil coupling/noise correlation 

between coils is shown at the top in the legend of Figure 4.7. The symbols used to 

indicate the types of adjacent coil interaction include surface coils that are next to 

each other, upright coils that are next to each other and either face each other or are 

coincident and upright coils that are facing adjacent surface coils. 

 

  Figure 4.7: Histogram of simulated arrays’ (top) noise correlations and (bottom) 

coupling ratios between elements in composite and surface coil arrays. The average 

values for the adjacent coil-coil interactions given next to their symbols above the 

corresponding bars; for the non-adjacent coil interactions that aren’t shown the 

majority are in the lowest range shown. 
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 The histogram of coil correlation/coupling interactions (equation (4.10)) is 

shown in Figure 4.7. The legend showing the bar graph convention and the symbol 

convention for coil interactions are given at the top. Symbols are given for adjacent 

coil interactions since they are the highest and have the greatest effect on final 

covariance and signal. The strongest interactions, largest noise correlations and 

coupling ratios, are between adjacent surface coils. The majority of composite array 

noise correlations are low (<5%), which accounts for coils that are within a 

composite coil triplet and in contrast to results in Chapter 3 the noise correlation 

between surface coils and upright coils facing them is very low for coils on a sphere 

compared to the large values for coils on a planar surface. The highest levels of 

noise correlation (>20%) and coupling ratios defined in equation (4.10) (>1) are 

between surface coils, especially as their array element count increases. For upright 

coils, adjacent coils that face each other and ones that are coincident have high noise 

correlations, but they are typically less than those between the adjacent surface 

coils. The coupling ratio levels in all arrays decreases as the frequency increases, 

largely because the self-resistance of coils increases (proportional to the square of 

frequency) faster than the mutual reactance between coil (proportional to 

frequency). 

  

4.4.3. SNR with Matching Networks and Preamplifier Noise 

 Figure 4.8 shows the added noise by matching networks and preamplifiers 

for the different arrays at 128MHz. As indicated in the legend at the top of Figure 

4.8, the top of the bar shows the noise factor contribution of the preamplifiers 

(𝐹𝑝𝑟 
𝑎𝑑𝑑 − 𝐹𝑚𝑎𝑡 ℎ

𝑎𝑑𝑑 ) while the bottom indicates the contribution of matching networks 

(𝐹𝑚𝑎𝑡 ℎ
𝑎𝑑𝑑 ). The bar graph convention for different arrays is also shown. To the best 

of my knowledge, the variation of optimum SNR degradation with position due to 

additional noise sources has not been shown for MRI coil arrays, which proves to 

be an important criterion for judging final array performance. 

 The detriment from the matching network and preamplifier noise to the 

optimally combined SNR of composite arrays versus surface arrays is much less at 

the center, despite the lower body loading of the upright coils at 128MHz (Table 
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4-1). The orthogonal sensitivities, as well as covariance between upright and 

adjacent elements both contribute to the compensatory effect that allow the 

optimally combined SNR noise factor to be significantly less than the individual 

coil matching network and preamplifier (Table 4-2) noise factors.  

Figure 4.8: The noise factor contribution to optimum SNR at 128MHz using 

different lumped element ESRs with an added 0.5dB to the diagonal of the 

covariance matrix to represent preamplifier noise figure. With the higher ESR 

values the matching network is the larger noise contributor.  
 

 Going from the lower to higher ESR values in the matching networks also 

leads to a much larger increase in noise factor for the surface arrays with 35 and 54 

elements compared to the composite arrays. Near the surface, where the coil 

sensitivities do not overlap, the SNR factors are larger than the individual matching 

and preamplifier noise factors and are about equal for composite and surface arrays. 

4.4.4. Comparison of SNR Varying Preamplifier Input Impedance 

 Figure 4.9 shows the average SNR 0-15mm and 60-75mm away from the 

center as the preamplifier input impedance is varied using the covariance matrix 

originating from the N-port preamplifier noise model (𝚿𝜼), or the individually 

added preamplifier noise model (𝚿𝒅 𝒂𝒈). The 18 element arrays are excluded for 

clarity, but the results are similar as well.  
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 Changing the preamplifier input impedance from 9Ω to 0.1Ω, a significant 

increase in the level of preamplifier decoupling, has little effect on the SNR when 

using 𝚿𝒅 𝒂𝒈 (solid lines), but result in a large reduction when using 𝚿𝜼 (dashed 

lines). In fact, as the preamplifier input impedance decreases the noise from 

preamplifiers is much more easily transferred between channels in the N-port 

model. The transfer and decrease in SNR affects the arrays with the highest 

coupling and larger element count; composite coils are less affected by the noise 

added in the N-port model.  

 The N-port noise wave model as well as models assuming correlated noise 

sources at the input of the preamplifiers (both models being equivalent) assume 

physical currents are produced at the input. The discrepancy arises in Figure 4.9 

because of the transfer of this noise back into the array in the N-port model that 

cannot. The individually added preamplifier noise model assumes the noise is added 

at the preamplifier output and does not couple back into the array. 

 The preamplifier input impedance has no effect on the optimum noise 

combination added by the matching networks using 𝚿𝒎; similar to there being no 

impact on the final SNR due to mutual inductance demonstrated theoretically in 

reference [17]. Although the individual noise coil noise covariance (diagonal of 

covariance matrix) can and does change. 

 

Figure 4.9: The average SNR at 128MHz of 36 (circle markers) and 54 (diamond 

markers)  element arrays shown in Figure 4.4 using an N-port (dashed line) or 

individually added (solid line) preamplifier noise model at a distance of 0-15mm 

(left) or 60-75mm (right) from the center. Composite coil arrays (blue) show less 

sensitivity to the preamplifier input impedance than the surface coil arrays (red) 
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 In the discussion of previous results using the N-port noise model it has 

been stated that “For optimal noise performance, the matching network must 

decouple the array and present isolated, individually noise-matched ports to the 

amplifier inputs” [11]. Therefore, in the case where current produced at the 

preamplifier inputs is freely transferred between coils, as seems to be the case here 

as preamplifier input impedance become extremely low (0.1Ω), either a decoupling 

matching network [23] or more complicated matching to the “active antenna 

impedance” seen at the preamplifier ports [9, 12] is required. Analysis of this 

matching and performing it on coil arrays is an undesirable proposition, especially 

if acceptable performance is more easily reached by using preamplifiers with higher 

effective input impedance. 

 As Z𝑝𝑟  increases the N-port model SNR converges with the individually 

added preamplifier noise model. This confirms that with some assumptions the 

individually added model can be used as in reference [16], but there may be some 

loss in accuracy compared to a full N-port model. For the rest of the SNR/parallel 

imaging comparisons presented the individually added noise model is used with a 

Z𝑝𝑟  of 6Ω, since it relies less on assumed preamplifier noise properties and S 

parameters, while losing little accuracy compared to the N-port model with 

Zpre=6Ω. Also, experimental validation is still required to confirm the accuracy of 

the N-port model in representing preamplifier noise in coil arrays. Validation of the 

N-port model’s veracity would have important implications for preamplifier use 

and design in MRI coils. 

   

4.4.5. Individual Coil Noise Factors 

 The difference in N-port channel noise figures is calculated from the 

increase in the covariance matrix diagonals going from  𝚿�̂� to 𝚿𝒎 for matching 

networks and from 𝚿𝒎 to 𝚿𝜼 for preamplifiers. The individual noise figure is 

calculated using equation (1.27) for matching networks and a standard value of 

0.5dB for preamplifiers. The individual and N-port noise figures are shown in 

Table 4-2. The surface coil arrays show the largest difference between the two 
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because of the larger levels of coupling between adjacent elements facilitates the 

transfer of noise between coils. Because of the lower resistance of upright coils 

they suffer greater noise factors, but as Figure 4.8 show, this is partially 

compensated for in the reconstruction.  

 Even though preamplifier input impedance and coupling doesn’t affect the 

optimal reconstructed SNR with matching network noise it does have an obvious 

effect on the diagonal noise covariance values [24]. The noise figures using the N-

port model of preamplifier noise greatly increase going from an input impedance 

of 6Ω to 0.1Ω. The matching network noise figures usually increases as well, but 

the increase is much less dramatic and doesn’t occur in every array.  

 The  additional noise from the ESR of tuning capacitors or solder joints [2] 

are not included in this analysis, but their effect is similar to the effect of larger 

ESR values in the matching network or a greater preamplifier noise figure. This 

chapter shows the importance of including the multiport model of coils noise for 

evaluation of noise added by these components and just looking at the noise factor 

with individual coils [2] is not sufficient to understand the impact on final SNR 

when coupling between elements is large. 

 

Table 4-2: Noise figure (dB) added to individual channel noise variances for 

matching networks (ESR_L=0.36,ESR_C=0.15)  and preamplifiers. The noise 

figures are either calculated using the diagonal of the N-port covariance matrices 

or from noise figures of the individual matching networks and preamplifiers when 

the coils self-resistance is transformed to 50 Ω.  

Matching/Preamplifier  

Noise Figure For Individual Coils (dB) 

 N-port  

 Individual Zpre=0.1Ω Zpre=6Ω 

18 

coil 

surface 0.28 0.52/1.60 0.46/0.57 

composite 

surface-upright 

0.07 0.13/0.80 0.14/0.52 

0.88 0.92/0.72 0.95/0.52 

36 

coil 

surface 0.76 1.29/2.56 1.11/0.63 

composite 

surface-upright 

0.13 0.31/1.32 0.29/0.56 

1.28 1.48/1.44 1.55/0.57 

54 

coil 

surface 1.21 2.16/3.61 1.84/0.72 

composite 

surface-upright 

0.29 0.54/1.65 0.50/0.58 

1.88 2.33/2.32 2.38/0.65 
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4.4.6. SNR of Arrays compared to uiSNR 

 The SNR of the arrays and uiSNR in a transverse slice through the center at 

128MHz and at 300MHz is shown in Figure 4.10. In a coronal slice the uiSNR at 

the surface along the B0 direction is found to be 82% of the uiSNR at the surface 

of the sphere along the axis perpendicular to B0 consistent with reference [21]. The 

SNR of the finite coil arrays is not homogeneous, and sensitivity is much greater at 

the regions next to the coils with many gaps in sensitivity at the surface between 

coils. Nearer to the center the homogeneity approaches to that of the uiSNR 

especially for the 54 coil arrays. It is noticeable in both the uiSNR and finite coils’ 

SNR that with equal magnetization SNR is higher at 300MHz than at 128MHz, but 

the same at the surface; this is due to the transition from near field, with rapidly 

decaying amplitude, to far field with propagating fields that decay less rapidly from 

the source [21]. 
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Figure 4.10: SNR of the arrays and uiSNR in a transverse slice through the center 

at 128MHz and 300Mhz. The uiSNR at the periphery (outer 1.5cm) increases 

exponentially and is much higher than with the finite coil arrays. 

  The average combined SNR of the arrays compared to the uiSNR 

calculated using equation (4.9) with and without preamplifier and matching 

network noise is shown in Figure 4.11; the SNR of the finite coils are compared to 

the maximum achieved by any of the arrays in each range. The ratio of the 

maximum achieved by the finite coils to the uiSNR is then given at the top of the 

graphs, and the uiSNR is plotted with the maximum of the arrays in each range on 

the secondary axis. The finite coil array SNR at distances from the center are 
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averaged over 3 coronal, 3 transverse and 3 sagittal slices (through the center and 

±25mm), while for the uiSNR the values are averaged at distances from the center 

using one coronal and one transverse slice; less slices are required for the uiSNR 

since it is far more homogeneous in the sphere for the same distance from the center.  

Figure 4.11:  Optimally combined SNR for finite coil arrays coils compared to the 

maximum achieved by all arrays, the ratio of the maximum to uiSNR is shown 

above each graph. Plots are without preamplifier or matching network noise (left) 

and (Zpre=6Ω) with both (right) at 128MHz (ESR_C=0.15Ω,ESR_L=0.36 Ω) and 

300MHz (ESR_C=0.23 Ω,ESR_L=0.55 Ω). The marker and line corresponding to 

each array size and type is shown in the legend at the top. The right axis is the scale 

for uiSNR at 128MHz (black dots) and 300MHz (grey dots) and the maximum 

achieved by finite coil arrays (blue dots, line marker).  

 

 In addition to the factor of B0 in equation (4.9) the uiSNR at 300 MHz would 

be further improved over that at 128MHz by increased magnetization, which is 

proportional to the magnetic field strength [22]. Since the uiSNR and finite coil 

SNR at 300MHz is already higher than that at 128MHz the obtainable SNR 

improves at a faster than linear rate, consistent with results in references [21, 25]. 
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The average of the uISNR for 75-90 mm at 128MHZ and at 300MHz is both 1077, 

indicating a linear growth with field strength at the surface also found in reference 

[21].  

 The composite arrays shown in purple with solid lines have higher SNR at 

the center of the sphere than the surface coil arrays shown in green with dashed 

lines, which is significant because there is very little room for improvement near 

the center as the SNR is already very close to the uiSNR. Up to about 45-60mm 

from the center of the sphere the SNR of composite arrays remain larger or 

comparable to the surface coils, but close to the surface the SNR of surface arrays 

with equal number of elements are much higher. At the surface, both are very far 

from the uiSNR but in absolute terms they are also much higher than at the center. 

This is consistent with previous results that have shown electric-dipole like currents 

are important in approaching the uiSNR near the center of the phantom [4]. 

 With the larger noise factors for surface coil arrays shown in Figure 4.8 the 

composite arrays perform even better comparatively at the center when including 

the impact of noise. This is partly because the SNR of the larger surface coils in the 

composite arrays are degraded less than the smaller coils in the surface arrays and 

partly because the upright coils have larger noise covariance with adjacent upright 

coils and complementary sensitivities that are able to compensate near the center. 

The composite arrays have higher SNR than surface array at the center for 36 and 

54 element arrays, but lower at the periphery. Overall, with realistic noise the 

composite coil array performance suffers less noise degradation than the surface 

coil arrays in the inner half of the sphere. 

 At 128MHz the largest surface coil array, with 54 elements, loses the most 

SNR because of larger individual noise factors (Figure 4.8) and the large coupling 

ratios between adjacent coils (Figure 4.7) allows matching network noise to couple 

between coils. Also, the sensitivities of adjacent coils are similar near the center, 

limiting the amount of compensation the signal weighting can provide. However, 

the larger SNR of the surface coil arrays allow the surface arrays to still provide 

higher SNR at the periphery (>60mm from center). It is clear that with realistic 

noise included the use of composite coils (or similar coil types) provides 
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significantly higher SNR in the inner 2/3rd depth for arrays of the size studied and 

for this region their use is a better strategy than progressively decreasing the size of 

surface coils. However, if the imaging region of interest is at the periphery arrays 

consisting of surface coils are still the logical choice. 

4.4.7. Parallel Imaging Comparison 

 Parallel imaging performance at 128MHz and 300MHz is illustrated in 

Figure 4.12, which contains average g-factors in the sphere for a central transverse 

slice both with and without preamplifier and matching network noise. The g-factors 

of the finite coil arrays are compared to the values calculated with the basis function 

sensitivities (as stated in section 4.2.2, a total of 2(80+1)2 basis functions, which 

has converged to limit of infinity for SNR and g-factor comparisons) used to 

calculate the uiSNR. The g-factor maps in an axial slice are also shown, including 

noise from matching networks and preamplifiers in Figure 4.12. There is still 

significant room for improvement as the difference between finite coil and uiSNR 

g-factor performance indicates. After an acceleration of 4 the g-factors show an 

exponential growth and at an acceleration of 5 there is a transition to mean g-factors 

greater than 1.2 (0.79dB) in best coil array performance (54 element surface coil 

array) to worst coil array performance (18 element surface coil array), a common 

limit above which parallel imaging is not advantageous [26]. These trends and 

numbers are consistent with previous results for arrays of surface coils [21, 22, 25].  
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Figure 4.12: Average g-factor inside of the sphere for a central transverse slice for 

128MHz and 300MHz. Blue lines are composite coil arrays, red lines are surface 

coil arrays and the solid black line is the uiSNR g-factors. The array size is indicated 

by the line type: 18 coils (dotted), 36 coils (dashed) and 54 coils (solid lines). The 

bottom row is the g-factors with preamplifier and matching network noise included. 

 

  The g-factor maps with realistic noise at an acceleration of 5 is shown for 

128MHz in Figure 4.13  and for 300MHz in  Figure 4.13 since the major transition 

to mean g-factors greater than 1.2(0.9dB) occurs at this acceleration. Note that the 

scale use for the uiSNR g-factors is different than for the finite coils arrays since 

otherwise it there would be very little contrast in the image. The difference in g-

factors at 128MHz and 300MHz is dramatic for both the finite coil arrays and the 

uISNR; basically, the obtainable acceleration factor is increased by one going from 

128MHz to 300MHz (for 36 and 54 coil arrays). The performance of 36 and 54 
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element composite coil arrays are very similar and at 300 MHz the performance of 

all 36 and 54 element surface coil arrays are similar except for localized regions.  

 

Figure 4.13: g-factor maps for a reduction factor of 5 in a central transverse slice at 

128MHZ with realistic noise included. It is readily seen that only the 54 element 

surface coil array would provide acceptable g-factors at 128MHz (using the 1.2 – 

average g-factor limit), but as frequency increases the 36 element and 54 element 

composite and surface coil array have acceptable performance. 

 The diversity of sensitivity phase information and coil sensitivity magnitude 

variation that are provided by upright coils are beneficial in parallel imaging with 

lower density coil arrays [25], and leads to smoother g-factor maps with lower 

peaks. In high-density arrays, however, these variations are provided more 

effectively by the smaller size and a larger number of surface coils. The surface coil 

arrays likely result in lower g-factors (for 36 and 54 coil arrays) because their 



 

105 

 

smaller physical size means more localized sensitivity fields for coils. Larger coil 

arrays consistently show lower g-actors, indicating that the lower penetration depth 

of smaller coils indeed isn't an issue for parallel imaging since the ability to 

distinguish pixels at different depths is actually improved [25]. Beyond an 

acceleration of 6, even at 300MHz, the uiSNR does not result in mean g-factors less 

than 1.2 (0.79dB) showing that putting much effort into increasing the g-factor 

performance with larger arrays may not be worthwhile.   

4.5 Summary 

 In this chapter the comparison of finite coil arrays to the uiSNR with and 

without realistic noise from matching networks is done to show the potential 

benefits and shortcomings of using composite coil arrays rather than just surface 

coils as the size of arrays increases. Furthermore, the limiting factors in reaching 

the uiSNR and optimum obtainable parallel imaging performances are highlighted: 

losses due to coil losses, additional matching circuitry and preamplifier noise 

figure, but additional matching and preamplifier noise reduce this.  

 Compared to Chapter 3 results in this chapter show there are differences in 

coupling between composite coils on flat versus curved surfaces (ex. low noise 

correlations in this chapter versus small in previous chapter for upright coils facing 

surface coil). In addition to this difference, there will likely be differences in the 

parallel imaging performance and SNR on flat surfaces compared to curved that 

need to be researched as well.  

 In this study, partially because of coil noise and partially because of the 

noise after the coil ports, there is a sufficiently high relative decrease in SNR for 

the 54 element surface arrays shown in Figure 4.11 in the inner half of the sphere 

at both 128MHz and 300MHz, so that the 36 element arrays perform better in this 

region. This indicates that if the inner half of the sphere is the desired imaging 

region the additional noise due to matching and preamps limits the practical number 

of channels to around 36.   

 The SNR of the composite coil array is shown to be higher at depths greater 

than 4.5-9cm, and still increases with increasing element counts up to at least 54 



 

106 

 

coils. However, at this depth arrays of surface coils with greater than 16 elements 

already have iSNRs greater than 80% of the uiSNR [22] and for the inner third of 

the sphere the SNR of finite coil arrays is already extremely close to that of uiSNR 

(>90% at 128MHz and >80% at 300MHz in Figure 4.11), so the room for 

improvement is small. However, the composite coils maintain their performance 

with respect to the noise added by coupling, matching, and preamps as density 

increases, so the SNR provided by surface coil arrays with realistic noise conditions 

is reduced further. Although the g-factor performance of surface arrays with greater 

than 18 elements is better than the composite arrays Figure 4.13 indicates that the 

g-factor is more uniform for the composite coils, which is desirable since large 

regional decreases in SNR are more detrimental for imaging than uniform 

degradation. 

Since there are limited applications that look at the surface of anatomical 

regions and most of the interesting anatomical structures are located in the center 

of the body or head, large composite coil arrays should prove to be more desirable 

for the majority of imaging applications. 
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5 .Chapter 5 

Summary and Conclusion 

5.1. Summary 

To remove crosstalk between elements of an array there should be zero 

mutual impedance between the elements. Capacitive coupling, which has not been 

quantitatively studied before, was studied extensively in Chapter 2 and it was 

discovered that capacitive coupling can effectively remove the resistive coupling, 

in addition to the reactive coupling, between adjacent coils. In addition, the removal 

of mutual resistance results in no significant SNR or parallel imaging performance 

degradation. This means that the benefit of zero coupling between elements, which 

usually requires a special geometric arrangement of coils, can be extended to 

surface coils without trade-offs. The capacitive coupling itself was shown to 

become noticeable when the field strength is greater than 1.5T; there is a significant 

transfer of current between coil conductors and the mutual and self-impedance 

changes significantly. However, the choice of series capacitance distribution on 

coils, and the inclusion of parallel capacitance between coils, can mitigate these 

effects or use them advantageously with considerable ease when the capacitive 

coupling models introduced are used for prediction. 

Composite coils, consisting of a standard surface coil with two additional 

orthogonal upright coils, were also described in detail in this thesis. The 

optimization of coil height was demonstrated in Chapter 3, and it was found that 

beyond a certain height the SNR of upright coils decreases. The coupling and noise 

behavior (noise covariance with adjacent surface and upright coils) was studied, 

showing that although there is very little noise correlation or coupling within 

composite coil triplets there can be significant interactions between adjacent 

triplets. The benefits in SNR and parallel imaging of composite arrays over just 

surface coils alone was demonstrated by comparing an 8 coil composite coil array 

against three surface coils covering the same surface area. 
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In Chapter 4 the comparison of surface coils and composite coils with equal 

numbers of elements was done. Overall, composite coil arrays show comparatively 

better performance as the depth increases, but the surface coil arrays have higher 

SNR near the periphery. Although composite arrays have marginally reduced 

parallel imaging performance in large element arrays, they are found be less 

sensitive to noise added by preamplifiers and matching networks. Additionally, 

while preamplifier impedance is shown to have some effect on the final optimum 

SNR when preamplifier noise figure is applied individually to each coil, the 

difference is small. There is no difference on the optimum SNR with just matching 

network noise included.  

5.2. Conclusion 

 The number of receive channels available is limited and the efficient use of 

channels requires designing arrays with the arrangement and specific coil type that 

provide the highest SNR and parallel imaging performance for a given channel 

count. Also, as the number of receive channels available increases electronic noise 

in preamps and matching circuits limit the SNR improvement, so the choice of coil 

type that avoids this limit for as high a channel count as possible is important too. 

Composite coil arrays are an appealing alternative to just surface coil arrays since 

larger body loss dominated surface coils are used in cases where three coils over 

the same surface would be coil loss dominated, limiting SNR improvements.  

 This work has confirmed that composite coils provide a viable alternative 

with potential benefits in performance. Their analysis validated the theoretical 

prediction that coils which provide electrical-dipole like currents on the surface, 

rather than magnetic-dipole like currents, are required at higher field strengths to 

approach the uiSNR. As the MRI field strength increases, and consequently the 

Larmor frequency, the performance of composite coils relative to surface coils 

alone increases. Also, Chapter 2 shows that as the frequency increases capacitive 

coupling becomes increasingly important, and gives practical and reliable methods 

for not only avoiding the effects of capacitive coupling, but using it advantageously. 
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5.3. Future Work 

 The capacitive coupling model presented in Chapter 2 can be modified for 

large arrays with large MRI frequencies (300MHz). The complicating factor of 

multiple coils interacting capacitively could then be investigated as a viable 

research direction. In addition, the application of completely decoupled transmit 

coils using the capacitive decoupling method developed may show increases in the 

efficiency of transmit coils and lessen the design constraints of power amplifier 

protection, which should be investigated. 

 Using an n-port model of preamplifier noise the final recombined SNR 

depends was shown to depend greatly on the preamplifier input impedance, 

indicating that the n-port model warrants additional investigation and experimental 

testing. 

 The extension of the  comparison between composite and surface coil arrays 

to the uiSNR in geometries such as planar surface or cylinders to represent other 

parts of the anatomy (ie. arms and legs or torso) with different electrical parameters 

and smaller sizes will likely result in different conclusions on the optimum array 

size and optimum coil type to be used. Therefore, simulations with the same method 

of chapter 4 will results in interesting comparisons between using composite arrays 

with different geometries. 

  

 

 

 


