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Abstract

Energy systems are undergoing rapid changes to adapt to both increasing demand

and growing penetration of embedded renewable generation. The Smart Grid, which

integrates information and communication technologies into the grid infrastructure, is

one possible solution to both needs. However, if the number of residential prosumers

grows to a significant fraction of the total customer base, the current, centralized

systems for managing energy markets and operations will be insufficient. New, dis-

tributed systems will be needed instead. Blockchains, which are a peer-to-peer (P2P)

decentralized ledger technology, and smart contracts built upon them, appear to be a

promising approach to designing these systems. This is a fairly new area of investiga-

tion, and the literature to date is largely fragmented. Hence, in the first part of this

thesis, we conduct a systematic review of distributed energy management through

blockchain technology, focusing on smart contract design and development. We cat-

egorize the application domains into four main fields, including market operations,

ancillary services, auditing and monitoring, and cybersecurity. We determined that

data storage and blockchain interoperability are cross-cutting concerns in all of these

areas, and we examined solutions for them.

Renewable energy sources in the energy system produce power intermittently,

depending on weather conditions. This raises new challenges in the management

and operation of electricity system, as intermittency negatively impacts the exist-

ing control measures used to ensure safe operation and stability. Furthermore, the

future energy market may well include tens or hundreds of thousands of individual

actors in the markets that will sell power from renewable and micro-generation. All
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these complexities and challenges in the grid are putting increasing pressure on the

monitoring and control systems, in particular voltage stability control. Hence, decen-

tralized voltage stability algorithms are receiving considerable attention. This class

of algorithm principally operates on localized voltage measurements but still ensures

system-level stability. Several studies have used blockchains to provide ancillary ser-

vices by tracking and managing energy distribution or organizing some distributed

energy resources. However, the performance of blockchain-based systems in real-time

grid monitoring and control has never been empirically tested. In the second part of

this thesis, we propose implementing a decentralized voltage stability algorithm, us-

ing blockchain-based smart contracts, as a testbed for evaluating the performance of

blockchains in real-time control. We furthermore investigate sharding mechanisms as

a means of improving the system’s scalability with fixed computing resources. We im-

plement our models as a proof-of-concept prototype system using Hyperledger Fabric

as our blockchain platform, the Matpower library in MATLAB as our power system

simulator, and Hyperledger Caliper as our performance evaluation tool. We found

that sharding does indeed lead to a substantial improvement in system scalability for

this domain, measured by both transaction success rates and transaction latency.
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Chapter 1

Introduction

1.1 Motivation

Electricity demand has increased constantly for decades. Furthermore, the global

response to climate change hinges on shifting energy consumption largely to cleanly-

produced electricity rather than burning fossil fuels to produce heat or mechanical

force [2]. The rising adoption of electric vehicles is only one facet of the energy tran-

sition (HVAC electrification is likely to be even more demanding), and so the demand

for reliable electric power continues to rise. The global Smart Grid technology market

is estimated to be USD 53.14 billion in 2022 and is projected to reach USD 117.21

billion by 2027 [3]. It’s estimated that North American utilities will need to construct

between $1.5 to $2 trillion in new generation capacity and Smart Grids by 2030 [4]

to meet the twin demands of surging demand and climate change. The Smart Grid,

which leverages Information Technology (IT) to improve energy system efficiencies,

is a key response to these needs. The Smart Grid is also essential for increasing

the penetration of renewable generation and enabling the effective management and

distribution of renewable energy sources such as solar, wind, and hydrogen [5]. Ac-

cording to the International Energy Agency (IEA), Canada has put the country on a

path toward transforming its energy system by cutting greenhouse gas emissions by

about 40-45% by 2030 and reaching net-zero emissions by 2050 [6][2]. The first steps

in deploying the Smart Grid have now been taken. Advanced Metering Infrastructure
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(AMI) is being widely deployed, and various jurisdictions are exploring time-of-use

pricing, large-scale renewables integration, etc. In the United States of America, in-

vestments in smart grid technology in 2018 amounted to $6.4 billion and are forecast

to grow to $16.4 billion annually by 2026 [5].

However, climate change affects both wind and solar power generation as well as

electricity demand [7] [8]. On the demand side, the balance between heating and

cooling demand patterns is changing due to rising temperatures. On the supply side,

changing the distribution and variability of wind, solar and hydropower resources

affects the physical plants and market models that extract and deliver that energy.

Other impacts include reduced water flows, and thus cooling capacity, at some power

plants, forcing a reduction in output. Furthermore, the increasing popularity of elec-

tric vehicles (EVs) may necessitate charging millions of EVs in a single night; an

immense new load upon generation, transmission and distribution systems [9]. In

addition, the future energy market will include tens or hundreds of thousands of in-

dividual actors in the markets [5]. A multitude of entities will be able to develop

renewable and micro-generation (RDM generation); from solar roofs and windmills

installed by residential customers to community-scale solar/wind power co-ops, large-

scale distributed generation (e.g. diesel or LNG generators in the far North), right

through to the largest solar farms. The intermittency of renewables, and the un-

predictable and unscheduled power flows from massive numbers of distributed or

micro-generation sites, will all be interacting in real-time. It seems clear that the

current information systems in power markets will simply not scale up to the Smart

Grid’s future needs, which may significantly compromise voltage stability.

The existing energy supply system [5]- such as how a transaction between genera-

tors and consumers is conducted, verified and recorded - is already hugely complex.

Meanwhile, the deployment of Intelligent Electronic Devices (lEDs) and Phasor Mea-

surement Units (PMUs) - meant to enable fine-grained monitoring and control of

the grid - has in turn created a tsunami of sensor data that threatens to overwhelm
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centralized control systems [5]. Considering all of these factors, a new, highly scal-

able and decentralized IT platform will be needed in order to coordinate all of these

entities and data transactions. Otherwise, it is likely to become increasingly difficult

to maintain equilibrium in energy markets and voltage stability and power quality on

the grid.

1.2 Research Objectives

Blockchain is a distributed shared ledger replicated across all nodes communicating

through a peer-to-peer network. In the blockchain, data is added to the ledger as

a group of transactions called blocks. Every block is linked to the previous block

by including the previous block’s hash value in the header of the current block.

Because of their unique data structure, blockchains offer desirable features includ-

ing immutability, tamper resistance and data provenance. Blockchains also employ

consensus mechanisms to reach an agreement on the new state of the blockchain,

validate transactions, and ensure randomness in selecting block validators. Within

a blockchain, smart contracts are executable code that implements the logic behind

each transaction and can be employed for automated synchronous circulation of data

[10], [11].

Blockchain technology and smart contracts are one possible approach to creating a

decentralized IT infrastructure for the Smart Grid. In the past few years, there have

been studies applying blockchains to various elements of the Smart Grid ecosystem.

However, the capability and performance of these techniques is a debatable question.

The literature on smart contracts in energy markets - and particularly their interac-

tion with the technical infrastructure of the Smart Grid - is limited and scattered.

There is thus a need to consolidate these studies into a comprehensive understanding

of the state of the art in smart contract design for the Smart Grid. Therefore, in

the first part of this thesis, we present a systematic review of the performance, de-

sign, and limitations of blockchain-based smart contract platforms in electric power
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systems. In this contribution, we focused on the research studies that both designed

and implemented blockchain-based smart contracts for energy systems. We found

that this literature falls into four categories: market operations, ancillary services,

auditing and monitoring, and cybersecurity. We also investigate blockchain’s data

storage and scalability problems, and present possible solutions to these drawbacks.

Blockchain technologies are furthermore one possible avenue for increasing the

resilience of the Smart Grid, by decentralizing the monitoring and control of system-

level objectives such as voltage stability protection. They furthermore offer benefits

in data privacy, as blockchains are cryptographically secured. In the past few years,

there have been studies applying blockchains to various elements of the Smart Grid

ecosystem. Some previous studies have investigated using smart contracts to pro-

vide ancillary services by tracking and managing energy distribution in the network

[12] or organizing some Distributed Energy Resources (DERs) to act as voltage reg-

ulators and curtail their individual power outputs [13]. A few studies also focused

on scheduling and trading energy among Energy Storage Units (ESUs) to minimize

grid fluctuations [14] [15]. However, the performance of blockchain-based systems in

real-time grid monitoring and control has never been empirically tested. Therefore

as the second part of this thesis, we design such a system for distributed voltage

stability control as a real-time control system for complex objectives, using PMUs

as the data sources. We have implemented an existing distributed voltage-stabilty

control algorithm (DVS [16]) as a collection of smart contracts operating on a per-

missioned blockchain. This is in contrast to the original implementation, which was

built on the Distributed Coordination Blocks (DCBlocks) [17] framework, which is

a classic distributed-computing platform. The DVS algorithm splits the power grid

into multiple groups and principally operates on localized voltage measurements but

must still ensure system-level stability.

In addition, we propose a new transaction processing model based on the sharding

technique to tackle the performance and scalability requirements of the Smart Grid.
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In this model, by growing the Smart Grid network, one or multiple local controllers

can be assigned to different shards within the network, and a committee is selected

for each shard. This allows many more transactions to be processed in parallel at the

same time, further improving the performance of the system.

We used the Hyperledger Fabric platform [18] to implement and evaluate our pro-

posed model. We implemented the Power flow simulation in the Matpower package

1 [19] in Matlab. We analyzed the performance of our implementation using the Hy-

perledger Caliper benchmarking tools [20], showing that our solution scales linearly

with the number of shards compared to an un-sharded approach. To the best of

our knowledge, this is the first study that presents a practical, scalable decentralized

voltage stability algorithm based on blockchain technology.

1.3 Thesis Outline

The rest of this thesis is organized as follows. We provide a background for Blockchain

and Smart Contracts, Sharding, and the Smart Grid in Chapter 2. Chapter 3 presents

a literature review of smart contract design in blockchain-based energy systems.

Chapter 4 outlines our scalable blockchain-based smart contract model for decen-

tralized voltage stability using the sharding technique, and evaluation methodology

and results. Finally, Chapter 5 concludes this thesis and proposes some potential

future work in this area.

1https://matpower.org/
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Chapter 2

Background

2.1 Blockchain

Some unknown person or persons using the pseudonym “Satoshi Nakamoto” intro-

duced blockchains in 2008 when they proposed the first cryptocurrency, Bitcoin [21].

Blockchain is a type of Distributed Ledger Technology (DLT), which is a specific kind

of database stored in a distributed fashion and shared among a set of nodes or partici-

pants. The data is recorded on the blockchain as a group of transactions called blocks.

Each block recursively links to the previous block by referencing the cryptographic

hash value of the previous block. To attach a new valid block to the ledger, all or

some participant nodes must reach a consensus on whether the information is valid

or not. Several consensus mechanisms have been introduced for blockchain platforms

which provide a trade-off between performance and scalability. In addition, some

blockchain platforms also employs digital signatures using an encryption algorithm

to ensure that only authorized parties can read the messages. Combining all these

techniques makes blockchain a secure, transparent, and tamper-resistant platform

for various applications such as digital currency transactions, energy systems, Smart

Grids, IoT, supply chain, etc.

Classical database systems maintain integrity by enforcing the ACID (Atomic-

ity, Consistency, Isolation, Durability) properties for every transaction. Atomicity

is the principle that either all elements of a transaction occur, or none of them do.
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Consistency is the requirement that all outcomes of a transaction must satisfy all

existing constraints within the database. Isolation refers to enforcing serialization

for transactions that attempt to modify one or more common data items. Durabil-

ity is the property that a transaction, which has been committed to the database,

will be completed and written even in the face of disruptions (e.g. power failure

while the transaction is still in an HDD buffer). [22] The ACID properties are rel-

atively easy to enforce in single systems, but more difficult in distributed systems.

An alternative set of properties, known as BASE (Basically Available, Soft state,

Eventual consistency) [23], has been proposed for the distributed environment; how-

ever, blockchains do not fully support these properties. Tai et al. [24] suggested a

new set of properties for blockchains called “SALT,” (Sequential, Agreed, Ledgered,

and Tamper-resistant). The Sequential property is that all blockchain transactions

must be processed in sequential order. The reason is that, in consensus mechanisms,

validating the transaction depends on the previous one, and transactions must be

committed to the system in order. Agreed represents that the majority of the nodes

in the network should agree on the validity of a transaction. Ledgered means that

once a transaction is committed to the blockchain, no one can revoke or delete it.

Tamper-resident indicates once a transaction is committed to the blockchain, it is

impossible to alter it.

Many blockchain platforms have been introduced, which differ in various features to

meet different system requirements. Some of these features include network accessibil-

ity (public or permissioned), the smart contract programming language, development

complexity, performance, privacy, and cost. The first generation of blockchains sup-

ported a simple scripting language for programming transactions. But later, a new

generation of blockchain platforms introduced the smart contract. Smart contracts

have provided the foundation for developing more diverse, flexible and complicated

blockchain-based decentralized applications. Nowadays, new blockchain platforms

support general-purpose programming languages such as Golang, Python, Javascript,
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and Java for implementing complex transactions.

In terms of network accessibility, there are two types of blockchain networks: pub-

lic and permissioned. In public blockchains, everyone with an anonymous identity

can join the network, submit a transaction, query data from the blockchain, or par-

ticipate as a validator in consensus algorithms. Hence by increasing the number of

blocks, public blockchains require a more complex consensus mechanism to maintain

a distributed ledger at a large scale. Bitcoin and Ethereum [25] are the most pop-

ular examples of public blockchain networks. On the other hand, in permissioned

blockchains, only authenticated users can join the network, and users could have

limited access levels to the different parts of the network. Due to this initial filter-

ing, permissioned blockchains can employ lighter consensus mechanisms. Hyperledger

Fabric [18] and the Corda network [26] are examples of a permissioned blockchain.

2.2 Smart Contract

Nick Szabo [27] introduced smart contracts for the decentralized ledger in 1994. A

smart contract is a self-executing or digital contract stored and run on the blockchain

to enforce an agreement between parties involved in the transaction. Nowadays, by

developing blockchain platforms that support high-level programming languages for

smart contracts, we can develop more complex and flexible procedures in various

business areas, such as digital asset exchange, supply chains, crowdfunding, and in-

tellectual property.

Each smart contract can include multiple transactions, consisting of the code for

a set of functions and the smart contract’s initial state. They are typically used

to automate an agreement’s execution so that all participants can be immediately

certain of the outcome without any intervention of trusted authorities or time loss.

They can also automate a workflow, triggering the next action based on specific

conditions. The smart contract code’s location is dependent on the platform. For

example, they can be stored on the ledger like transactions or installed on network
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peers. Some blockchain platforms like Hyperledger Fabric, Tendermint, etc., support

general programming languages such as Java, C++, NodeJS, Python, and Go for

smart contracts. On the other hand, other platforms, such as Ethereum, use a bespoke

language for implementing smart contracts. Ethereum utilizes the domain-specific

language (DSL) Solidity [28] to write smart contracts, which is a Turing complete

language that runs on the Ethereum Virtual Machine (EVM).

Smart contracts can be responsible for trading large amounts of money, digital as-

sets, stocks, or data based on the application requirements. Although the consensus

protocol ensures the faithful execution of smart contracts, it still has many security

issues. Furthermore, different platforms and languages can cause smart contracts to

exhibit distinguishing security vulnerabilities. Therefore, considering the security of

Smart contracts is essential; for example, a small bug can lead to critical problems,

such as a significant amount of money loss or privacy leakage. Previous studies show

that these security issues are especially severe in public blockchains like Ethereum.

In June 2016, an Ethereum Smart contract code bug resulted in a USD 60 million

loss [29]. The attacker exploited the reentrancy vulnerability to recursively call the

function and transfer Ether (Ethereum cryptocurrency) to his/her account. There-

fore, to address these vulnerabilities, several techniques were suggested to improve

smart contract security [30].

2.3 Consensus Mechanism

The consensus mechanism defines the process of validating transactions in blocks

and reaching an agreement between all peers. The available and proposed consensus

mechanisms differ in computation power, performance, scalability, and tolerance of

disruptive behaviours. Nguyen and Kim [31] presented a survey on consensus mech-

anisms and classified them into two main categories: proof-based, in which one or

multiple leaders are responsible for validating and attaching blocks to the ledger; and

voting-based, in which numerous nodes vote for every block validation and, based on
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consensus policy, a minimum number of positive votes is required for block valida-

tion. The primary difference between these two techniques is how they can choose

the leader. The most common consensus mechanisms include Proof of Work, Proof of

Stake, Delegated Proof of Stake, Proof of Importance, Raft, and Practical Byzantine

Fault Tolerance.

Proof of Work (PoW) [32] was first published in 1993 by Cynthia Dwork and Moni

Naor and was later applied by S. Nakamoto to Bitcoin and then later applied to

Ethereum. The Proof of Work consensus algorithm is an incentive-based method in

which each involved node solves a computationally challenging puzzle to create new

blocks and gain rewards. The process is like constantly guessing until they solve

the puzzle and find a value called the nonce. When a node finally finds the right

solution, it is considered the winner of the current block and broadcasts it to the

whole network simultaneously for verification and receiving a cryptocurrency prize

(the reward) provided by the PoW protocol. Then nodes check the proposed block

against cheating, and the collection of ordered transactions will be committed as a

new block to the blockchain. PoW is resilient against tampering but requires very

high computation and energy power (the Bitcoin network famously consumes more

power than some European countries) and has trouble scaling to accommodate large

numbers of transactions.

Proof of stake (PoS) was introduced by Peercoin 15 1 to overcome and reduce

the cost of PoW. Based on this method, the network chooses a miner based on the

number of coins they are staking. In this case, the term staking refers to the act of

validators committing funds to the system, by locking out their access to those coins.

It means wealthier nodes would have a better opportunity to get selected as a miner

on each iteration. The miner gets rewarded by proposing a correct block after other

nodes validate it. PoS can provide increased levels of scalability, energy efficiency,

decentralization, and security, but there is an equity concern that only nodes already

1https://peercoin.net/
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having large coin holdings are able to effectively participate. This may disincentivize

new miners from participating in the network.

Delegated Proof of Stake (DPoS) [33] introduced by Daniel Larimer, in 2014. This

mechanism is similar to PoS but is faster and more efficient because the number of

validator nodes is lower. DPoS presents a novel voting system in which “stakeholders”

elect a subset of nodes participating in the block generation process. The voting power

of stakeholders is proportional to the number of coins that each node holds.

Proof of Importance (PoI) [34] has been introduced by the NEM blockchain plat-

form. The node or accounts with higher importance have a higher chance of append-

ing a new block to the ledger. Account importance is measured by the frequency of

blockchain usage and coin transfers. The network assigns a rating to each account

according to its importance using graph theory methods.

Raft [35] is a Crash Fault Tolerant (CFT) consensus mechanism used by the Quo-

rum, R3 Corda, and Hyperledger Fabric platforms. Raft states that each node in

a replicated state machine can stay in any of the three states: follower, leader, and

candidate. The leader is responsible for accepting client requests and managing log

replication. The followers are passive and replicate the leader’s decisions. When

there’s no leader in a Raft cluster, any follower can become a Candidate and vote for

the next leader. The minimum number of votes required to operate a Raft cluster is

(N
2
+ 1), where N is the number of total members in the group. The candidate that

receives the maximum votes will be selected as the next leader; otherwise, it reverts

to the follower state.

Practical Byzantine Fault Tolerant (PBFT) [36] is based on the Byzantine Fault

Tolerant consensus. Nodes in the PBFT model are ordered, with one node being the

primary node (leader) and the others being the backup nodes. All of the nodes within

the system communicate with each other to agree on the system’s state through a

majority, and also need to verify that each message was not modified during transmis-

sion. The algorithm effectively provides both liveness and safety as long as at most
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(n−1)
3

, where n represents total nodes, are malicious or faulty at the same time. The

leader is frequently replaced in a round-robin type format or other defined protocol.

Each consensus round includes three phases: pre-prepared phase, in which the leader

proposes a new block as a proposal to the remaining nodes; prepared phase, in which

other nodes broadcast their votes to the leader and other nodes; and the commit

phase, which is for adding a new block to the blockchain. Istanbul Byzantine Fault

Tolerance (IBFT) [37] is simulated by PBFT with some modifications. In contrast

to PBFT, the set of validators in IBFT is not static, and it has a dynamic validator

set which validators can be added to or removed from. Besides, there is no client to

send the proposed block, and every validator can offer a suggesting block.

Once validated, blockchain transactions are applied to all the ledger’s copies. As a

result, we reach distributed trust among a set of untrusted peers, and we can execute

trusted distributed applications. However, techniques and methods required for se-

curity and maintaining trust in the network are different in public and permissioned

blockchains. In public blockchains, all participants are entirely untrusted; therefore,

complex consensus mechanisms with high computational costs, such as PoW, are

required. In contrast, in permissioned blockchains, due to the initial filtering, the in-

volved nodes are semi-trusted, and so a lighter consensus protocol, such as traditional

Byzantine-Fault Tolerance (BFT), is enough to achieve security and trust.

In permissioned blockchains, it is also possible to separate the trust model of

transaction validation from the consensus protocol. The trust model and assumptions

can be customized based on the application requirements by adapting the smart

contract. Endorsement policies in Hyperledger Fabric basically allow users to define

policies around the execution of smart contracts. These endorsement policies define

which peers need to agree on the results of a transaction before it can be added to the

ledger. Based on the required trust level in a smart contract and the involved parties,

the number of peers required to endorse (confirm) transactions can be tailored [18].
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2.4 HyperLedger Fabric

HyperLedger Fabric [18] is an open-source enterprise-grade permissioned DLT plat-

form established under the Linux Foundation. Fabric was the first blockchain plat-

form to support general-purpose programming languages for smart contracts, making

it popular among developers with different programming skills. Figure 2.1 illustrates

the architecture of the Fabric network. The architecture’s major components such as

peer nodes, clients, ordering service, Membership Service Provider (MSP) provider,

channels, and Chaincode (Fabric’s implementation of smart contracts). In the follow-

ing, I will provide a review of each component of HyperLedger Fabric and describe

transaction flow in this network.

Figure 2.1: Architecture of HyperLedger Fabric Network

Client
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Clients are applications or devices that act on behalf of a person or organization

to propose transactions on the network. The client communicates with the network

through a Fabric SDK in order to read or write the data in a ledger. HyperLedger

Fabric offers several SDKs to support developing applications in various programming

languages such as Node.js and Java.

Voltage Stability
Chaincode:

Monitoring
Contract

Local Controller
Contract

Global Controller
Contract

Figure 2.2: Chaincode Overview.

Chaincode

HyperLedger Fabric introduces chaincode, a component that implements applica-

tion logic and runs during the execution phase. A smart contract represents the trans-

action logic that controls the life-cycle of a domain-specific program. A chaincode

is a container of multiple related smart contracts for installation and instantiating.

When the chaincode is deployed in the Fabric network, all smart contracts within

the chaincode are made available to the application. Hyperledger Fabric users often

use the terms smart contract and chaincode interchangeably. Figure 2.2 shows the

overview of chaincode in Fabric.

Every chaincode has an endorsement policy attached, which applies to every smart

contract defined within it. Before transactions generated by the smart contract can be

identified as valid, the endorsement policy specifies which organizations must approve
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or sign those transactions. For example, suppose an endorsement policy specifies that

more than one organization must sign a transaction. In that case, the smart contract

must be executed by a sufficiently large set of organizations to generate a valid trans-

action. In other blockchain platforms such as Ethereum or Bitcoin, any node in

the network can submit valid transactions. However, endorsement policies in Hyper-

Ledger Fabric model the real world, in which trusted organizations in a network must

validate transactions.

HyperLedger Fabric Ledger

A ledger stores states, which means recording the current state of an object and the

facts about the history of transactions that led to the current state. Ledger states

are, by default, expressed as key-value pairs. In Hyperledger Fabric, a ledger consists

of two distinct parts: a world state, which is a database that holds current values

of ledger states, and a blockchain state, which is a transaction log that records all

the changes that have resulted in the current the world state. The blockchain data

structure is very different from the world state because once written, it cannot be

modified: it is immutable.

Orderer

Transactions in a blockchain network have to be written to the shared ledger in

a consistent order. The order of transactions helps to ensure that the updates to

the world state are valid when they are committed to the network. In most public

blockchains such as Bitcoin and Ethereum, any node can participate in the consensus

process; therefore, the system guarantees ledger consistency to a high degree of prob-

ability. In contrast, HyperLedger Fabric relies on deterministic consensus algorithms,

which means that any block validated by the peer is guaranteed to be final and cor-

rect. The Fabric network has an ordering service that includes multiple orderer nodes

to do this transaction ordering and allows the organizations to choose the ordering

mechanism that best suits that network. HyperLedger Fabric provides four ordering
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mechanisms: Raft, SOLO, Kafka, and Simplified Byzantine Fault Tolerance (SBFT).

SOLO involves a single ordering node, and the transactions are ordered in chronolog-

ical order to form a block. The Kafka mechanism is similar to Raft-based ordering

and provides a crash fault-tolerant solution to ordering service. SBFT is both crash

fault-tolerant and byzantine fault-tolerant, meaning that it can reach agreement even

in the presence of malicious or faulty nodes.

Peer

A Peer is a node that maintains the state and a copy of the ledger and runs

chaincode containers to perform read, query and write operations to the ledger. A

peer receives ordered state updates in the form of blocks from the ordering service and

maintains the ledger state. The four types of peer in the HyperLedger fabric include:

Endorsing peer, Committing peer, Anchor peer, and Leading peer. Committing peers

are responsible for committing the block received from the Ordering service in their

copy of the ledger. Committing peers validate each transaction in the block, mark

it as valid or invalid, and commit it to the block. All transactions, either valid or

invalid, are all committed to the blockchain for future audit purposes.

Endorsing peers are a special type of committing peers which have an additional

role in endorsing a transaction. They provide an endorsement of the proposed ledger

update to the application but do not apply the proposed update to their copy of

the ledger. The primary purpose of an Endorser is to simulate the transaction. The

transaction is executed based on the smart contract on a private copy of the ledger

of a peer and is not committed to the ledger during simulation.

Anchor peers are responsible for communicating across an organization as the Fab-

ric network can extend across multiple organizations. These special peers are only

authorized to discover and communicate with other peers on a channel. Each Mem-

ber or organization on a channel may have multiple anchor peers to prevent a single

point of failure.

Leading peers are responsible for communicating or disseminating messages from
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the Ordering service to other peers in the same organization. These peers use the

Gossip protocol to make sure that every peer receives the message, but they cannot

communicate across an organization. If any Leading peer is not responding or is out

of network, other available peers choose another leading peer, either by voting or at

random.

Channel

A channel is a private “subnet” of communication between two or more specific

network members to utilize the same network for data isolation and confidentiality.

Members of channels are peers that are authenticated and authorized to transact

on that channel. Each peer can be part of multiple channels and maintain multiple

ledgers. Only members of a channel are allowed to see the transactions created by

any member in a channel and are involved in consensus, while other network members

do not see the transactions on the channel.

Membership Service Provider (MSP) and Identity

In Fabric, every participant or actor (clients) has some digital identity in the form

of an X.509 certificate. This identity is used to verify each step of a transaction to

check if it is from a valid source. Therefore, each actor requires a Public Key In-

frastructure (PKI), which is comprised of a Certificate Authority (CA) and possibly

even an Intermediate Certificate Authority (ICA) to issue an identity. This identity

also includes attributes indicating the actor’s permission level to access the different

information and components in the Fabric network.

Fabric CA is a default certificate authority that issues identities by generating a

public and private key. Fabric MSP verifies the identities issued by Fabric CA with-

out revealing the actor’s private key by maintaining a list of permissioned identities

and ensuring that all nodes, especially all peers, recognize the same identities and

authentications as valid. Figure 2.3 presents an overview of the MSP providers.

In Fabric Networks, nodes belong to an organization. An MSP defines the orga-

nization’s administrators (admins), and the admin of the organization defines each
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node’s admin. MSPs occur in two domains in a blockchain network: locally on an

actor’s node (local MSP) and in channel configuration (channel MSP). Local MSPs

are defined for every node (peer, orderer, etc.) and represent the permissions the node

or who has administrative or participatory rights at that level. For instance, the local

MSP on the peer allows for authenticating member messages outside or inside the

context of a channel and defining the permissions over a particular node, e.g. who can

install chaincode on a peer. Whereas local MSPs are represented as a folder struc-

ture on the file system, channel MSPs are described in a channel configuration and

define administrative and participatory rights at the channel level. Channel MSPs

are shared between channel members (peers and ordering nodes) to authenticate the

channel participants correctly.

SDK
Client

Application

Client/User

Local
MSP

MSP Provides Identity for:

Peers and Orderers
Client Applications
Administrators

Peer

Admin

Local
MSP

Local
MSP

Channel
MSP

Local
MSP

ordering
Service

Fabric
CA

orderer orderer

ordererorderer

orderer orderer

Identities can be issued by:

Fabric CA
External CA

MSP Provides:

Authentication
Validation
Signing and Issuance

Figure 2.3: Membership Service Provider (MSP) - Overview

Transaction flow in HyperLedger Fabric

The first step in a transaction between two clients is setting up a channel and regis-

tering users with the Certificate Authority to authenticate to the network. Supposed

Client A wants to purchase an asset from Client B. The chaincode that contains logic

representing a set of transaction instructions for this purchase should be installed on
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the peers and deployed to the channel, and an endorsement policy for the chaincode

defined. When Client A initiates a transaction to purchase an asset, the request goes

to peer A and peer B, representing each client. The Fabric SDK generates a trans-

action proposal, which is a request to invoke a chaincode function with specific input

parameters to read or update the ledger. It then packages the transaction proposal

with a unique signature by using the user’s cryptographic credentials. After that, the

endorsing peers verify that the transaction proposal is well-formed, the signature is

valid, the submitter is authorized correctly to satisfy channels policy, and it has not

been submitted already in the past (to prevent a replay attack). The endorsing peers

use the transaction proposal inputs to invoke the chaincode, producing transaction

results including a response value, read set, and write set. The ledger is not updated

at this time, but the results and the endorsing peer’s signature are passed to the

SDK as a proposal response for verification. If the chaincode submits the transaction

to the ordering service to update the ledger, the SDK verifies if peers endorsed the

transaction. After confirmation, the SDK signs and sends the transaction, includ-

ing the read/write sets, the endorsing peers’ signatures and the Channel ID, to the

ordering service. The ordering service receives transactions from all channels in the

network, then orders transactions chronologically by channel and creates blocks of

transactions per channel. The orderer is responsible for verifying transactions based

on cryptographic signatures, policies, etc.; all orderers in each client-side must agree

and sync to confirm the transaction. If the transaction is invalid, the orderer stores it

in blockchain but does not update the ledger’s state. If it is valid, the orderer sends

the invocation to all peers in the channel to apply the operation. Each peer appends

the block to the channel’s chain, and for each valid transaction, the write sets are

committed to the current state database. Then it emits an event to notify the client

SDK that the transaction (invocation) has been immutably appended to the chain

and inform whether the transaction was validated or invalidated.

Comparison of Ethereum with HyperLedger Fabric

19



Table 2.1: HyperLedger Fabric vs. Ethereum.

Features
Blockchain

Ethereum HyperLedger Fabric

Confidentiality Public / Private Network Private Network

Maintenance Ethereum Developers Linux Foundation

Consensus Mechanism POW- Proof of Work
Mechanism

Pluggable consensus
mechanism

Participation Anyone Organizations with
Certificate of
Authorization

Cryptocurrency Ether or Ethereum None

Programming Language Solidity Golang, JavaScript, Java

Transaction Fee Yes (Gas) None

Speed of Transaction Less (15-20 Transaction
per Second)

More

Security and Privacy Less More

Ethereum, like HyperLedger Fabric, is one of the most popular decentralized, open-

source blockchains with smart contract functionality. A large number of blockchain

applications have been developed for Ethereum; however, as a public blockchain, its

use cases are different from Fabric. Table 2.1 briefly compares the different properties

and functionalities of these two environments. Hyperledger can be very useful when

an organization or a business wants to develop customized blockchain applications

for business purposes due to the flexibility and capability of changing the whole

underlying infrastructure. It also offers the facility to create a blockchain application

maintaining the privacy of the organization’s information. On the other hand, with

Ethereum, anyone can join the network and create a node. Every such node possesses

a copy of the entire blockchain. It is more useful for applications that do not need any

confidentiality and can be developed and hosted by blockchain developer communities

around the world.
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2.5 Sharding

In large distributed public networks, like bitcoin and Ethereum, scalability has al-

ready been identified as a serious problem. The objective of increasing scalability in

blockchain systems is to process a high number of transactions per second (through-

put) without sacrificing security and decentralization. Besides throughput, several

other factors, such as storage, cost, and latency, can also impact blockchain scala-

bility. Storage issue refers to the problem of managing and handling the increasing

demand of transactions recorded in the blockchain over time. Latency refers to the

time between submitting a transaction to the blockchain and the first confirmation of

acceptance by the blockchain. Latency will be increased as the number of transactions

grows due to the peer-to-peer verification process. Once a transaction is confirmed,

based on the blockchain type, the user may need to pay transaction fees to the miner;

therefore, it will be much cheaper for the user to execute as many transactions as

possible outside of the blockchain and then later record them as one transaction.

Sharding is one of several popular ways to boost the horizontal scalability in a

blockchain, improve the throughput, and address latency problems. Shards are sub-

chains built over the main blockchain that spread out the computational and storage

workload across a peer-to-peer (P2P) network. In this case, each node isn’t respon-

sible for processing the entire network’s transactional load, and only maintains infor-

mation related to its shard. Each shard operates like a mini-blockchain with its own

processing power and a dedicated set of nodes, which no longer need access to all the

data on the main chain. Therefore the required computing power is further reduced,

improving processing speed on every shard.

Transactions in sharding can be classified into non-cross-shard or cross-shard trans-

actions [38]. Non-cross-shard refers to any transactions that only happen between

nodes that belong to a single shard, and the transaction can only be verified by

nodes in this specific shard. The security level of non-cross shard transactions de-
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pends on the size of the shard due to the blockchain transaction consensus protocol.

Cross-shard transactions occur between nodes from different shards, and the validat-

ing nodes are selected randomly from all shards. Furthermore, the type of sharding

can be divided into transaction sharding, in which all shard nodes will store a com-

plete ledger containing all verified transactions; and state sharding, in which each

shard stores the verified transactions that its own nodes have processed. To avoid

inconsistency in state sharding, all nodes that are related to the transaction keep the

ledger consistent, including transaction nodes and validating nodes. For example, in

cross-shard transactions, we might choose nodes every time randomly and use state

sharding. Because the sharding system cannot determine which parts of nodes are

responsible for storing the records, the blockchain system may lose state consistency

[39].

Distributing transactions over a subset of nodes may cause higher security risks

due to the smaller number of nodes that engage in transaction validating. Yu et

al. [39] conducted a security analysis of the sharding in blockchain systems. They

found that in both cross-shard transactions and non-cross-shard transactions, the

security level can be affected by the rate of malicious nodes; therefore, most sharding

designs use Verifiable Random Function (VRF) [40] to provide a random distribution

method to assign validating nodes from the whole blockchain network. Moreover,

some researchers have optimized the node distribution methods to improve the secure

transaction rate, using techniques such as game-theoretic analysis [41] and trust-based

shard distribution [42].

2.6 Smart Grid

Figure 2.4 illustrates an overview of the electric power system. Bulk generation is

provided by large-scale electricity generators, comprising both conventional and re-

newable energy sources such as hydropower, gas, geothermal power, solar, and wind.

Because electric power is commonly generated at a relatively low voltage like 30
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kilovolts (kV), step-up transformers are used to increase the voltage and transfer

the electric power to the high-voltage (e.g., 230/500 kV) transmission lines so that

electricity can be dispatched at low losses. The electric power then reaches the dis-

tribution substations deployed at the load centers. There, the voltage is reduced by

step-down transformers to a rather low level (e.g., 27.6 or 13.8 kV), and the electric

power is distributed through the lower-voltage network. Pole-mounted transformers

further reduce the voltage (e.g., down to 120/240 volt) such that residential cus-

tomers can use it. In real-world applications, an additional sub-transmission system

at a medium voltage level (e.g., 115 kV) can be set between the transmission and

distribution systems to further reduce transmission losses [43].
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Figure 2.4: Overview of electric power system.

A grid is a network of electrical conductors that deliver electricity to certain points.

The traditional grid can only transmit or distribute electric power. The Smart Grid,

on the other hand, can store data, communicate, and make decisions, thus transform-

ing the current grid into one that functions more cooperatively and responsively. It

can also provide a platform that maximizes reliability, availability, efficiency, economic

performance, and higher security from attack. The U.S. Electric Power Research Insti-

tute proposed the Smart Grid concept in 2001. Recently, it has been propelled again

by promoting low-carbon economies in developing countries to satisfy the exponential

increase in electricity demand while also reducing environmental degradation caused
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by fossil fuel-based power generation.

The National Institute of Standards and Technology (NIST) presents standards and

conceptual models that support planning, requirements development, documentation,

and organization of interconnected networks and equipment composing the Smart

Grid [44]. NIST focuses on seven key functionalities plus cybersecurity and network

communications that are elements of the Smart Grid:

Demand response and consumer energy efficiency

Demand response is a mechanism that allows r encourages consumers in a grid

such as utilities, business, industrial, and residential customers, to modify energy

use during times of peak demand or when power reliability is at risk. Besides, by

accessing each consumer’s detailed energy consumption information, utilities can help

each consumer save energy and optimize their energy usage behaviour.

Wide-area situational awareness

The goals of situational awareness are to monitor the behaviour of each grid’s com-

ponent in real-time to anticipate, prevent, or respond to problems before disruptions

arise. For example, one of the grid’s key challenges is maintaining voltage stability

and ensuring that the system is reliable. Monitoring each power system component’s

behaviour or consumption helps sustain fixed tolerable voltage at every single bus of

the network and prevents blackout.

Distributed Energy Resources (DER)

DERs are generators or electric storage systems interconnected with distribution

systems. DER systems can include various generation and storage technologies such as

renewable energy, combined heat and power generators (CHP), fixed battery storage,

electric vehicles with bi-directional chargers, and controllable loads. DER systems

can be used in local generation/storage, participate in capacity and ancillary service

markets in the Smart Grid or be aggregated as virtual power plants. Based on

several studies [45, 46], these functionalities help separate the local grid when power

is disrupted and form a more adaptive resilient power system. But integrating DER
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with a distribution system can also create challenges due to the uncertainty of most

renewable sources such as solar panels, wind power, etc. For example, complicated

optimization tools are needed to balance the network and control the supply-demand

relationship. Otherwise, adverse events could occur such as a reverse power flow from

the distribution system to the transmission system, creating unexpected congestion.

Energy Storage

Energy storage systems are regarded as promising solutions for providing ancillary

services to electricity networks and playing an important role in developing Smart

Grids. There are different ways to store energy, directly or indirectly. The pumped

hydroelectric storage technology is one of the most common bulk energy storage

technologies [44].

Electric transportation

Electric transportation refers to trains, trams, cars, buses and bikes which run on

electricity. The Smart Grid will be needed for large-scale integration of plug-in electric

vehicles (PEVs). Electric transportation could significantly reduce dependence on

oil, increase the use of renewable energy sources, provide electric energy storage to

alleviate peak-load demands, and dramatically reduce the nation’s carbon footprint.

Network communications

It is critical for the Smart Grid to implement communication networks, both wired

and wireless, which define a common semantic framework for enabling effective com-

munication and coordination across inter-system interfaces. Effective communication

means that each of the systems in the grid can understand and respond to the data

provided by the other systems, even if the system’s internal workings are quite dif-

ferent.

Advanced metering infrastructure (AMI)

AMI provides real-time monitoring of power usage. These advanced metering net-

works are integrated equipment, communications, and information management sys-

tems that create a two-way network between advanced meters and utility business
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systems, allowing the collection and distribution of information to customers and

other parties, such as the competitive retail supplier or the utility itself.

Distribution grid management

The automation of distribution systems is increasingly critical to the efficient and

reliable operation of the overall power system. Distribution grid management can

increase reliability, reduce peak loads, increase efficiency of the distribution system,

and interact with distributed renewable energy sources.

Cybersecurity

Cybersecurity includes measures to ensure the confidentiality, integrity, and avail-

ability of electronic information communication systems and control systems, which

are necessary for managing, operating and protecting the Smart Grid’s energy, infor-

mation technology, and telecommunications infrastructures.

26



Chapter 3

A Systematic Review of
Blockchain-based Smart Contracts
in Distributed Energy Systems

In this chapter we conduct a systematic review of smart contract applications in the

Smart Grid. We first focus on blockchain-based smart contract design and implemen-

tation in different studies, and categorize models and a variety of use cases related to

energy companies’ operations and Smart Grid functionality. Finally, we investigate

the storage limitations and alternative solutions for blockchain technology.

3.1 Introduction

Energy systems are undergoing tremendous change to adapt to the high penetration

of renewable energy, increased energy demand and technological advancements. The

Smart Grid, which leverages Information Technology (IT) to improve energy system

efficiencies, is a key response to these needs. Blockchain technologies are one possible

avenue for increasing the resilience of the Smart Grid by decentralizing the monitoring

and control of system-level objectives and fulfilling contracts in diverse markets. The

decentralized nature of the blockchain may be particularly important for the energy

market as the penetration of residential prosumers offering microgeneration to the

grid grows.

Using blockchain for distributed management of energy systems offers several ad-
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vantages. The system is more reliable as data are protected against loss, tampering,

and a single point of failure. Some blockchains allow parties that do not share a trust

relationship to interact without the need for a third party guarantor [47]. The secu-

rity and privacy of data can be protected through smart contracts’ automated rules

and the inherent features of blockchains [48, 49] while also providing cost savings [10].

Some blockchain designs can also promote social cohesion and a sense of community,

preference satisfaction, and uncertainty reduction [50].

Smart contracts are the key component in designing and developing distributed

applications based on blockchains, specifying how data is written to the ledger and

analyzing stored data from the blockchain. In particular, for decentralized energy

systems, smart contracts implement controllable procedures to verify and prepare

energy data to be stored on the ledger, and process and analyze the stored data.

Therefore, this review focuses on smart contracts’ design and development patterns

in decentralized energy applications. Previously, multiple literature reviews focused

on distributed energy systems which either present a comprehensive systematic review

[51] or investigate a particular aspect, such as cybersecurity [52], data analysis [53],

or application areas of blockchain in the Smart Grid [54]. Table 3.1 summarized some

of these review papers. However, to the best knowledge of the authors, there has not

been a review that focuses on smart contracts within energy systems, particularly

those smart contract designs that have been implemented as prototypes.

In this contribution, we present a comprehensive, systematic survey on a smart con-

tract’s performance characteristics and design that interacts in complex ways with

the underlying blockchain network. It is thus essential to empirically test a smart con-

tract’s performance; without such an evaluation, the suitability of the smart contract

for its intended application simply cannot be determined. Our research questions are

thus as follows:

(Q1) For what purposes are smart contracts deployed in energy systems, and how

are smart contracts implemented?
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Table 3.1: Summary of recent reviews on smart energy systems

Paper Research Focus Smart Contract

Alladi et al, Blockchain in Smart Grids:

A Review on Different Use Cases [54]

Several commercial blockchain deployments in the Smart Grid

and various challenges that must be overcome in order to

integrate these two technologies were discussed.

They discussed the importance and application

of smart contracts in the blockchain-based

Smart Grid, such as security and energy trading,

but they did not review studies in this area.

Zhang et al, Big data analytics in

Smart Grids: a review [53]

Discussed big data analytics and corresponding

applications in Smart Grids like benefits brought to the

present power system and improved customer service

as well as social welfare in the era of big data by dealing

with massive amounts of data from energy networks,

meteorological information systems, geographical information

systems, and other sources.

-

Ali et al, State-of-the-Art Artificial

Intelligence Techniques for Distributed

Smart Grids: A Review [55]

Reviewed of the state-of-the-art artificial intelligence techniques to

support various applications in a distributed Smart Grid. Identified

some limitations of the AI techniques presented in the literature.

-

Kushch et al, A review of the applications

of the Block-chain technology in smart

devices and distributed renewable energy

grids [56]

A critical review of the existing technology in the smart cities and

Smart Grid paradigms from the security perspective.

They defined and discussed the application of

smart contracts briefly

Andoni et al, Blockchain technology in

the energy sector: A systematic review

of challenges and opportunities [51]

Provided a systematic review of 140 blockchain research projects

and initiatives undertaken by companies and research organizations

in energy sector.

Include some researches or companies that use

smart contracts.The potential application of

smart contracts were discussed in billing and

competition.

Bao et al, A Survey of Blockchain

Applications in the Energy Sector [57]

comprehensive review of how blockchain technology has been

deploed in P2P energy trading system.

Reviewd some paper that used smart contracts,

but their focus is on application of blockchain

Abdella et al, Peer to peer distributed

energy trading in Smart Grids: A survey [58]

Provided a comprehensive survey in P2P energy trading including

demand response optimization models, power routing devices and

power routing algorithms.

Discussed the importance and application of

smart contracts

Mollah et al, Blockchain for future smart

grid: A comprehensive survey [59]

provided a comprehensive survey on the application of blockchain

in Smart Grid in security issues.

Discussed researches that used smart contract

in microgrid application, but their focus is on

application of blockchain in security, trading

monitoring and control

Zhuang et al, Blockchain for cybersecurity

in Smart Grid: A comprehensive survey [52]

presented a survey include the latest insights of ideas, architectures,

and techniques of implementation based on blockchain’s application

in the Smart Grid for cybersecurity.

Discussed the application of smart contract

in security
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Table 3.2: Classification of studies reviewed in the paper

Scientific Database Total number of papers Journal Conference Workshop Preprint Other

IEEE 35 17 19 1 0 0

ACM 0 0 0 0 0 0

Springer 7 4 2 0 0 1

Elsevier 10 10 0 0 0 0

MDPI 2 2 0 0 0 0

Other Journal 2 2 0 0 0 0

Other Conferences 1 0 1 0 0 0

Total 58 35 22 1 0 1

(Q2) What are the limitations of the blockchain platforms in (Q1), and how might

these limitations be addressed?

To answer these questions, the authors have searched the Google Scholar database

(which, while not curated, seems to capture a wider selection of papers than other

platforms, e.g. Scopus) using four sets of keywords, “Energy System Blockchain,”

“Energy System Smart Contract,” “Smart Grid Blockchain, and “Smart Grid Smart

Contract.” Our inclusion criterion for these reports was that the paper must present

the design of the smart contracts and the implementation of the proposed system.

Therefore, the studies that only mentioned the smart contract concept but did not

address smart contract design elements in the context of the specific application are

excluded from our study. Our initial pool of papers included 62 papers; however, after

examining the papers thoroughly, we excluded three papers because the studies were

based on substantially inaccurate assumptions concerning blockchain fundamentals

and smart contract objectives. Table 3.2 summarizes the sources and publication

types of the selected primary reports. To address (Q2), after thoroughly reviewing

the papers for the first research question, we identified two common limitations of

blockchain-based solutions for energy system applications: on-chain data storage and

interoperability.

Our first finding is that common patterns in the design and responsibilities of

smart contracts, development constraints, platform customization, and case studies
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Table 3.3: Electric power system planning and operation functions.

Function Time frame Smart contracts

System planning 1 – 10 years or longer not applicable

System maintenance 1 week – 1 year The potential can be investigated

Unit commitment 4 hours – 1 week Ancillary systems, cyber security, auditing and monitoring

Economic dispatch 10 minutes – 4 Ancillary services

Regulation, control, and protection 10 minutes or shorter Ancillary systems, cyber security, auditing and monitoring

in the power system lead to a subdivision of our primary sources into four groups.

We thus categorize the studies as focusing on Trading and Market, Ancillary Services,

Auditing and Monitoring, or Cybersecurity. Table 3.3 maps some of these categories

to planning and operations in electric power systems [60].

The remainder of this chapter is organized as follows. In Section 3.2, we classify the

selected literature into four main categories and identify the major research themes

within each category. Section 3.3 introduces solutions and methodologies for data

storage problems within blockchain applications, including both on- and off-chain data

storage. Section 3.4 elaborates on interoperability between blockchains for increasing

scalability and performance. Finally, we offer a summary and discussion of future

work in Section 3.5.

3.2 Smart Contract Design in Energy System Case

Studies

We categorized papers based on the application and design of smart contracts in the

power grid system. In each following section, we elaborate and explain the problem

and scope of each application and investigate the methodology and smart contract

design that each paper proposed for each function. Table 3.4 presents a summary of

energy system studies based on blockchain.
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Table 3.4: Summary of energy system studies based on blockchain

Application Summary

Market operations

Auction holdings [47–49, 61–73]

Payment operations [47, 49, 61, 64, 71, 72, 74–77]

Reduce energy cost and demand management [10, 70, 73, 78–81]

Demand and Supply Optimization [65, 73]

User registration and collect energy market data [73, 82–84]

Energy Transfer[72, 85, 86]

Ancillary services

Supply and demand management [15, 83, 87]

Charging coordination mechanism for energy storage units [14]

Optimization and control of energy resources [74]

Voltage regulation [12]

Agreements for shared control of energy transfer processes [88]

Proportional Fairness control strategy to avoid power surplus [13]

Electronic Vehicle charging/discharging scheduling algorithm [89]

Control approach for Battery Energy Storage System [90]

Auditing and monitoring

Monitoring and tracing energy consumption from the Smart Grid [83], [84], [91], [62]

User Interaction and behavior evaluation [92]

Data Monitoring and Sharing Mechanism [93]

Cybersecurity

Privacy-preserving approach to protect energy trading information [94]

Edge model for a Smart Grid network [95]

Keeping vulnerable smart meters out of the network [96]

Atomicity of data transaction [75], [76]

Temporarily blockchain network [97]

Anonymous authentication and key agreement protocol for the edge-computing-based Smart Grid [98]

Detection of disruptive behaviour of electrical power [91]

The dynamic join-and-exit mechanism [99]

Using Cryptography tool [100]

Access control [48, 101]
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3.2.1 Trading and Market

Trading energy can take different forms based on the types of parties in the grid.

For example, in the energy market, two utility companies can sell power to each

other (utility-to-utility), or one utility company sells the power to individuals or

houses (utility-to-consumer). As the usage of roof-top photovoltaic (PV) panels and

distributed wind-driven generators increases, traditional energy consumers are be-

coming prosumers (who can both consume and sell energy) [102], which establishes a

(peer-to-peer) P2P energy market. P2P energy trading refers to direct energy trading

between prosumers and consumers without conventional energy suppliers. Internet

of Things (IoTs) and smart-meter technologies also revolutionize the energy market

and enable real-time measurement of the power system [103]. A decentralized energy

trading mechanism can take advantage of the above changes and facilitate the energy

market. Distributed ledger technologies and smart contracts can allow a generating

unit to trade with a consumer or power utilities directly via autonomous trading

agents, cutting out the third parties [47] and reducing the cost of energy [80]. Smart

contracts can search for the best deal in the marketplace that satisfies a consumer’s

forecast demand for a given time period, improving the efficiency of the operations and

reducing the peak load [48]. Agreements between consumers and prosumers would

be securely recorded in the blockchain and automatically executed at the scheduled

time. Payments would occur automatically at the time of delivery as specified in the

agreed contract. Furthermore, creating a global market for renewable resources and

setting incentives for eco-friendly consumer behaviour can encourage investment in

renewable generation plants [104].

Table 3.5 presents the studies we reviewed that designed blockchain-based smart

contracts for the energy market. Figure 3.1 is a semantic diagram that classifies the

smart contract design and usage in the energy market studies. As you can see, smart

contracts are mostly used for registering and collecting data, auction implementation,
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Energy Market

Auction
Implementation

Double Auction 
[108,61,68,49]

Open English 
[69,48]

Merit Order
[111,67]

Record data
and transaction on

the ledger

Handle secure
payment

Automate billing and
payment process [77,74]

Increase Cryptocurrency
popularity in energy market

[49,72,71]

Reduce Energy Cost

User info

Smart Meters

Utility
Companies

Energy
Transaction

.......

Energy transactions

Using Game theory model to
manage home appliances

consumption [79]

Economic saving and
reduction of peak load
[10,81,80,70,78,79,84]

Creating load pro�le and �nding
best matching-tari� [70] Schedule energy transferring at a

speci�c time or event and handle the
subsequent processes [85,72]

Establishing consensus and
Managing power delivery and

consumption [86,72,85]

Vickery Second Price 
[107,47,71,63]

Custom auction 
[65-66,88]

Consumers can select di�erent
energy supplier based on the rate

[62]

Federated
Learning [73]

Using Federated Learning to predict
future demand and consumption [73]

Figure 3.1: Semantic Diagram for Energy Market.

payment, transferring energy virtually, and reducing energy costs.

User Registration and Data Collection

The first task of smart contracts in the energy market is user registration and autho-

rization. The market participants are required to be authenticated and authorized

to interact with the blockchain, submit transactions, and query data from the ledger.

Most of the studies in the energy market area use blockchain to store and process

privacy-sensitive information of users [83]. Furthermore, user behaviour and activity

can be tracked, allowing the utility to detect malicious behaviour [91]. Kang et al.

[84] implemented user registration smart contracts, in which authorized consumers

are also able to monitor energy usage and energy remaining in real-time. Prosumers

are registered along with their conditions and price for selling. The contracts can also

match consumers seeking to purchase energy with sellers.

Smart contracts collect the necessary data from the off-chain components and

record them on the ledger for the forthcoming operations. These data can be col-

lected from different and separated entities, such as smart meters, prosumers, utility

companies, power generation centers and more. The collected data includes seller

data (such as the quantity of available PV energy), bidder data (auction bids) and

closed bid data [47, 49], the usage preference of each user [83], recording/updating

utility company information, recording/updating demand information [82], and smart

meter readings [77] [86].
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Table 3.5: Energy trading market studies

Study Blockchain platform Description Trading Mechanism Implementation Perf. evaluation

You 2019 [78] - proposed a demand response model & Reduce energy cost - - -

Hahn 2017 [47] Private Ethereum Established a trustworthy market for prosumers Vickrey second-price auction Yes -

Kumari 2020 [48] Public Ethereum Proposed a secure energy trading scheme called ET-DeaL E-auction Yes Yes

Wang 2018 [10] -
Using game theory model for demand-side management and

creating an efficient trading system
- - -

Han 2020 [49] Private Ethereum P2P energy trading system Double auction Yes Yes

Hu 2019 [87] - Trading mechanism for energy power supply and demand (EPSDN) - Simulation test -

Mengelkamp 2018 [61] Private Ethereum Presented local energy market for 100 residential households Double auction Yes -

Thomas 2019 [88] Ethereum
Using smart contracts to make agreements for shared control of

energy transfer processes.

Highest Combined Offer (HCO) and

Ranked Preference Selection (RPS)
Yes Yes

Afzal 2020[79] Ethereum A Distributed demand side management using game theoretic model - - -

Khattak 2020 [105]
Hyperledger Fabric

(Hyperledger composer)
Automate the bidding process based on supply and demand - Yes -

Munsing 2017 [74] Ethereum Proposed a distributed optimization and control approach -
simulation in SCE

55-bus test network
-

Amanbek 2018 [63] -
Presented a novel method for a decentralized transactive energy

management system
Modified Vickrey Second Price auction Simulation test -

Myung 2020 [65] Ethereum Using blockchain to reduce the wasted energy Custom auction yes -

Nakayam 2019 [82] Private Ethereum
Transactive energy market for solving an economic dispatch

problem of Distributed Energy Resources.
- Yes -

Sabounchi 2017 [64] Ethereum - Custom auction
Simulation: SunPower

SPR-305E
-

Khalid 2020 [80] Private Ethereum A hybrid P2P energy trading market to reduce energy cost Customized bidding Yes -

Mengelkamp 2018 [104] Tendermint
An energy market to encourage investment in renewable generation

plants and locally balancing supply and demand.
- Yes -

Dimobi 2020 [66] Hyperledger Fabric A peer to peer transactive energy operation within a microgrid
Auction-less with normalized sorting

metric & a simple auction with penalties
Yes -

Heck 2020 [67] Private Ethereum A local energy market Merit order Yes -

Brousmiche 2018 [68] Ethermint private
An agent-based simulation framework to implement a distributed

energy market
Double auction Yes Yes

Monroe 2020 [50] Power Ledger An agent-based model for energy trading market -
Multiagent Simulation

and the Mason Library
-

Kang 2018 [84] Private Ethereum Renewable energy trading platform - Yes -

Seven 2020 [69] Public Ethereum Virtual power plant trading Open English Yes Yes

El-Syed 2020 [72] Ethereum -
Prosumers add offers and consumers

select an offer they are interested in
Yes -

Yang 2020 [15] - Proposed a novel Automated Demand Response framework - Simulation in CPLEX -

Wen 2020 [106] Hyperledger Fabric - - Yes -

Kounelis 2017 [77] Ethereum - - - -

Lombardi 2018 [96] -
Implemented energy trading and auctions transactions as well as

security enhancement features
- - -

Wang 2020 [75] -
A distributed Platform for managing access and sharing the data

generated by smart meters and smart appliances
- - -

Dorri 2019 [76] Private Ethereum Participant can directly negotiate the energy price in a secure way - - -

Dorri 2021 [97] Hyperledger Fabric
proposed a blockchain network that records blockchain’s transactions

temporarily for the purpose of energy trading
- Yes Yes

Suther 2020 [62] Ethereum-React - - Yes -

Sexana 2019 [70] Hyperledger Fabric
An energy trading market mechanism for residential communities to

reduce overall peak demand and electricity bills
- Yes -

Muzumdar 2021 [71] Ethereum Proposed a distributed trustworthy and incentivized trading platform Vickrey auction Yes Yes

Zheng 2018 [100] Ethereum
A trading system based on the combination of consortium blockchain,

proof of stake consensus mechanisms and cryptography tools
- - -

Bouachir 2022[73] -
Proposed a Federated Learning model based on blockchain for

P2P energy market
- Yes Yes
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Market mechanism

There is a need for distributed markets to enable energy exchange in transactive en-

vironments without the need for trusted third-party services between the buyer and

seller entities. Smart contracts can execute the trading and payment rules without

human interaction and enhance the security and fairness of energy trading. Multiple

studies use smart contracts to implement auction mechanisms to form power pur-

chase contracts in the energy trading market. These include double auctions, Open

English auctions, Vickrey second-price auctions, and several other formats. In an

auction market, buyers enter competitive bids, and sellers submit competitive offers

simultaneously. The price at which a commodity trades represents the highest price

that a buyer is willing to pay and the lowest price that a seller is willing to ac-

cept. Matching bids and offers are then paired together, and the orders are executed.

The winners of the auction sell and receive power according to their bids, and the

whole process then repeats for the next time period. For residential dynamic pricing

schemes, the auction might run as often as every five minutes. Comparative studies

of smart-contract-based auction models might involve examining market dynamics

(e.g. market efficiency, comparing bidding strategies) [71] [49], or network character-

istics in the underlying blockchain network (e.g transaction latency or throughput)

[71]. Both involve simulating the auction model on a chosen blockchain network with

various numbers and classes of participants. Based on the auction technique and

implementation, the studies are categorized as follows:

A) Vickey Auction:

A Vickrey auction or sealed-bid second-price auction (SBSPA) [107] is a type of

sealed-bid auction in which bidders submit their bids without knowing the bid of

the other people in the auction. The highest bidder wins, but the price paid is the

second-highest bid. Hahn et al. [47] use this technique to match consumers and

prosumers. Vickrey auctions require sealed bids that protect parties from viewing

other bidders, but blockchain transactions are public, and everyone can view other
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transactions and use that information. Therefore, they implemented two different

transactions of CommitBid and RevealBid. At first, all consumers commit their bid

via the CommitBid function in the specified time. Then, the bids will be revealed,

and the Vickery auction algorithm determines the auction winner and clearing price.

Muzumdar et al. [71] implemented an energy injection contract that specifies energy

available for the auction iteration and a bidding contract specifying total energy de-

mand. A consumer with the highest bid wins the auction but pays an amount equal

to the second-highest bidder’s bid as an incentive. The auction is recursively carried

out for the available energy and bidders without changing their bid value until all

demands are satisfied, or available energy becomes zero. The loser of the auction can

still receive energy at a government-regulated rate. The proposed framework satisfies

more bids than the existing methods, such as the double price and the English auction

method. They considered 20 consumers and 19 prosumers for testing energy trading

with three different bidding strategies: Truthful bidding, Over-bidding, and Under-

bidding. Based on different scenarios, they found out that the proposed framework

forces consumers to do truthful bidding. Truthful bidders are auction winners and

get a better deal than the feed-in tariff and get higher pay off than other bidders most

of the time. Amanbek et al. [63] proposed a Modified Vickrey Second Price (MVSP)

auction to solve the competition problem in transactive energy systems when multiple

participants in the market have excess energy to sell. The energy trading is imple-

mented in this auction based on locational marginal prices (LMPs), number of buyers,

energy demand and energy availability. LMP refers to the price of electricity in real

time at points across the regional high-voltage transmission system. This pricing is

fundamental to competitive wholesale power market transactions. In MVSP auction

prices are estimated by replacing bids with LMPs. Winners are decided based on

lowest price estimate among sellers, whereas bid of buyers indicates maximum price

at which they are willing to purchase the energy. In addition, the information on

remaining energy demand is available at all times and encourage sellers to offer lower
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prices when total demand is lower than supply.

B) Double Auction:

A double auction [108] is a methodology for buying and selling with multiple sellers

and buyers. Buyers or consumer submit their bids, and potential sellers offer their ask

prices to the market. Then it clears the market with a certain price. (A market clear-

ing occurs when supply and demand are equal. The buyers and sellers use that price

to exchange goods in the market.) Han et al. [49] proposed an energy trading mech-

anism based on a double auction consisting of closed bidding and energy exchange

transactions implemented by smart contracts. In the closed bidding transaction, each

producer and consumer can submit the bid amount, the bid price, and the energy

type or preference. In the energy exchange transaction, the producers’ offers are

sorted in increasing order and the consumers’ in decreasing order. Buyers and sellers

are matched based on their energy type and price. They also evaluated the auction

mechanism through a simulation running on the Ethereum platform consisting of nine

players, including four consumers, four producers, and the distribution system oper-

ator (DSO). During a one-day simulation, energy suppliers and consumers submitted

bids every thirty minutes, and then the system executed the energy exchange and

settlement process. The evaluation result indicates that 83.72 percent of energy is

successfully traded through simulated auctions, and the average clearing prices were

always a number between the bid prices. The DSO balanced only 2.91 percent of

the total actual energy because the mechanism is designed to incentivize prosumers

to bid honestly. They compared their method with the conventional double auction

methods [109, 110], and found that the proposed method is able to produce more

accurate market quotations.

Mengelkamp et al. [61] implemented a closed double auction on a private blockchain.

In each period time (t), each prosumer and consumer submit one bid or offer price to

the market to satisfy trading demand in the next period (t+1). The lowest bid price

that can still be served determines the market clearing price. Any surplus or deficit is
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balanced by trading electricity with standard energy provider prices. Brousmiche et

al. [68] implemented two functions via smart contract: proposeBid and proposeAsk

to find a critical point where the demand volume meets the supply. Both take the

volume of energy, the desired unitary price, and the target market turn. Additionally,

the utility prices of energy (prices of the supplier) can be modified in real-time by

authorized parties.

C) English Auction:

Seven et al. [69] implemented an auction contract adopting the “open English auc-

tion”. First, each auction should be initialized by an auction owner (specifying start-

ing price, duration, the bid increment amount, etc.). Each auction contract also

should have a start and end time, but the auction owner may need to cancel the

auction and withdraw the winning bid in unexpected situations. After the auction

starts, any agent can submit a bid if no restriction rule is made and the auction has

not been cancelled or ended. In auctions, users try to bid the maximum amount that

passes the auction’s highest bidder. If no competing bidder challenges the standing

bid within the specified time by the owner, the standing bid becomes the winner. In

the case that no bidder accepts the starting price, the owner either begins to lower

the starting price in increments or bidders are allowed to bid prices lower than the

starting price. When a customer submits a new bid greater than the previous one,

the current highest bidding level is calculated as the previous top added to the bid

increment amount, which the auction owner sets in the beginning. The fairness of

the competition is secured in this way; otherwise, rich participating parties could

overact easily to win all the auctions. Unlike other auctions, the English auction

seems fully transparent and reveals the identity or the existence of all bidders and

their bids. Kumari et al. [48] also established similar strategies for energy auction

between prosumers and consumers called E-auction. They also assigned a time slot

for the E-auction to handle the late response from users.

D) Merit Order:
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Many energy markets use the merit order method to determine the market clearing

price, such as The Alberta Electric System Operator (AESO) [111]. In the AESO

market, suppliers enter offers, which are the pair of available capabilities and prices,

seven days ahead of the delivery hour or any settlement interval. They are able to

change the volumes any time and the price up to two hours before the settlement

interval. For each hour of the day, the offers are sorted from the lowest-priced to the

highest-priced. Then, the AESO’s system controllers first dispatch the lowest-priced

offers from the bottom and move up towards the higher-priced offers until meeting

all electricity requirements and demand. The intersection of the power demand and

power supply determines the clearing price or marginal price (SMP) for electricity.

The SMP is calculated every minute and is used to calculate the hourly settlement

price, also known as the Pool price. The Pool price is calculated as the average of all

SMPs in each hour. Both SMP and Pool price reflect the market economies. In this

method, Power stations with high generation costs such as gas or coal are vulnera-

ble to being pushed out of the market as they cannot compete at lower prices from

renewable installations such as wind turbines and photovoltaic installations. Heck et

al. [67] implemented the merit order mechanism via smart contract in two phases:

ask and bid. Ask includes an electricity amount, price and the electricity type that

the prosumer sells. During each period, the smart contract reads generation and con-

sumption data from participants’ smart meters and creates an ask in case of excess.

In case of consumption, the smart contract requests the latest smart meter reading

and the participants’ price preference to create a bid, including the amount and the

preference based on the energy type.

E) AI method:

AI techniques in energy markets and P2P energy trading platforms can be used to

predict energy production, demand and price to develop bidding strategies. Bouachir

et al. [73] proposed a Federated Grid based on blockchains and smart contracts to

automate energy trading between prosumers and consumers while providing trust and
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privacy among all participants. They used various smart contracts to handle trans-

actions such as registering prosumers and consumers, calculating prices, microgrid

information, energy sharing, and federated learning. Federated learning contracts

predict the future demand and production and select the various participants for the

coming auction round. In the federated learning process [112], a machine learning

model is distributed across multiple nodes, and the model is trained on the data of

each node in a decentralized manner without sharing or transferring user data. Then

all the parameters will be gathered and aggregated for use on a global model. There-

fore, in the paper mentioned above, they implement two main functions with smart

contracts. The first is GetModel, which allows the selected participant to gather the

global learning model parameters from the contract. The second function, SetModel,

allows sending or updating the parameters at the end of each round of the auction.

The machine learning model enables the prosumers to decide on their participation

and strategies in the energy market.

F) Other Settlement Mechanisms:

Some of the studies design a new method or similar auction methodologies to coor-

dinate a microgrid market. Dimobi et al. [66] proposed two auction-less mechanisms

and one simple auction scheme. In the auction-less method, a rate structure is prede-

fined and categorized into three tariffs: a retail rate, which is the price that consumers

pay to buy from the grid when there is excess demand; a community rate which is the

price to exchange energy in the grid; and a wholesale rate which is the price for suppli-

ers that sell power to the grid. A net value is calculated by subtracting consumption

from production. The parties are sorted based on their net energy values, and the

smart contract transparently updates their account balances. They normalized this

schema by sorting the producers in ascending order and the consumers in descending

order. They also proposed a simple auction mechanism that allows each prosumer

to offer their price, and the community rate is the market clearing price determined

by the auction mechanism. After matching the buyers and sellers, actual generation

41



and consumption are verified, and if there is a deviation from bids, penalties will be

assessed. Sabounch et al. [64] implemented a simple auction in a smart contract. In

each auction iteration, they received the currently available resources from the seller

coalition and announced them to the buyers. They then wait until a specific time

or until all buyers’ bids are received to compare and announce the winner. Myung

et al. [65] implemented an auction algorithm including 5 phases. The first phase is

the initialization when the smart contract invokes auction data from the seller and

initializes parameters such as the amount of power supply, time of supply, minimum

bidding, and auction time. The next phase is Bidding, in which the buyers submit

their bids based on the current auction. The bidder with the highest prices will be

chosen after the time is up. Then all the buyers redeem their bidding amount at the

withdrawal phase, and the seller transfers the agreed amount of power at the Supplier

phase. Thomas et al. [88] used smart contracts to make agreements for shared con-

trol of energy transfer processes. They define two sets of algorithms for this purpose:

The Highest Combined Offer (HCO) algorithm selects the highest combined bid from

both network operators. The Ranked Preference Selection (RPS) algorithm selects

the bid with the lowest summed rank of the options.

Secure Payment and Settlement

Once a power purchase contract is agreed upon, the next step is handling a secure

payment between consumers and producers to pay for the purchased power. Consid-

ering the transparency, lack of third parties, and the existence of Cryptocurrencies,

several types of research in the energy market used blockchain technologies and smart

contracts to execute a secure payment [49] [64] [61]. The enhanced security features

of blockchain help increase data privacy, identity management and resilience towards

cyber-threats. In addition, some studies designed or used atomic protocols to ensure

the atomicity of data transactions in computing results, release and payment [75][76].

For increasing the atomicity of transactions, several methods have been introduced.

For example, we can block the money while transferring energy and release it after it
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is transferred successfully to the consumers [76]. In other examples, both consumers

and producers should pay a certain amount of money at the beginning of the auction.

The blocked money will be released after the energy is transferred successfully and

the prosumer receives their settlement.

If the blockchain is integrated with metering infrastructure, this provides a plat-

form to track energy produced and consumed at each endpoint and inform consumers

about the sources, whether it is renewable energy or comes from nonrenewable energy

sources, and the cost of their energy supply [77]. Hence, it can provide the oppor-

tunity for automated billing and payment processes for consumers and distributed

generators. After the smart contract receives the final schedule and clearing prices

for exchanging power, a second smart contract can be designed to read the informa-

tion from the trusted metering device and compares the result with the first smart

contract. Then, it can compute penalties and automatically handle payments and

charges based on that information [74].

An increasing number of utilities accept cryptocurrencies for energy and electricity

payments. E.g. the Australian startup PowerLedger operates an energy trading

network based on a P2P blockchain using the POWER token for payment [113].

Likewisely, many researchers in this area employ existing cryptocurrencies or create

new tokens for payment in their distributed platform, including Han et al. [49],

El-Syed et al. [72] and Muzumdar et al. [71].

Reducing Energy Cost

Implementing a blockchain-based energy trading market mechanism can reduce con-

sumer electricity bills by eliminating transaction costs incurred by third parties [70].

It can also preferentially purchase energy from low-cost providers such as renewable

energy sources in the grid. Furthermore, distributed energy management provides

a platform for monitoring energy consumption and production in the grid [10] and

finding the best match for each consumer based on their load profile and demand

[81] , which can lead to economic savings, reduction of peak load [80], and enhanced
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market efficiency. Knirsch et al. [81] proposed a framework based on the blockchain

and smart contract to match load profiles from utility providers with load profile

forecasts from customers in order to find a matching tariff without directly revealing

any load profiles to any involved party. Their protocol finds the best-matching tariff

for a customer with 93.5% accuracy while ensuring transparency, verifiability and re-

liability. Saxena Farag et al. [70] proposed a blockchain-based energy trading market

mechanism for residential communities to reduce overall peak demand and electricity

bills. They evaluated the proposed platform with two sets of data, which shows that

the distributed platform can reduce peak demand by 46% and save 6% of total tariffs.

Bouachir et al. [73] proposed a Federated Learning method to predict demand and

consumption during each auction round. Their experimental results showed a 17.8%

decrease in energy cost for consumers and a 76.4% decrease in load over utility grids.

Smart contracts are also used to implement a game theoretic model to handle and

schedule the time and usage of home appliances to reduce individual costs [79]. This

can help shift the operation time slot of each device from peak demand to off-peak

demand, which reduces the need for additional peak generation and thus energy cost.

Furthermore, due to market transparency it is also possible for smart contracts to

change a user’s energy demands in real-time in response to those of other users or

changes in energy production (i.e. demand-response pricing) [78].

Kang et al. [84] designed an automated renewable energy market for residential

consumers and prosumers using smart contracts. Using private blockchain associated

with additional security layers reduces the time and cost of market process operations.

Suther et al. [62] proposed a smart contract for local energy trading amongst resi-

dential users. Consumers have the authority to select from different energy suppliers.

They can decide based on the rate, which leads to energy affordability through more

competitive prices.

Virtual Energy Transfer

Smart contracts can potentially be used to schedule the transfer of energy between
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consumers and producers. Multiple transactions can be defined to set rules, track

the status of agreements or define schedules for delivering power. For example, smart

contracts are used to predefined rules, such as delivering at a specific time or event and

responding to particular situations [85]. In addition, each smart contract can invoke

another transaction or function, which can help to handle subsequent processes after

delivering the power [72]. Utz et al. [86] also established a consensus between various

meter points by smart contracts, linking each meter point to a balancing group for

settling energy delivery and consumption.

3.2.2 Ancillary Services

Ancillary services ensure that the interconnected electric system provides acceptable

power quality for the current demand and supply, and ensure reliability and security.

Based on the number of participants, and the size and complexity of the transmis-

sion system, Electric System Operators provide different services to ensure reliability

when there is an unexpected imbalance in the grid. For example, The Alberta Elec-

tric System Operator (AESO) in Alberta, Canada [111], procures ancillary services

including Operating Reserve (OR), Transmission Must-Run (TMR), Black Start, and

Load Shed Services for imports (LSSi).

1. Operating Reserve: These reserves provide additional capacity or frequency

support into the system, when the present energy supply is not adequate for

the present demand. Regulating reserves are immediately available whenever a

momentary imbalance in supply and demand would cause a voltage sag. Spin-

ning reserve refers to generators that are synchronized to the grid but not yet

delivering power; they can quickly inject substantial additional energy into the

grid when needed. Supplemental (”standby”) reserve refers to generators that

are available but not yet synchronized to the grid.

2. Transmission Must-Run: TMR generation compensates for insufficient local
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Figure 3.2: Semantic Diagram for Ancillary Services.

transmission infrastructure relative to local demand.

3. Black Start Service: Some generators need start-up power provided to them

(e.g, a gas turbine needs outside power to bring the turbine up to adequate

RPM before fuel can be injected). Generators who can restart their facility

with no outside source of power are contracted to provide this power in the

event of a total system blackout.

4. Load Shed Services for imports: LSSi systems permit AESO to shut down

power flow to selected high-demand consumers, when necessary to balance en-

ergy demand with available supply (e.g, in the 2021 summer heatwaves, energy

demand came very close to the maximum available supply. If it had exceeded

that limit, AESO would have contractually been able to reduce total demand

by cutting power to very large sites).

Blockchain and smart contracts provide transparency, traceability, and security in

the system. These features can be used to design a robust and secure decentralized

control system that enhances the reliability of the grid or optimizes and controls en-

ergy resources [74]. The blockchain provides a platform to track energy produced

and consumed at each endpoint. Therefore, a decentralized control system can use

this information to manage and prioritize supply and demand, leading to the power

system’s stability [83]. Smart Contracts are potentially designed in this kind of con-

trol system to handle secure transactions between consumers and producers, monitor
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users’ behaviour and data, define rules, and handle the decision-making process. Fig-

ure 3.2 shows a semantic diagram that classifies the smart contract design and usage

in the ancillary service operations.

As the amount of PV generation in the grid increases, local microgrids can ex-

perience voltage instability at different hours of the day. During afternoons, the

production is relatively high, and the household consumption is low. Danzi et al. [13]

proposed a novel control schema using blockchain and smart contracts, which con-

siders a subset of Distributed Energy Resources (DERs) to act as voltage regulators

and reduce their power outputs over control periods. To balance the participation

of DERs in voltage regulation, they consider incentives for DERs joining the regu-

lating subset, which will be paid by the DERs that are not in the regulating subset

and operate at their full capacity. The decentralized trading mechanism is also capa-

ble of managing sources and demand and helping suppliers to sell any excess power

produced [87].

Energy storage units (ESUs), including stationary and mobile batteries, represent

a powerful emergency backup during electricity outage events. ESUs can be used to

overcome the disruption of renewable energy sources, allowing for a high integration

level of eco-friendly energy sources [114]. In addition, the stored energy can reduce

the stress on the power grid and enable effective demand response during peak load

events. Furthermore, ESU owners can purchase energy from the grid during low tariff

periods and use it during high tariff periods, which reduces the customers’ electricity

bills. However, energy trading among the storage systems becomes more complex

when the number of participants increases [15]. Yang et al. [15] introduce an Auto-

mated Demand Response (ADR) framework for scheduling and trading energy among

energy storage systems in energy local networks instead of trading electricity over long

distances over complex meshes. They propose a price-incentive game-theoretic model

to coordinate responsive executors’ consumption behaviours for Energy Storage Sys-

tems (ESS). In order to match buyers and sellers, they use a schedulable ability
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evaluation system using smart contracts.

Uncoordinated charging of ESUs may lead to an imbalance between charging de-

mand and energy supply, resulting in instability of the overall grid [115]. Therefore,

Baza et al. [14] proposed a decentralized charging coordination mechanism for Smart

Grid ESUs to prevent a blackout. A smart contract receives each ESU’s charging

request, including its power demand, time-to-complete-charging (TCC), and the bat-

tery state-of-charge (SoC). It uses the Knapsack algorithm to select the ESU with

the highest priority to be charged in the present time slot and defers the ESUs with

lower priorities. The smart contract implements the rules to ensure that the charging

schedules are computed correctly. Liu et al. [89] proposed a novel EV charging scheme

based on a decentralized blockchain-enabled Smart Grid system to develop effective

charging/discharging scheduling algorithms for efficient grid operations that minimize

power fluctuations in the grid and the overall charging cost for EV users. For this

purpose, they present an Adaptive Blockchain-based Electric Vehicle Participation

(AdBEV) that uses the Iceberg order execution algorithm to execute the information

posting and decision-making process. Mhaisen et al. [90] proposed a novel distributed

control approach to enable collaborative and secure operations among Battery Energy

Storage Systems (BESSs), improving Smart Grids’ efficiency and reliability. They im-

plemented control strategies as smart contracts and deployed them on a distributed

network of BESS nodes. The experimental results show that smart contract enabled

control is more robust than traditional schema to cyber attacks.

Silvestre et al. [12] present a comprehensive framework for microgrids’ technical

and economic management using blockchain considering ancillary operations, partic-

ularly the voltage regulation service. A blockchain is used to provide shared voltage

regulations services to a microgrid and calculates the loss and reactive support. Smart

contracts are used for automatic interaction between production and consumption

nodes, and writing active and reactive power transactions in the blockchain.

Thomas et al. [88] used smart contracts to make agreements for shared control of
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Figure 3.3: Semantic Diagram for Auditing and Monitoring.

energy transfer processes for a medium-voltage direct-current (MVDC) link, which is

potentially responsible for system frequency and stability. In particular, smart con-

tracts evaluate the cost and computational requirement for the agreement of control

instructions.

3.2.3 Auditing and Monitoring

Studies in the area of decentralized Smart Grids also focus on monitoring and auditing

via smart contracts, as shown in Figure 3.3. Monitoring in this context means smart

contracts that monitor devices, users, and data to detect malicious behaviour or

prevent threats to the system. Auditing refers to smart contracts that help customers

track their energy usage in real-time, initiate contracts, or audit their preferences such

as price, time, etc.

Gao et al. [91] present a system that protects consumers’ data recorded and trans-

ferred on the Smart Grid using a tamper-resistant ledger while the users can trans-

parently monitor the system. The smart contracts are designed to identify malicious

usage of electrical power and electrical data. Whenever they find any malicious usage

behaviour by a user, they revoke electrical power access and alert the user. Kang et

al. [84] proposed a renewable energy trading platform using blockchain where each

household is equipped with smart IoT devices and energy storage systems (ESS).

Consumers can monitor energy usage and energy remaining in real-time. If a smart

node detects insufficient energy, the consumer submits a transaction with the initial
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price and the transaction process to register a purchase. Then prosumers can register

a smart contract, including prosumer conditions for selling energy and price. Suther

et al. [62] proposed an energy trading platform based on blockchain and smart con-

tracts. They used blockchain to record transactions and trade history securely. The

proposed trading platform provides an interactive user interface for trading energy

locally among the members. In addition, a deviation settlement mechanism is ap-

plied to handle and modify negotiated trade. Yang et al. [93] proposed a mechanism

called DMSM (Data Monitoring and Sharing Mechanism) based on the consortium

blockchain. In this scheme, the smart devices are connected to smart contracts and

send the report and notification to the users about the information such as device

power or temperature. Then, users can deploy or adjust the smart contract through

their smartphones. Finally, the electrical data in the Smart Grid is encrypted and

stored in the cloud. The encrypted data can be shared with data-sharing nodes, like

vendors or other entities, that require the data through key sharing. To increase

privacy, they use BLS short signature and Paillier encryption algorithm to ensure

the confidentiality of node interaction. Li et al. [92] propose a distributed renewable

energy system for exchanging energy information in real-time between heterogeneous

end-users. They present a non-cooperative game model to model inter-sectoral inter-

actions between heterogeneous users, including residential, commercial, and industrial

users. Smart meters periodically collect power consumption and production for each

prosumer and stores them on a local grid-aggregator. Micro load management de-

vices collect data from local grid-aggregators, calculate the dynamic electricity price

and record it on the blockchain. Smart contracts are responsible for maintaining the

stability of the power system. The designed smart contract will be initiated with the

usage preference of each user. The dynamic price recorded by the M-LMDs triggers

the execution of the smart contract. The detail of smart contracts implementation

is not presented in this study. Yuhong Li et al. [83] presented a blockchain-based

architecture for the Smart Grid, in which the consumers can be directly involved in
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the system and trace the details of energy they have consumed from the grid. They

can initiate a smart contract that contains each user’s usage preference.

3.2.4 Cybersecurity

Within the context of blockchain applications in the Smart Grid, the cybersecu-

rity literature tends to focus on mitigating one of two threats: unauthorized use of

personal data, or the security of energy transactions (either utility-to-consumer or

peer-to-peer). The former is a major concern because numerous studies have shown

that patterns of energy usage can often be mapped to the identities and activities of

consumers in a private home at a given moment in time. This needs not be restricted

to cases where appliances are individually monitored; the field of non-intrusive ap-

pliance load monitoring has matured to the point that fluctuations just on the main

power feed into a home are sufficient to reveal much of the occupants’ activities [116].

Protecting the security of energy transactions, meanwhile, addresses necessary char-

acteristics such as authorization, integrity, non-repudiation, and auditable fulfillment

of an energy contract. The fundamental difference between these two strands of re-

search appears to be the presence or absence of a middleware layer that protects data

privacy.

Studies that focus on privacy protection generally rely on ensuring that a data

requestor (e.g. a power utility studying demand patterns in its network) can only

access data that the owner (i.e., the consumer) explicitly permits them to access;

and that, furthermore, the requestor only receives anonymized, summarized reports

concerning that data. Access to the raw data itself is not provided, so as to ensure

that the owner’s privacy cannot be breached by accident, malicious intent, or external

penetration of the requestor’s IT systems. Figure 3.4 is a good example of this

approach [75].

In Figure 3.4, a utility wishes to access consumer data. This might be as simple

as remotely reading a smart meter for billing purposes, or as complex as an in-depth
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Figure 3.4: Privacy-Preserving Data Access via Smart Contracts [75]

study of demand patterns (e.g., system planning for widespread electric vehicle adop-

tion). The consumer will securely store their data in an off-chain database (assumed

to be cloud-based). The utility and consumer will negotiate a smart contract (imple-

mented in the appropriate mechanism for the underlying blockchain) defining what

data will be provided to the utility in what form, and what compensation will be

provided to the consumer for doing so. The consumer deploys this contract to a

blockchain, and it is validated in a consensus protocol. The utility can invoke the

contract, which triggers a cloud-based off-chain computation (defined by the contract

and NOT under the utility’s control) involving the consumer’s data. Only the result

of this computation is returned to the utility, as part of an atomic transaction that

also sees the consumer paid their compensation [75]. Another approach to securing

raw data is to deliberately add noise to the data, as in Gai et al. [94].

Dorri et al. [76] presented a framework that allows energy consumers and producers

to directly negotiate an energy price using blockchains to preserve privacy, by using

a routing method based on the destination public key. A two-phase commit protocol
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Figure 3.5: Blockchain-Based Energy Trading [100]

ensures contract fulfillment and settlment. They evaluate a Proof-of-Concept (PoC)

implementation in a second paper [117]. They also investigated a framework with

removable blockchain networks to improve users’ scalability, throughput, latency, and

privacy [97]. J. Wang et al. [98] proposed an anonymous authentication and key

agreement protocol for a blockchain and smart contracts.

The second research theme, securing energy transactions, is very much a clas-

sic application of blockchains. In the specific context of energy systems, the basic

approach of [100] illustrates several key concepts. In Figure 3.5, consumers and gen-

erators negotiate smart contracts for energy delivery. Each generator creates at least

one Authorized Node, which can form contracts and interact with the underlying

blockchain (including executing the consensus algorithm). In this specific example,

an Ethereum blockchain is used, and consensus is achieved using Ethereum’s Proof

of Stake algorithm. That algorithm relies in part on the Ether coin, and so [100]

proposed that contract settlement also be carried out in Ether coins. While Figure

3.5 depicts the coins on the links between physical entities, the actual coins are of

course simply recorded on the blockchain.
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Gai et al. [95] proposed a permissioned blockchain to counter fraudulent energy

usage, communication interference, and data center attacks. Lombardi et al. [96]

used smart contracts to implement energy trading and auction transactions. They

also detect and isolate smart meters that are vulnerable to tampering. Gao et al. [91]

used smart contracts to detect malicious usage of electrical power. W. Wang et al.

[99] suggested a framework based on the combination of blockchain, Elliptic Curve

Cryptography (ECC), dynamic Join-and-Exit mechanism and batch verification to

solve some identity authentication issues in the Smart Grid. They considered smart

contracts for interaction requirements such as a query for participants, user registra-

tion, signature verification, and user logout. Aung et al. [101] focuses on the privacy

of homeowners’ data, but they also developed an access control mechanism for an

emergency state wherein Home Service Provider (HSP) staff are granted additional

access during a service vsit.

3.3 Data Storage

In many studies discussed in Section 3.2, smart contracts gather and record data from

smart meters on-chain for further processing. Smart meters, however, report readings

at a high rate (often once per minute per meter), and in a realistic energy market,

there would be a large number of them representing consumers and prosumers. This

seems to be a poor use of blockchain network resources because large files cannot

be efficiently stored on blockchains. Wüst and Gervais [118] discussed whether a

blockchain is suitable for a given purpose. They provide a structured methodology

to determine whether a blockchain, as a unique type of distributed database, is an

appropriate technical solution to solve a problem with a hint of the proper network

type (permissioned or public). As an immutable and tamper-proof ledger, blockchains

are a valuable storage solution; however, they have their disadvantages. Everything

stored on the ledger is replicated on all peers, and it will remain permanently, which

requires a lot of storage space. Besides, each node on the blockchain may not need to
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view every file that is stored on the blockchain. Hence, storing data on-chain could

thus be a costly and inopportune solution, and it is critical to determine what data is

worth keeping on-chain and what should be stored off-chain. In particular, blockchain

is not an appropriate solution for streaming data as there is no means to discard data

that ages out of relevance. In the following, we discuss three potential solutions to

solve the problem of data storage.

3.3.1 Removable Ledger

Dorri et al. [97] proposed an approach in which the required data for managing

energy trading in real-time operations are stored on a temporary blockchain, where

the transactions are stored on the ledger for a specific period of time. This reduces the

size of the ledger, as well as helps with scalability, throughput, latency and privacy

of users. This study suggests two blockchain network layers: temporary chain and

main chain. Transactions stored in the temporary chain will be removed once they

expire; however, the main chain maintains the hash of all transactions ensuring the

traceability of the operations.

3.3.2 InterPlanetary File System

InterPlanetary File System (IPFS)1 is a peer-to-peer distributed data storage, and

file-sharing system that seeks to connect all computing devices with the same system

of files [119]. Files are sliced into multiple parts and stored across multiple nodes,

and they can be tracked through their hash values that can easily be stored on a

blockchain. Because of the low latency to access the data and high throughput, it

appears to be a reasonable alternative off-chain distributed file system [120]. To

increase the security of sensitive data on the IPFS, Steichen et al. [121] proposed a

modified version of IPFS that provides access-controlled file sharing. In this approach,

the smart contract maintains the access control list and interacts with IPFS whenever

1https://ipfs.io/
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a file is uploaded, downloaded or transferred.

In energy studies, Kumari et al. [48] proposed storing smart meter data, including

energy generation and consumption and the details of energy records on IPFS. The

stored data can be accessed through the participants’ hash key. Then, only the hash

key is stored on the ledger. Aung et al. [101] also employ digital signature coupling

with IPFS to handle emergency calls from a smart home to home service providers

while protecting the homeowner’s privacy.

3.3.3 Store Synopses and Essential Facts

An off-chain database can be used to store streaming data for a limited period, while

synopses of the data are generated. These synopses are then stored on-chain, while

expired off-chain data can be discarded. Thus, we have a permanent and tamper-proof

series of synopses of the data stream on the blockchain. Other important data that

may be stored on the blockchain are related to legal contracts, including the result of

bids and winners, the price of energy, the payments, and fulfillment information.

3.4 Interoperable Blockchains

The Smart Grid layered architecture includes multiple communicating networks pass-

ing large amounts of heterogeneous data between them at various timescales [122].

Using a single blockchain for such a complex system may not be an effective approach

[123]. Alternatively, it is possible to design systems composed of multiple interop-

erable blockhains [124] that automate energy management transactions and secure

a complete operations log. A different blockchain platform with appropriate prop-

erties can be employed for each layer [52]. Another reason that interoperability has

been investigated is to improve scalability by running multiple chains in parallel and

offloading transactions into multiple blockchain networks. This section, therefore,

discusses studies mainly focused on developing multiple interoperable blockchains

[124].
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3.4.1 Extending the Application Scale

Li et al. [123] propose a framework utilizing four permissioned blockchains, each tai-

lored for a distinct purpose. They are responsible for market initialization, energy

trading, state estimation and market settlement, respectively. The market initial-

ization blockchain includes smart contracts automating network configuration and

market rules for energy transactions. The energy trading blockchain handles gener-

ation offers and consumption bids submitted by market participants. The state es-

timation blockchain shares data, including operating states at participants’ physical

boundaries, and it utilizes smart contracts to estimate the system operating state for

energy transfers. The market settlement blockchain calculates and stores the results

of financial settlement and the changes in participants’ reputation scores. The frame-

work offers decentralized coordination between untrusted energy market participants,

recording and sharing energy and financial flows between transacting microgrids, and

payment transactions. For example, the market settlement blockchain communicates

with the market initialization blockchain to receive the pseudonym of each transacting

microgrid and the power network configuration to settle scheduled and actual energy

transfers.

Liu et al. [125] introduces an Ethereum-based dual-chain architecture. The first

chain is the local energy trading blockchain (LETB) that records and publishs infor-

mation on the local electricity market. The second chain is the regional renewable

energy trading blockchain (RETB) that records information about the renewable en-

ergy producers. Their approach has three phases: initialization, local power trading

and renewable energy trading. In the first phase, each entity joins the corresponding

LETB and RETB blockchain. Then in the local power trading phase, the smart con-

tract at LETB blockchain arranges power distribution plans based on the demand of

consumers and producers. After that, the reputation value of each producer based on

consumers’ feedback is modified by the smart contract, and producers get incentives.
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Furthermore, if local power distribution fails to meet consumers’ demand, the renew-

able energy trading phase is initiated. The smart contract matches the renewable

energy producers to provide the remaining power demand. If this still fails to meet

the load power plan, the local grid will supply the remaining power as a backup.

3.4.2 Scalability and Performance

Ochôa et al. [126] propose a blockchain architecture that uses sidechains to make

a scalable and adaptable system for Smart Grid applications and ensure consumer

privacy. Sidechains use a Cross-Chain Communication Protocol (CCCP). It is a

mechanism for two running blockchains to interoperate in which the main blockchain

(mainchain) holds the second blockchain as an extension of itself. The mainchain

keeps a ledger of assets, and it uses CCCP to connect to the sidechain. The pro-

posed framework uses three different blockchains and integrated them with the Open

Smart Grid Protocol (OSGP) and smart contracts. Each blockchain in the system

is responsible for a different application in the Smart Grid: tracking users’ privacy

preferences, storing users’ data, and contract fulfillment and settlement.

Kong et al. [127] introduce a framework for power systems that runs simulta-

neously on multi-chain networks to enhance the scalability and throughput of the

blockchain network. The multi-chain approach is proposed to overcome the scalabil-

ity problem in the BFT protocol due to the high arrival rate of new messages. This

solution divides the blockchain authority system into multiple sub-networks called

Blockchain Autonomy System (BAS), where each maintains an independent ledger.

BAS is responsible for data collection, broadcasting and sharing. Block mining and

ledger maintenance in separate BASs are independent and parallel. The sensor nodes

broadcast measured data to the base station nodes, and in order to identify different

BASs and base station nodes therein, a 32-bit BAS ID is assigned. Hence, all base

station nodes belong to the same BAS hold the same BAS ID.
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3.5 Conclusions

As blockchain has matured, it has received more and more attention as a resilient

platform for Smart Grid operations. Some research and surveys have investigated

and developed specific areas of distributed energy management applications through

blockchain, but the design and performance of smart contracts in general have never

been analyzed or investigated. In this work, we present a systematic review focusing

on the smart contract design and capability of blockchain-based systems in Smart

Grid. Based on the Smart Grid application domain, we categorized our primary

sources into four fields: market operations, ancillary services, auditing and monitor-

ing, and cybersecurity. We explored the different designs of smart contracts in each

field and investigated the performance evaluation of blockchain-based systems in en-

ergy systems. We find that data storage and blockchain interoperability are major

concerns in these areas, and we discussed available solutions for them.
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Chapter 4

A Scalable Blockchain-based Smart
Contract Model for Decentralized
Voltage Stability Using the
Sharding Technique

This chapter discusses the theory and design of our proposed blockchain-based volt-

age stability monitoring and control model. We first provide essential background

in voltage stability and Volt-Var control techniques, and then we describe the De-

centralized Voltage Stability (DVS) algorithm. We then discuss the design of our

smart contracts and our proposed model architectures on the blockchain. Finally, we

introduce and evaluate the sharding technique in the context of our smart contracts.

4.1 Introduction

Voltage stability has always been a vital concern in the power grid, and it grows

ever more important with the growing presence of renewable energy sources and EV

chargers. The advent of new Intelligent devices, such as Intelligent Electronic Devices

(lEDs), Phasor Measurement Units (PMUs) and smart meters help the Smart Grid

system to enable various fine-grained monitoring and control techniques for keep-

ing the voltage stable in the grid. However, these devices also create vast amounts

of data that threatens to overwhelm centralized control systems. Therefore, many
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studies have investigated decentralized monitoring and control approaches to over-

come this problem [17] [128] [129] [130]. In these studies, the energy system is split

into multiple local grids. The control algorithms will principally operate on localized

voltage measurements but must still ensure system-level stability.

Blockchain, as one type of decentralized platform, can provide security, resilience,

and traceability for the monitoring and control of system-level objectives such as

voltage stability protection. However, the performance and scalability of blockchain

for real-time applications, such as voltage stability monitoring and control system,

have not been empirically tested. We present a practical, scalable, decentralized

voltage stability algorithm based on blockchain and smart contract technology to

evaluate and investigate blockchain technology performance and capability. To the

best of our knowledge, this study is the first of its kind.

Our contribution is the design and evaluation of a blockchain-based smart contract

implementation of an existing distributed voltage stability control algorithm (DVS

[17]), which is in contrast to the original DVS design. We used the HyperLedger

Fabric [18] platform to implement the monitoring and control algorithm, and manage

resources in the electric power system by smart contracts. For power simulation, we

used the Matpower package 1 [19] in Matlab. We connected these two simulation

platforms via a Restful API to transfer the grid’s data to the blockchain and eval-

uate our system. We tested our implementation using the benchmark IEEE 30 bus

topology [131].

In our initial design, we showed that smart contracts can be used to implement

and utilize complex algorithms for a real-time system. Then, we applied the sharding

mechanism to improve the system’s performance and improve our model’s scalability

for larger networks. In this model, by growing the Smart Grid network, one or

multiple local controllers can be assigned to different shards within the network, and

a subcommittee is selected for each shard, which allows many more transactions to be

1https://matpower.org/
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processed in parallel. For evaluation, we used the Hyperledger Caliper benchmarking

tools [20], and tested our system with a different number of shards, which shows that

our solution scales linearly with the number of shards compared to an unsharded

approach.

The rest of this chapter is organized as follows. The first three sections provide

necessary background in voltage stability, Volt-Var control techniques, and the DVS

algorithm. Section 4.4 presents the design details and architecture of our proposed

smart contract model, and then we investigate the sharding mechanism for improving

the scalability of our system. Section 4.5 explains the implementation and deployment

details of our two models, presents the evaluation steps, and compares the result of

our base model versus the sharding model. Section 4.6 summarizes the conclusions

of this work.

4.2 Voltage Stability

In the electric power grid, power demand (load) must be less than or equal to the

total available power. If the load in a given region exceeds the available power and no

corrective actions are taken, the area voltages will become unstable and even collapse.

This can severely damage electric systems, and so a common response has been to

cut off the power flow to that region completely, resulting in a blackout. Voltage

collapse or instability is a dynamic circumstance involving many nonlinear power

system components, on a time scale that can range from seconds to hours [132].

Voltage stability refers to the ability of each node to maintain or restore an ac-

ceptable voltage limit after suffering disturbance. The voltage stability limit is the

maximum voltage value that the system can handle as the total value of the load

power; when all the load values of the system reach a certain level and if an addi-

tional load is added, the load node voltage might fall dramatically and lead to voltage

collapse.

Voltage instability occurs when the system can not meet the voltage stability limit
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in the system. The node voltage of the system will either increase or reduce in several

seconds or several minutes after the normal operating power system. The main reason

for voltage instability in the system is the lack of reactive power, on-load tap changer

dynamics and increased loading on transmission lines. Voltage collapse is caused by

significant disturbances which lead to line outage, generator unit tripping of electric

elements, and potentially a cascading blackout that results in an irreversible declining

process of local or global power grid voltage and the loss of power of many loads. In

other words, voltage collapse refers to the load voltage of the system that is below the

acceptable limit value due to voltage instability [133]. Voltage instability and voltage

collapse are two terms that can be used interchangeably.

The voltage stability can be classified based on the type of disturbance and time

scale. Considering the time scale, voltage stability can be divided into long-term and

short-term stability due to their period and time length. The timeframe of interest in

short-term voltage stability is the order of a few seconds after the initial disturbance,

mainly studying the high-voltage direct current (HVDC) converter and induction

motor. In contrast, the long-term voltage instability lasts longer, several minutes to

dozens of minutes, a situation that usually involves the generator excitation current

limiter and transformer tap adjustment, and so on [133] [134]. Moreover, voltage

stability may be classified as either a small disturbance or a large disturbance. Small

disturbance voltage stability refers to the ability of the power system to maintain

acceptable voltages of buses after minor disturbance, such as load rising by a small

amount. Disturbances such as losing a generator, short circuit, line outage, or system

failure are considered as large disturbances.

To confront voltage instability, generally, two control strategies are used: preventive

strategy, which ensures that the pre-disturbance system maintains sufficient margin

to the stability boundaries; and corrective strategy, which is applied after disturbance

to restore the system state to a stable point. The preventive strategies will be effective

if proper corrective actions are executed before the voltage collapse. Therefore, early
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prediction of voltage instability and timely execution of appropriate corrective actions

are critical to prevent voltage instability.

From another point of view, these methods may use local or global measurements.

Methods that only use the voltage and current measured at the local bus are called

local measurement approaches, such as Thevenin’s impedance matching condition,

and its derivative [135]. These methods are fast, but their main drawback is the need

to determine the Thevenin equivalent parameters accurately. Unlike local methods,

global methods use the data gathered from all over the system. Global methods have

more ability to analyze and identify weak buses and the proximity of the system

state to the stability boundaries since voltage instability can involve many compo-

nents interacting nonlinearly. The main drawbacks of these methods are that they

are themselves highly nonlinear and computationally expensive. These days, the ad-

vent of wide-area measurement systems (WAMSs) has opened up new avenues for

global voltage stability protection. In the WAMS methods the entire power system

becomes observable by precisely and synchronously measuring currents and voltages

at different system points at a high rate of data transfer. In other words, WAMS

makes the dynamic behaviour of the power system visible for applying online control

to the system. WAMS uses a measurement system composed of strategically placed

phasor measurement units ( PMUs) that can monitor a critical area’s current status

in real-time. Various studies investigate strategic locations for placing PMUs decided

in such a way that the number of locations is minimized while the critical area remains

completely observable [136] [137][138].

A PMU is a device used to estimate the synchrophasor, frequency, and the rate of

change of frequency (ROCOF or df/dt) of the acquired voltage or current waveforms.

A synchrophasor is the magnitude and angle of an electrical phasor quantity, such

as a cosine signal of voltage/current measured at an absolute point in time [139].

Synchrophasor traffic has different latency requirements, ranging from 20 ms to 200

ms based on the applications. Depending on the number of phasor measurement units,
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the word length, the number of samples, and the frequency, the required bandwidth

is about a few hundred kbps. The system’s frequency is internally computed at a

higher sampling rate and reported at 30–60 samples per second, which has great

potential for building dynamic monitoring systems. A fixed sampling rate is used

with a synchronized global positioning (GPS) system, and all the measurements are

coupled to a timestamp allowing for the alignment and synchronization of PMUs

spanning an entire interconnection. Phasor Data Concentrators (PDCs) collect and

transmit the data of several PMUs and aligns the measurements in time. It can also

be configured to store and archive data or perform calculations on the measurements.

Increasing demand, the adoption of renewable energy sources, and contingency

impacts on interconnected power grids increase the need for real-time control in the

power system. PMUs provide a suitable platform for real-time measurements and

design strategies that allow real-time controls, such as adjusting voltage regulators

or controllable series/shunt compensators, to arrest voltage instability at its onset.

Studies during the past years proposed different techniques to solve voltage stability

problems using PMU data for online prediction of dynamic voltage instability such

as real-time voltage stability index [140], Machine Learning-based model [141] [142]

[143], Metaheuristic algorithm [144], etc.

4.3 Volt-Var Control

Volt-Var control for Decentralized energy Resources (DER) refers to power converters

used to enhance the voltage’s stability and reliability in the distribution system.

Voltage regulating devices are usually installed at the substation to adjust the voltage,

depending on the loading condition of the feeders. Reactive compensation devices

(i.e., capacitor banks) are used to adjust the reactive power flows (meaured in units

of Volt-Amps Reactive, or VAR) throughout the distribution network.

A static VAR compensator (SVC) is a multimachine system for providing fast-

acting reactive power on high-voltage electricity transmission networks [145] and
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many studies and control approaches used this device to compensate for voltage

instability in the system. The SVC can adjust reactive power over an unlimited

range without any time delay in minor steps. SVCs are used in two main situations:

Transmission SVC, which connects to the power system to regulate the transmission

voltage, and Industrial SVC, which connects near large industrial loads to improve

power quality. The main advantage of SVCs is their near-instantaneous reaction to

changes in the system voltage. They provide the required reactive power due to sim-

ple mechanically switched compensation schemes. SVCs are generally more reliable

than similar devices such as static synchronous compensators (STATCOM) and Uni-

fied Power Flow Controllers (UPFC). However, static VAR compensators are more

expensive than mechanically switched capacitors. Therefore, a combination of them

is used by many operators. In this case, the static VAR compensator supports fast

changes, and the mechanically switched capacitors are used to provide steady-state

VARs. In this literature, we refer to these combined devices as Volt-Var Compen-

sators (VVCs).

4.4 The Decentralized Voltage Stability (DVS) Al-

gorithm

Nowadays, ensuring voltage stability is a challenge due to the increasing number of

renewable power sources, increasing loads, environmental limitations on power system

expansion, and high competition in the energy market. Voltage stability maintenance

is an active process, which can be organized in a centralized or decentralized fashion.

In the centralized voltage stability algorithms, a control center monitors the state of

the power grid (or a subregion), commonly represented as one or more voltage stability

indexes. These indexes essentially capture the grid’s current safety margin against

a voltage collapse. When stability is threatened (the indices approach dangerous

values), the control center intervenes. Stored power from capacitors (purposefully

charged for such needs) could be released, large-scale power customers might see

66



large machines idled, or additional generation may be brought on-stream. However,

the volume and velocity of data received at the control center means that it might

not react swiftly to instabilities in a smaller region. Decentralized algorithms, on

the other hand, should be able to react much more swiftly to local instabilities. In

this case, a voltage stability index would be calculated just for a limited area of

responsibility, implying a far lower volume of data to monitor and process. The

challenge, of course, is that a local algorithm will have far fewer resources available

to address any instability. A mechanism for escalating interventions so as to call on

resources beyond the local area will be needed [16].

Several studies have proposed or investigated different decentralized monitoring

and control techniques, but none of them used blockchain and smart contracts [11]

as a distributed computing platform. Blockchain in this kind of system can increase

trust, security, transparency, and the traceability of data shared across a power sys-

tem network. We furthermore hypothesize that it provides a robust computational

framework to implement local and distributed voltage stability algorithms. To test

this hypothesis, we will implement one such algorithm as a set of smart contracts.

From the existing literature, we selected the DVS algorithm [17]. First proposed

in 2016, DVS includes both monitoring and control algorithms in their architecture.

The authors validated the algorithm in simulations using the IEEE 30, 57, 118, and

300 bus topologies [16] (these are standardized power network simulations, with a

varying number of connnections, used as research testbeds in power delivery systems

research. Physically implementing and testing a new algorithm on the actual power

grid is obviously inadvisable, and physical laboratory testbeds are either too simple

to replicate actual power-system dynamics, or else prohibitively expensive.) The DVS

algorithm is as follows:

Initial Grouping and Group Formation:

The DVS algorithm starts with an initial grouping method, which splits the power

system grid and resources into multiple small groups. Each group is a set of nodes or

67



substations aggregated based on their electric distance and network sensitivity. The

substations or nodes in our blockchain-based model are able to instantiate smart con-

tracts. They record and emit synchrophasor measurements from phasor measurement

units (PMUs) to compute voltage stability indices [140] [146]. They can take control

actions based on those measurements using local reactive power sources or Volt Var

Compensators (VVCs). At a minimum, each group is assumed to have a few reactive

power sources or VVCs available, as well as at least one transmission line and load

and generator.

The buses in the local group can be classified into one of three categories: load

bus, tie or boundary bus, and generation bus. Load buses have a load connected

to them. Generation buses have power sources or generators, and the tie buses are

the interconnections among groups. For simplicity, they split each tie line in half and

replace it with either a virtual load bus (virtual PQ bus) or a virtual generator (virtual

PV bus) based on the power flow direction to represent power grid connections outside

of the local group.

The power flow directions are computed by PMU measurements. Equation (4.1)

shows the calculation of power flows out of the tie bus. If the real part of S has a

negative value, then the line is replaced as a virtual generator; if it has a positive

value, the line is replaced as a virtual load.

Sij = Vi ∗ Ii Power leaving from Bus i.

Sji = Vj ∗ Ij power leaving from Bus j.
(4.1)

DVS Monitoring Algorithm:

The DVS monitoring algorithm estimates a voltage stability index (VSI) using the

proposed Thevenin’s Equivalent approach in [140]. Based on Thevenin’s theorem, we

can simplify any complex circuit to an equivalent circuit with just a single voltage

source and series resistance connected to a load. In the above mentioned paper, the

equivalent voltage and impedance are calculated based on each group’s information
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for representing the external system connected to each load bus. First, they create an

admittance matrix for each group for representing the network topology. Equation

(4.2) shows an admittance matrix, in which the G denotes generation bus, L represents

Load bus, and T shows the tie bus. Therefore, YGL, YGT , YTL, YTT , YTG, and YLL

are the admittances between generator to load, generator to tie line, tie line to load,

tie line to tie line, tie line to generator, and load to load, respectively.

Y =

⎡⎢⎢⎢⎣
YGL YGT YGG

YTL YTT YTG

YLL YLT YLG

⎤⎥⎥⎥⎦ (4.2)

Zth = ZLL = (YLL − YLTY
−1
TT YTL)

−1. (4.3)

Vthj = ((
SLj

VLj

)∗ ∗ Zthj)− VLj

j = 1, ..., n n = number of load bus.

SLj = complex power flow out of bus j.

VLj = voltage magnitude of load bus j.

(4.4)

Thevenin’s parameters are calculated using equations (4.3) and (4.4). The Vth

(voltage equivalent) and Zth (equivalent impedance) are then used to approximate

maximum active power (Pmax), maximum reactive power (Qmax), and maximum com-

plex power (Smax) for each load bus [140]. (Recall that alternating current power

follows a sine-wave pattern, which is analyzed using complex values; reactive power

is the imaginary component of the complex power vector.) The approximate Pmax,

Qmax, and Smax can be expressed by following equations:
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Pmax =

√︃
V 4
s

4X2
−Q

V 2
s

X

Vth = Vs = source voltage magnitude.

Zth = ZL =
√
X2 +R2

X = reactance, R = resistance.

(4.5)

Similarly, (Pload = P,Qload = Q,Sload = S = P + jQ) are the real, reactive,

and complex power values of load at each bus (please refer to [140] for a detailed

derivation).

Qmax =
V 2
s

4X
− P 2X

V 2
s

(4.6)

Smax =
(1− sin (θ)V 2

s

2 cos (θ)2X

θ =

√︃
Q

P

(4.7)

Using calculated maximum power for each bus, the VSI for each load bus is calcu-

lated as follows:

V SI = Min(
Pmax − Pload

Pmax

,
Qmax −Qload

Qmax

,
Smax − Sload

Smax

). (4.8)

The VSI for each bus is used in the DVS algorithm to detect buses with a weak

stability margin; the DVS control algorithm is then used to prevent voltage collapse.

DVS Control Algorithm:

When a bus is found to have a weak stability margin, additional reactive power

from the closest source (in terms of electrical distance) is injected into the network.

In this algorithm, a Priority Index (PI) matrix is first formed for each group using the

admittance matrix (magnitude value of admittance matrix). The PI matrix represents
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an electrical distance between buses and helps to find the closest VVCs to the weak

bus. Based on this matrix, the top priority is given to a VVC directly connected to

the weak bus; and the next set of priorities is given to reactive power sources based

on the ascending ranking of electrical distance. After selecting the closest reactive

power, the required reactive power to adequately raise the stability margin at the weak

bus is calculated using the Jacobian matrix. In Equation 4.9, Vreq is the minimum

acceptable voltage, Qreqis the required reactive power, and VWeakBus is the voltage

magnitude of the weak bus.

Qreq =
δQ

δV
∗ (Vreq)− VWeakBus). (4.9)

The δQ
δV

term represents the sensitivity of the bus where the VVC is located versus

the weak bus. The sensitivity of each bus respect to other bus or its own is calculated

by following equations using the Jacobian matrix:

for k, n = 2, 3, 4, ..., N N = # bus. Y = admittance value

δ = voltage angle , θkn = admittance phase angle = tanh (
imag(Y )

real(Y )
).

δQk

δVk

= −|Vk||Ykk| sin (θkk) + ΣN
n=2|Ykn||Vn| sin (δk − δn − θkn)

(4.10)

δQk

δVn

= −|Vk||Ykn| sin (δk − δn − θkn). (4.11)

For the tie buses, we need to calculate virtual voltage magnitude and angle and

double the value admittance matrix as we split the bus in half. For this part, we first

create an admittance matrix for each group, based on Equation 4.2, by considering

the new admittance value for tie buses (Equation 4.12). Then we calculate the virtual

voltage by dividing the sum of the voltage value of both sides of the tie bus by 2.

Equation 4.13 shows the calculation of admittance, virtual voltage magnitude and

angle.
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if we have load bus between load1 and load2 :

Y12′ = 2 ∗ Y12, 2
′
= virtual bus.

(4.12)

V oltage magnitude = Vm12′ =
(Vm1 + Vm2)

2
.

V oltage angle = Va12′ =
(Va1 + Va2)

2
.

(4.13)

As the admittance values show the connection between two points in a grid and

there is no direct bus or connection between some of the loads and generators, the

admittance value for these connections is zero. In the DVS algorithm, we chose the

shortest path using the PI matrix and used the chain rule to calculate the sensitivity

of buses that are not directly connected to the weak bus.

If needed, the control algorithm may run multiple times to compensate for the

voltage stability at the target bus. If the DVS algorithm cannot find enough reactive

power sources within the group to correct the stability margin, it then merges the

group with an adjacent group, and calls on that group’s resources as well. This

process will continue, drawing in resources from a wider and wider area until enough

additional power is injected to restore stability.

4.5 The Blockchain-based Smart Contract Design

for DVS Algorithm

Blockchain technology can be leveraged when implementing the DVS algorithm. The

blockchain model provides a secure platform for each group to communicate with

each other and reach a consensus on which buses require control action, and how

best to organize the same. Utilizing smart contracts enables us to automate these

procedures, thus reacting faster to voltage instabilities; as noted previously, a voltage

collapse can potentially happen in just seconds. At the same time, the security and

immutability of the blockchain offer enhanced protection and auditability for critical
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infrastructure. While other authors have explored blockchain systems in the past,

they either do not use blockchain as a platform for decentralized voltage stability, or

neglect the performance of their consensus mechanism if they do [17].

This study proposes and evaluates a blockchain-based smart contract model to

implement the DVS algorithm. We furthermore address scalability; plainly, in a

large-scale grid there will be many groups, and transactions between groups. The

blockchain network underlying the grid could thus be overloaded. Therefore, we de-

signed a sharding solution for our blockchain-based DVS algorithm. We formally

discuss the design of our model for the sharding mechanism based on two consensus

levels: shard-level consensus and mainchain consensus. This section will elaborate on

our blockchain-based approach and workflow and then describe our sharding mecha-

nism to improve scalability.

4.5.1 Workflow

In this subsection, we discuss the entire workflow of our proposed framework and

elaborate on the network topology and smart contract details for DVS monitoring

and control algorithms. First, we categorize the participants in our network, following

the notation in Figure 4.1.

Clients:

We assume that multiple PMU devices are distributed inside each group for mea-

suring phasor quantity. PMU devices estimate the magnitude and phase angle of

an electrical phasor quantity, such as voltage or current, in the power grid. PMUs

can report high temporal resolution measurements, up to 120 Hz [147]. Several pa-

pers investigated the optimal location of PMUs when the number of PMUs is limited

[137][138], which is out of the scope of this paper.

In order to gather measurements, we assume one or multiple computing devices are

responsible for aggregating the PMUs measurement in each group and instantiating

relative smart contracts through the Fabric SDK. The Fabric SDK allows applica-
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Figure 4.1: Blockchain-based architecture for the DVS algorithm - without the shard-
ing mechanism.

tions to interact with a Hyperledger Fabric blockchain network via a simple API to

submit transactions to the ledger or query the recorded data with minimal code. Fur-

thermore, the reactive power sources and VVCs are also connected to the network

and update their available resources on the ledger for control actions. In the case

of need, smart contracts can send a control action to activate or deactivate VVCs

on the grid. For simulating the client-side, we use the Matpower library in Matlab

to run optimal power flow computations, and inject reactive power to each bus. For

interacting with Fabric SDK, the related data of each group is converted to JSON.

Then the data is sent via an HTTPS request to a RESTful Web-service to submit or

query a transaction on the ledger.

Organization and Peers:

The HyperLedger Fabric blockchain network is built up from the peers owned and

contributed by the different organizations. Each organization can have one or multiple

peers responsible for various tasks and offering API services for clients. The smart

contracts are executed on the peers, and peers maintain copies of the ledger. We
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assigned one or multiple peers to each group.

Committee Peers:

Members of the committee are responsible for evaluating and validating every task

and data during consensus. In a network with no sharding mechanism, we assume

all peers in the blockchain network are responsible for validating and endorsing every

executed task.

The clients can instantiate and submit different transactions on the network, as

managed by the smart contracts. We have implemented four primary tasks of the

DVS algorithm as smart contracts:

Initial grouping: In our prototype system, we assume that all admittance values

are constant, and the system’s topology will not change; therefore, this transaction

will be executed once during the initialization of the network. The Impedance value

of load buses, the Priority Index matrix, and the constant part of the Jacobian matrix

are calculated through Matlab libraries, and their data are recorded for each group

and combination of groups on the ledger. Note, however, that these values would

change if the topology of the network changed.

The PI matrix has the same size as the admittance matrix without considering

the reference bus, and the value of this matrix is the magnitude of the admittance

value between each bus. The Impedance values are calculated for all load buses

using Equation 4.3, and we also save the constant part of the Jacobian Matrix for

calculating the sensitivity value. All these data are converted to the JSON format

and sent through an HTTP request to a server. Then we call the InitialGrouping

transaction and save all data of each group on the ledger.

ComputeVSI: This transaction receives the data of PMU measurements and

uses the DVS algorithm to calculate the VSI for each load bus. Then the VSI values

are sorted via the shell sort algorithm, and if the minimum VSI is less than the

specified threshold, the LocalController transaction will be called. This transaction
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also reads information from the ledger, such as the impedance values of the local

group determined during the initial grouping. Algorithm 1 shows the pseudo-code of

ComputeVSI.

Algorithm 1 ComputeVSI

1: Input: PMU measurements, GroupId
2: Impedance= Retrieve the data from the ledger(GroupId)
3: Calculate Vth and Zth for each load bus (3)(4)
4: Calculate VSI for each load bus (5)
5: Sort VSI ascending
6: if V SI[0] ≤Threshold then
7: Call LocalController
8: else
9: if mergedgroup == true then
10: Split the group
11: end if
12: end if

LocalController: This transaction will be called inside of ComputeVSI to calcu-

late the required reactive power to stabilize a weak bus, and activate VVCs to deliver

it. The steps of this transaction are shown in Algorithm 2. It first retrieves the PI

and Jacobian matrix from the ledger. Then it finds the electrically closest VVC to

the weak bus and calculates the required reactive power. Two libraries (Jacobian,

and List) were developed to help implement the DVS algorithm on smart contracts.

The first one is used to calculate the Jacobian values with real-time voltage angle

and magnitude, and the second one is used to find the top priority buses using the

PI matrix. In the end, we save the amount of reactive power that is injected into

the bus on the ledger. This data can be used to calculate the amount of money that

we owe to each source, or predict the amount of power we may need in the grid in

different periods, allowing us to actively prevent voltage collapse.

Jacobian Libarary: This class is used to calculate the sensitivity values; the con-

structor function receives the constant part of the Jacobian matrix, which is the

magnitude and phase angle of admittance, along with voltages of each bus, and load

and tie buses index value. This class will not calculate the whole matrix for all the
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Algorithm 2 LocalController

1: Input: WeakBus, Resources, GroupId
2: PI, Jacobian= Retrieve the data from the ledger(GroupId)
3: w=WeakBus
4: Calculate δQw

δVw

5: Calculate Q req (6)
6: if resource available at WeakBus then
7: Activate a VVC at WeakBus
8: else
9: List= Create PI list
10: while List is not Empty do
11: i=List.GetNextPriority()
12: Calculate δQi

δVw

13: Calculate Q req (6)
14: if Resource available at Bus i then
15: Activate a VVC at Bus i
16: Break
17: end if
18: end while
19: end if
20: Save VVC index, Q req,and GroupId on the ledger

buses, and it just calculates the values that we need during the LocalController. Two

functions have been developed to calculate the sensitivity value: the getJacobianDi-

agonalValue(index) function receives the index of the bus and uses Equation 4.10 to

compute the δQindex

δVindex
; the getJacobianValue(i, w, parent) function receives index of

the weak bus (w), the bus that we want to calculate the sensitivity value respect to

the weak bus (i), and the index of the bus that connects these two buses to each

other (parent). If the two buses are directly connected to each other, the function

uses Equation 4.11 to calculate the
δQj

δVw
; otherwise, it uses the chain rule method

(recursive function) shown in Equation 4.14. The Memoization technique in dynamic

programming is used to optimize the process.
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δQi

δVw

= getJacobianV alue(i, parent,−1)∗

(1/getJacobianDiagonalV alue(parent))

getJacobianV alue(parent, w,−1).

δQi

δVw

=
δQi

δVparent

∗ δVparent

δQparent

∗ δQparent

δVw

.

(4.14)

List Library: This class was developed to find the next priority bus in LocalCon-

troller. This class has three functions: the addFirstRow(listofbuses) function receives

the PI matrix that shows the connection of other buses to the weak bus and sorts

the buses based on the electrical distance, which represents by the magnitude of ad-

mittance; the addToSortedList(node) is responsible for finding the position of each

bus in a sorted list with the order complexity of O(log n); and the ReplaceFirstN-

ode(listofbuses) function pops the first bus from sorted list and replaces it with its

child, which uses the second function to add children to the sorted list.

GlobalController: Suppose the LocalController transaction cannot find enough

power resources. In that case, the system will call this transaction to find an adjacent

group with additional available resources, and send control actions to merge the data

of these two groups. After that, the ComputeVSI and LocalController will be called

on the merged data until the weak bus is stabilized. Once this is accomplished, the

two groups will again be split. In merging the groups, we consider that one of the

group aggregator devices is responsible for aggregating all PMUs of two groups.

4.5.2 Sharding Mechanism

In the blockchain network, every transaction must be authorized by all or the ma-

jority of nodes to ensure security. Due to this reason, it is challenging to improve

scalability and transaction speed. Any increases in computing power cannot enhance

the transaction speed; this is why the blockchain is not scalable in large networks.

Sharding is one of the most practical solutions to achieve a scaling blockchain system,
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where the calculation, storage, and processing can be conducted in parallel. Corbett

et al. [148] proposed the sharding method in 2013, which is commonly used in dis-

tributed databases and cloud infrastructure. Sharding techniques and the scalability

of blockchains have been investigated in various studies, and applications such as IoT

networks [149], federated learning [150][151], and 6G networks [152]. Some of the

studies also proposed a new blockchain protocol and cross-shard techniques such as

RapidChain [38] and OmniLedger [153] or integrate sharding with permissioned and

permissionless blockchain [154] [155].

Adding sharding to the blockchain-based DVS allows scalability by splitting the

blockchain network into smaller subgroups or smaller subnetworks. In this way, each

node only needs to process a small part of the work and transactions in different

shards can be processed in parallel. The DVS is a real-time control algorithm and

needs to react to each change in the power grid to prevent instability. However, as

the size of the power grid controlled by DVS grows, it becomes likely that the many

components of the grid are in constant flux. Hence, transaction volume and latency

can be serious issues, which may delay and thus undermine DVS control actions in

a rapidly-evolving voltage collapse. The sharding mechanism is designed to reduce

storage and communication requirements while increasing throughput as the number

of shards increases (while the physical network size remains constant) [156].

In this work, we employed a sharding technique to make our system more scalable

and adoptable by expanding the network. In this technique, instead of using all peers

to endorse and validate tasks in the system, we assign a smaller group of committee

peers for each shard. Each shard can be responsible for validating shard-level trans-

actions of one or multiple adjacent groups. Figure 4.2 provides an overview of our

sharding model. Moreover, In this model all shards node hold a copy of the same

ledger in the whole network, which prevents inconsistency in the network transaction

records.

If we assign enough reactive sources for each load bus in a group, the chance of
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solving the voltage stability problem in each group will be increased. Therefore, we

can split transactions based on the importance and occurrence frequency to shard level

and mainchain level. Shard level refers to the transactions executed and endorsed by a

subset of peers in each shard, and mainchain level refers to the transactions executed

by all peers in the network. At the mainchain level, we assume that the global

controller and all data related to the topology of each group will be executed and

validated by all peers or a subset of peers assigned to every single group. This will

help to preserve high security for critical control actions and access to the data of all

groups without needing cross-shard communication. The other transactions such as

ComputeVSI and LocalController, which occur within a single group, are executed in

the shard level consensus.

4.6 Implementation and Deployment

In this section we discuss our simulation tools, experimental method, and evaluation

results.

4.6.1 Simulation Tools

MATPOWER

In the power system operation, the power flow or load flow algorithm is used to

compute voltages at different buses, line flows in the network, and system losses. The

Optimal Power Flow (OPF) determines the best operating levels for electric power

plants to meet demands given throughout a transmission network, usually to minimize

operating costs. OPF is an extension of the problem of optimal economic dispatch

(ED) of generation in traditional power systems introduced by Carpentier [157]. The

OPF method is an instance of constrained optimization used to find the optimal state

of any grid under system constraint conditions, such as loss minimization, reactive

power limits, thermal limits of transmission lines, and reactive power optimization.

The important feature of OPF is the presence of the load flow equations in the
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set of equality constraints. Most OPF techniques are classified as traditional and

metaheuristic based.

To simulate the power grid network and solve power flow and optimal power flow

problems in this project, we used a package of Matlab called Matpower 2 [19]. Mat-

power includes the standard power flow or load flow solvers for both AC and DC

power flow problems, which involves solving the set of voltages and flows in a network

corresponding to a specified pattern of load and generation. For general AC power

problems, Matpower introduced four different algorithms: The standard Newton’s

method [158], which is a default algorithm and uses polar form and a full Jacobian

updated at each iteration. The Newton method uses nodal current balance equations

or cartesian/hybrid representations for voltage [159]. The fast-decoupled method

[160], specifically the XB and BX methods are described in [161]. The Standard

Gauss-Seidel method comes from Glimm and Stagg [162].

Matpower has many options for selecting among the available solution algorithms,

controlling the behaviour of the algorithms and determining the details of the pretty-

printed output. The input data for the case to be simulated is referred to as a

“Matpower case”, which specify as a set of data matrices packaged as the fields of a

Matlab struct denoted by the variable mpc.

In this project, we used the IEEE 30 bus case for our experiment, which is available

in the data section of Matpower. The IEEE 30-bus test case represented a simple

approximation of the American Electric Power system in December 1961 [131]. The

system has 15 buses, 2 generators, and 3 synchronous condensers. The buses are

either 132 or 33 kV, and the test case does not have line limits. Figure 4.3 represents

the IEEE 30 bus system, which is split into three groups based on the DVS algorithm.

2https://matpower.org/
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Figure 4.3: IEEE 30 bus system and grouping information represented by the DVS
paper [16].
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HyperLedger Fabric and Docker

We used Hyperledger Fabric 3 [18], a permissioned platform, to implement our models

4. Fabric has a modular and configurable architecture and supports plug-n-play con-

sensus and membership services. The execute-order-validate architecture for transac-

tions provided by Fabric allows each peer to evaluate models in parallel within each

shard, as opposed to most public blockchain platforms that have first-order trans-

actions and execute them sequentially. Fabric also provides communication through

channels that is a private layer of communication between two or more specific net-

work members such as organizations and peers. Each transaction executed on a

channel must be authenticated and authorized by channel members to transact on

that channel. Peers can be members of multiple channels and perform channel related

operations.

To handle all components and services of Hyperledger Fabric on a single machine,

Fabric uses a Docker5 platform to simulate the Blockchain. Docker is an open-source

platform that separates applications from infrastructure and provides the ability to

package and run an application in an isolated environment called a container. Docker,

like a Virtual Machine (VM), provides an isolated environment for applications to run

without interference from other apps. A Docker image is a template or instruction to

create or instantiate a container. Hyperledger Fabric provides docker images for all

components such as peer, CA, CouchDB, orderers, etc. It also uses Docker Compose

6 to help define and share multi-container application services.

HyperLedger Caliper

HyperLedger Caliper [20] is an open-source benchmark tool designed with scalability

and extensibility to integrate with today’s popular monitoring and infrastructure

3https://hyperledger-fabric.readthedocs.io/en/release-2.2/
4https://github.com/Scalable-Blockchain-Systems/DVSCode
5https://www.docker.com/
6https://docs.docker.com/compose/
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Table 4.1: Experimental Configuration

Component Version CPU GPU RAM Disk (SSD)

Caliper Benchmark Caliper 0.4.2 Intel Core i7-9700K GeForce RTX 2080 TI 62.8 GB 500 GB (SSD)

Fabric peer Fabric 2.3.3 Intel Core i7-9700K GeForce RTX 2080 TI 62.8 GB 500 GB (SSD)

Matpower Matpower 7.1 Intel Core i7-9700K GeForce RTX 2080 TI 62.8 GB 500 GB (SSD)

solutions for different blockchain platforms such as Hyperledger Besu, Ethereum,

Hyperledger Fabric, and others. Caliper allows simulation of various workloads for

a system to measure the performance of blockchain in terms of Throughput, Success

rate and Latency with a set of predefined use cases. For this purpose, it generates a

workload against a specific system under test (SUT) and continuously monitors its

responses, then generates a report based on the observed SUT response.

To set up a Caliper we need to define three different files: first the Network Con-

figuration file, which defines the network’s topology and includes the description of

different configuration elements such as organization, orderers, channels, Certificate

Authority (CA), etc. Second, the Benchmark Configuration file determines the mon-

itoring and observing settings to define what metric should be gathered and how the

process gathers the information by selecting from different testing methods. Third,

the Workload Configuration defines the logic pertaining to the business, benchmark

or user behaviour. It is the brain of the SUT and decides which kind of transaction

needs to be submitted at this moment.

Accordingly, Caliper includes two processes: a master process and numerous worker

processes. The master process is responsible for initiating the SUT and schedules the

configured round, and generates performance reports based on the transactions. The

worker processes are the backbone of Caliper’s scalability and are responsible for

sending a transaction with a specified configuration independently of each other.

85



4.6.2 Experiments

For our experiments, we seek to quantify what benefit, if any, is provided to our pro-

totype system by implementing sharding. Accordingly, we first measure throughput

and latency without sharding, and then compare this with specific levels of sharding;

specifically, a model with two shards and a model with three shards.

Networks run locally on a single machine simulating a Fabric test-network with

a single orderer running Raft [35]. For the no-shard model, we consider six peers,

each owned by different organizations and a certificate authority. Every group sends

their requests to three different peers, and all peers are responsible for validating and

endorsing a transaction. In the 2-shards model, we consider that each shard has three

peers that evaluate models in parallel within each shard. For the 3-shards model, we

assume that each shard has two peers responsible for validating each group’s requests.

We implement two smart contracts, one for ComputeVSI and local transactions called

VSIContract, and the other for handling Global Controler called GlobalContract. The

smart contract is known as a chaincode in Fabric and deployed to a specific channel.

The channels are used to simulate shards in the system, where each channel oper-

ates independently with the ability to have different membership and endorsement

policies. All six peers are a member of the “mainchain” channel that we deployed

the GlobalContract smart contract on, and we deployed a VSIContract to each shard

channel.

For the power grid simulation, we applied the DVS algorithm to the IEEE 30 bus

network [163] (also used in [16]). Following [16], we split the grid into three different

groups and save the admittance, PI matrix, and constant part of Jacobian for each

group on the ledger. We begin with a normal scenario, with no voltage stability

problems. We collected this normal data for testing a ComputeVSI transaction with

Hyperledger Caliper. Then, we increase a load of some of the buses, decreasing the

stability margin to trigger the LocalController transaction.
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To find an estimation for the threshold of voltage stability index for each group

and separate the normal and unstable data, we conducted several experiments on

different load buses. We multiplied the load by 22, 2, or 4 based on the sensitivity of

each bus; then, we applied a DVS controller algorithm and injected estimated reactive

power into each bus to stabilize the load buses. It takes multiple steps and injections

for some buses to become stable and the voltage to increase. During the experiment,

we recorded all the VSIs and compared them with the original value of the IEEE 30

case system. The results and defined scenarios are available in Appendix A.

For evaluation, we used Hyperledger Caliper [20] in which an independent process is

responsible for sending a transaction with a specified configuration, and the system’s

performance (latency, throughput, success rate) is reported. We conducted tests with

varying numbers of workers, transaction numbers, and send rates (TPS) to evaluate

the limits of each model for ComputeVSI and LocalController transactions. The

experimental configuration is summarized in Table 4.1.

4.6.3 Results

The ComputeVSI transaction is the only transaction that will be called multiple times

every second (based on the measurement frequency of the PMUs). In contrast, the

Control transaction will be called a few times when needed. Therefore, most of the

workload is run with the normal data, invoking just the ComputeVSI transaction.

To test the maximum throughput achieved by our system, we measured the send

rate against the system throughput and average latency in one experiment with nor-

mal data and in another experiment with unstable data. Figure 4.4 shows the result

for normal data that just ran the ComputeVSI transaction, and Figure 4.5 shows the

result for unstable data that ran both the ComputeVSI and LocalController trans-

actions. These workloads are run with 3 Caliper workers over 8000 transactions. By

increasing the send rate, each model will reach a point that becomes saturated and

is unable to handle a higher send rate. As shown in the figures, the no-shard model
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Figure 4.4: Send rate vs. system throughput (TPS) & Average response latency -
Fixed values: 3 worker over 8000 transactions - ComputeVSI transaction.
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Figure 4.5: Send rate vs. system throughput (TPS) & Average response latency -
Fixed values: 3 worker over 8000 transactions - ComputeVSI+LocalController trans-
actions.
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Figure 4.6: Transaction number (txcnt) vs. System throughput (TPS) & Average
response latency - Fixed values: 3 worker with tps of 800 - ComputeVSI transaction.
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Figure 4.7: Number of workers vs. System throughput (TPS) & Average response
latency - Fixed values: 8000 transaction with tps of 800 - ComputeVSI transaction.
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gets to this threshold sooner than the sharding model.

To explore the limits of a usage surge, we tested the number of transactions sent

by the system with respect to throughput and average latency. This workload is

run with 3 caliper workers and a fixed sent rate of 800 tps. Figure 4.6 shows the

throughput and latency of this workload. As can be seen, the result shows that the

sharding model can significantly improve the overall throughput and latency.

Finally, we tested how the system handles concurrent requests by running multiple

workloads, varying the number of caliper workers. This workload configuration sends

8000 transactions with a send rate of 800 to measure the system throughput and

average latency. The number of caliper workers allows us to scale the workload

generation, and each worker processes performs the actual workload generation in

parallel and independently of each other. As we can see in Figure 4.7, the throughput

of the system has a general downward trend in the system throughput with respect to

the number of workers. Similarly, we can see an upward trend in average latency. We

can see that the number of shards plays the most important role for average latency

due to these workloads being able to operate in parallel across shards.

4.7 Conclusion

In this work, we designed and implemented a scalable blockchain-based DVS system

to compute a voltage stability index and take control actions in the electrical power

system. Our smart contracts regulate automatic computations of decentralized DVS

algorithm and manage resources in the electric power system. The experimental

results demonstrate that permissioned blockchains can handle a large number of power

grid transactions in a few seconds, and we can improve system performance close to

linearly with the addition of shards. This helps address the scalability issue related

to blockchain consensus in a large-scale power grid network.
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Chapter 5

Conclusions and Future Work

In this work, we first conducted a systematic review of the design and performance of

blockchain-based smart contract systems in Smart Grid applications, and investigated

soloutions to the data storage and Interoperability concerns. We then proposed a

blockchain-based smart contract system for decentralized control and monitoring in

energy systems, and we enhanced the performance and scalability of the system by

applying a sharding mechanism. The following summarizes the findings and results

of each of our studies as well as possible future research directions.

In Chapter 3 we presented a systematic literature review on the design of smart

contracts in a blockchain-based energy system. We investigated 62 papers in energy

systems concerning blockchain fundamentals and smart contracts for energy systems

and their interaction with the technical elements of the Smart Grid. Based on the

purpose of smart contracts deployed in energy systems and the Smart Grid application

domain, we categorized the studies into market operations, ancillary services, auditing

and monitoring, and cybersecurity. By examining different approaches, we identified

two different limitations of the blockchain platforms: data storage and the scalability

problem. We proposed solutions to the challanges based on existing research to solve

each problem, such as a removable ledger, interoperable blockchains, InterPlanetary

File System (IPFS), etc.

In Chapter 4, we proposed a scalable model for decentralized voltage stability
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control using blockchain and smart contract technology to analyze and investigate the

performance of blockchain as a real-time application in a Smart Grid. Our model used

smart contracts to communicate and manage devices and automate the monitoring

and control algorithm in real-time. To scale our model up to a larger network, we

applied sharding techniques and evaluated our model with a different number of

shards. We showed that sharding can improve linearly the latency and throughput of

the system. Using blockchain as a decentralized platform for real-time monitoring and

control also provides a platform to analyze the trace and pattern of data associated

with voltage collapse. Thus, blockchain can be used to identify potential threats in the

system, predict possible vulnerabilities in the power system, and integrate automatic

preventative actions. This will also provide data on the required number of reactive

power sources that need to be added to improve the grid’s stability. Hence, in future

work, it is worth investigating and integrating with our model the Machine Learning

models and AI techniques to reduce the complexity or give better intuition about the

system.
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[74] E. Münsing, J. Mather, and S. Moura, “Blockchains for decentralized opti-
mization of energy resources in microgrid networks,” in 2017 IEEE conference
on control technology and applications (CCTA), IEEE, 2017, pp. 2164–2171.

[75] Y. Wang, Z. Su, N. Zhang, J. Chen, X. Sun, Z. Ye, and Z. Zhou, “Spds:
A secure and auditable private data sharing scheme for smart grid based on
blockchain and smart contract,” IEEE Transactions on Industrial Informatics,
2020.

100



[76] A. Dorri, F. Luo, S. S. Kanhere, R. Jurdak, and Z. Y. Dong, “Spb: A se-
cure private blockchain-based solution for distributed energy trading,” IEEE
Communications Magazine, vol. 57, no. 7, pp. 120–126, 2019.

[77] I. Kounelis, G. Steri, R. Giuliani, D. Geneiatakis, R. Neisse, and I. Nai-
Fovino, “Fostering consumers’ energy market through smart contracts,” in
2017 International Conference in Energy and Sustainability in Small Develop-
ing Economies (ES2DE), IEEE, 2017, pp. 1–6.

[78] H. You, H. Hua, and J. Cao, “A smart contract-based energy trading strategy
in energy internet,” in 2019 IEEE International Conference on Energy Internet
(ICEI), IEEE, 2019, pp. 478–483.

[79] M. Afzal, Q. Huang, W. Amin, K. Umer, A. Raza, and M. Naeem, “Blockchain
enabled distributed demand side management in community energy system
with smart homes,” IEEE Access, vol. 8, pp. 37 428–37 439, 2020.

[80] R. Khalid, N. Javaid, A. Almogren, M. U. Javed, S. Javaid, and M. Zuair, “A
blockchain-based load balancing in decentralized hybrid p2p energy trading
market in smart grid,” IEEE Access, vol. 8, pp. 47 047–47 062, 2020.

[81] F. Knirsch, A. Unterweger, G. Eibl, and D. Engel, “Privacy-preserving smart
grid tariff decisions with blockchain-based smart contracts,” in Sustainable
Cloud and Energy Services, Springer, 2018, pp. 85–116.

[82] K. Nakayama, R. Moslemi, and R. Sharma, “Transactive energy management
with blockchain smart contracts for p2p multi-settlement markets,” in 2019
IEEE Power & Energy Society Innovative Smart Grid Technologies Conference
(ISGT), IEEE, 2019, pp. 1–5.

[83] Y. Li, R. Rahmani, N. Fouassier, P. Stenlund, and K. Ouyang, “A blockchain-
based architecture for stable and trustworthy smart grid,” Procedia Computer
Science, vol. 155, pp. 410–416, 2019.

[84] E. S. Kang, S. J. Pee, J. G. Song, and J. W. Jang, “A blockchain-based energy
trading platform for smart homes in a microgrid,” in 2018 3rd International
Conference on Computer and Communication Systems (ICCCS), IEEE, 2018,
pp. 472–476.

[85] X. Zhang and M. Fan, “Blockchain-based secure equipment diagnosis mecha-
nism of smart grid,” IEEE Access, vol. 6, pp. 66 165–66 177, 2018.

[86] M. Utz, S. Albrecht, T. Zoerner, and J. Strüker, “Blockchain-based manage-
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Appendix A: Voltage Stability
Index Threshold Estimation

To estimate a critical point and create data for testing the LocalController algorithm,

we need to estimate the threshold for the Voltage Stability Index. Therefore, we

defined multiple scenarios by increasing the load of different buses. We used the

monitoring and controlling algorithm described in Chapter 4 to calculate VSI and

specify the required reactive power needed to be injected at each bus. These scenarios

helped us to approximate the VSI threshold.

In this chapter, we first talk about the base model that we consider as a stable

grid. Then we explain three different scenarios and actions we take as a Volt-Var

Control to estimate the thresholds. For all the calculations and simulation, we used

the smart contracts described in Chapter 4.

A.1 Base Model

As we described in Chapter 4, we used the IEEE 30 bus transmission system data

for evaluating our model. We consider the original value of the IEEE 30 system as a

stable grid and our base model. Then we split the grid into three different groups and

calculated the VSI for each group and their combination to explore the VSI value.

Figure A.1 shows the information of each 30 buses. The buses can have one of these

three types: Load bus (PQ), generator bus(PV), and reference bus. VSI must be

calculated for the load buses, and the value of VSI is 1 for the buses that do not have

any reactive or active load. We specified the group in the figure with three different

108



colours and calculated the minimum VSI value for each group. When we merge two

groups with each other, the minimum VSI value changes a little bit. This is because

we supposed the buses, separating groups from each other, are tie buses. Based on

the flow of the power in tie buses, we considered them as a virtual load or generator.

But when we merged groups, we considered them as a load bus. This fact led to the

difference in VSI values.

It also needs to be mentioned that the VSI value is very sensitive to small changes

in the system, and if we suddenly put a large amount of the load on the grid, it may

not give us a very good estimation about a critical point.

A.2 Scenario 1

In the first scenario, we increased the load at bus 3 by multiplying it by 22. The

active power (P load) increased from 2.4 to 52.8 kW, and the reactive power (Q load)

increased from 1.2 to 26.4 kVAr at bus 3. The voltage magnitude dropped from 0.98

to 0.95, which led to decreasing the VSI value. Bus 3 is located in group 1, and when

the voltage decrease at the bus, it just affects the minimum VSI value for group 1,

and the minimum VSI for the other groups does not change.

As a control action, we consider two different scenarios:

First, we supposed the VVC at bus 3 had enough reactive power. In this case,

injecting the 11.072 kVAr reactive power at bus 3 will restore the voltage and increase

the VSI from 0.95 to 0.96. Figure A.2 shows the calculated VSI values in this scenario.

Second, we supposed there is no VVC available on bus 3, and we need to inject

power from bus 4. In this case, we need to inject reactive power two times from VVC

located at bus 4 to increase the voltage. Figure A.3 shows the calculated voltage and

VSI for this scenario.

Based on these two scenarios and several other samples in group 1, we decided that

the best VSI threshold for group 1 is 0.9015.

109



O
ri

gi
na

l c
as

e3
0

1=
 P

Q
 , 

2=
PV

, 3
=r

ef
er

en
ce

re
d=

gr
ou

p1
 , 

bl
ue

=g
ro

up
2 

gr
ee

n=
gr

ou
p3

B
us

 
T

yp
e

P 
lo

ad
Q

 lo
ad

Vo
lta

ge
 m

ag
ni

tu
de

Vo
lta

ge
 a

ng
le

V
SI

 
V

SI
 -m

er
ge

d 
gr

ou
p1

_2
V

SI
-m

er
ge

d 
gr

ou
p1

_3
V

SI
-m

er
ge

d 
gr

ou
p2

_3
1

3
0

0
1

0
-

-
-

2
2

21
.7

12
.7

1
-0

.4
15

49
07

16
9

-
-

-
-

3
1

2.
4

1.
2

0.
98

31
38

28
92

-1
.5

22
07

39
35

0.
99

82
17

51
18

0.
99

81
90

63
99

0.
99

82
00

43
69

0.
99

82
17

51
18

4
1

7.
6

1.
6

0.
98

00
92

99
54

-1
.7

94
72

76
51

0.
99

79
43

55
11

0.
99

81
90

63
99

0.
99

78
65

35
02

0.
99

79
43

55
11

5
1

0
0

0.
98

24
06

19
68

-1
.8

63
82

26
69

1
1

1
1

6
1

0
0

0.
97

31
84

02
12

-2
.2

66
95

67
02

1
1

1
1

7
1

22
.8

10
.9

0.
96

73
55

44
78

-2
.6

51
83

67
62

0.
86

97
23

96
67

0.
93

08
64

56
72

0.
86

97
23

96
67

0.
88

60
44

93
01

8
1

30
30

0.
96

06
23

70
84

-2
.7

25
76

94
31

0.
76

90
86

46
69

0.
88

56
44

12
39

0.
76

90
86

46
69

0.
79

57
26

30
93

9
1

0
0

0.
98

05
06

11
71

-2
.9

96
93

30
9

1
1

1
1

10
1

5.
8

2
0.

98
44

04
29

58
-3

.3
74

93
59

4
0.

99
90

49
73

89
0.

99
90

49
73

89
0.

99
82

13
74

98
0.

99
81

46
05

86
11

1
0

0
0.

98
05

06
11

71
-2

.9
96

93
30

9
1

1
1

1
12

1
11

.2
7.

5
0.

98
54

68
31

71
-1

.5
36

91
15

77
0.

99
48

52
19

08
0.

99
48

52
19

08
0.

99
29

90
35

57
0.

99
29

68
57

5
13

2
0

0
1

1.
47

61
63

25
9

-
-

-
-

14
1

6.
2

1.
6

0.
97

66
76

83
41

-2
.3

08
03

54
23

0.
95

19
88

07
15

0.
95

19
88

07
15

0.
96

29
68

78
94

0.
96

95
41

65
95

15
1

8.
2

2.
5

0.
98

02
29

02
9

-2
.3

11
83

53
86

0.
99

76
19

66
13

0.
99

76
19

66
13

0.
99

71
36

51
76

0.
99

63
80

97
34

16
1

3.
5

1.
8

0.
97

73
95

65
52

-2
.6

44
48

62
03

0.
99

85
09

96
38

0.
99

85
09

96
38

0.
99

80
65

28
73

0.
99

80
43

20
88

17
1

9
5.

8
0.

97
68

65
40

99
-3

.3
92

33
92

11
0.

97
81

55
40

26
0.

97
81

55
40

26
0.

97
75

71
67

99
0.

98
12

20
68

16
18

1
3.

2
0.

9
0.

96
84

40
32

91
-3

.4
78

38
77

13
0.

99
56

79
50

35
0.

99
56

79
50

35
0.

99
54

38
27

86
0.

99
54

85
97

5
19

1
9.

5
3.

4
0.

96
52

87
03

97
-3

.9
58

20
46

85
0.

98
63

33
97

99
0.

98
63

33
97

99
0.

98
50

95
75

56
0.

98
54

18
67

38
20

1
2.

2
0.

7
0.

96
91

66
35

08
-3

.8
71

02
43

21
0.

99
04

46
47

67
0.

99
04

46
47

67
0.

98
85

30
63

69
0.

98
83

18
52

09
21

1
17

.5
11

.2
0.

99
33

83
29

68
-3

.4
88

39
33

16
0.

84
78

95
84

39
0.

84
78

95
84

39
0.

90
91

41
57

21
0.

98
80

25
50

47
22

2
0

0
1

-3
.3

92
72

90
09

-
-

-
-

23
2

3.
2

1.
6

1
-1

.5
89

22
79

16
-

-
-

-
24

1
8.

7
6.

7
0.

98
85

66
29

62
-2

.6
31

46
14

64
0.

97
59

77
91

4
0.

97
59

77
91

4
0.

97
59

77
91

4
0.

97
59

77
91

4
25

1
0

0
0.

99
02

14
83

69
-1

.6
89

98
88

84
1

1
1

1
26

1
3.

5
2.

3
0.

97
21

94
14

98
-2

.1
39

34
59

79
0.

92
83

22
63

22
0.

92
83

22
63

22
0.

92
83

22
63

22
0.

92
83

22
63

22
27

2
0

0
1

-0
.8

28
43

93
15

7
-

-
-

-
28

1
0

0
0.

97
47

14
89

98
-2

.2
65

92
86

22
1

1
1

1
29

1
2.

4
0.

9
0.

97
95

96
70

47
-2

.1
28

49
81

72
0.

99
50

06
20

22
0.

99
50

06
20

22
0.

99
50

06
20

22
0.

99
50

06
20

22
30

1
10

.6
1.

9
0.

96
78

82
87

92
-3

.0
41

52
35

74
0.

90
39

53
96

32
0.

90
39

53
96

32
0.

90
39

53
96

32
0.

90
39

53
96

32
gr

ou
p1

 m
in

:
0.

99
79

43
55

11
0.

99
81

90
63

99
0.

99
78

65
35

02
0.

99
79

43
55

11
gr

ou
p2

 m
in

:
0.

76
90

86
46

69
0.

88
56

44
12

39
0.

76
90

86
46

69
0.

79
57

26
30

93
gr

ou
p3

 m
in

:
0.

84
78

95
84

39
0.

84
78

95
84

39
0.

90
91

41
57

21
0.

96
95

41
65

95

F
ig
u
re

A
.1
:
V
ol
ta
ge

S
ta
b
il
it
y
In
d
ex

V
al
u
e
(V

S
I)

fo
r
th
e
b
as
e
m
o
d
el

(o
ri
gi
n
al

IE
E
E
30

b
u
s
sy
st
em

va
lu
e)
.

110



in
cr

es
e 

bu
s3

 lo
ad

 *
22

1=
 P

Q
 2

=P
V

 3
=r

ef
er

en
ce

re
d=

gr
ou

p1
 , 

bl
ue

=g
ro

up
2 

gr
ee

n=
gr

ou
p3

B
us

 
T

yp
e

P 
lo

ad
Q

 lo
ad

Vo
lta

ge
 m

ag
ni

tu
de

Vo
lta

ge
 a

ng
leV

SI
 

Vo
lta

ge
 m

ag
ni

tu
de

Vo
lta

ge
 a

ng
leV

SI
 

1
3

0
0

1
0

-
1

0
-

2
2

21
.7

12
.7

1
-1

.4
41

50
25

25
-

1
-1

.4
32

10
99

81
-

3
1

52
.8

26
.4

0.
95

56
03

47
63

-4
.1

95
92

78
99

0.
87

88
44

33
01

0.
96

31
68

42
22

-4
.2

89
53

56
85

0.
90

18
51

63
21

4
1

7.
6

1.
6

0.
96

32
40

97
26

-3
.9

59
64

63
82

0.
99

09
27

65
13

0.
96

76
94

87
71

-4
.0

14
29

60
03

0.
99

36
72

58
06

5
1

0
0

0.
97

70
75

22
39

-3
.3

47
02

62
37

1
0.

97
85

27
80

48
-3

.3
51

54
74

81
1

6
1

0
0

0.
96

17
89

19
11

-4
.2

00
43

55
15

1
0.

96
46

83
80

65
-4

.2
31

86
67

24
1

7
1

22
.8

10
.9

0.
95

81
80

07
72

-4
.4

11
59

00
53

0.
86

72
17

01
83

0.
96

05
22

62
01

-4
.4

30
67

22
37

0.
86

78
63

89
64

8
1

30
30

0.
94

92
61

34
67

-4
.6

74
47

00
14

0.
76

35
25

45
75

0.
95

21
47

44
85

-4
.7

02
15

99
24

0.
76

49
56

86
44

9
1

0
0

0.
97

48
82

29
33

-4
.9

87
35

37
71

1
0.

97
63

27
17

98
-5

.0
17

40
11

39
1

10
1

5.
8

2
0.

98
18

12
48

03
-5

.3
91

13
33

04
0.

99
91

20
77

79
0.

98
24

98
00

41
-5

.4
21

40
16

52
0.

99
91

17
37

91
11

1
0

0
0.

97
48

82
29

33
-4

.9
87

35
37

71
1

0.
97

63
27

17
98

-5
.0

17
40

11
39

1
12

1
11

.2
7.

5
0.

98
09

83
69

68
-3

.5
89

17
12

75
0.

99
42

48
18

3
0.

98
21

13
18

12
-3

.6
40

87
34

8
0.

99
42

19
49

54
13

2
0

0
1

-0
.5

62
30

92
05

3
-

1
-0

.6
17

49
57

05
1

-
14

1
6.

2
1.

6
0.

97
29

63
68

01
-4

.3
68

02
52

03
0.

95
16

20
91

32
  a

ct
iv

at
e 

V
V

C
 a

t b
us

3 
==

> 
in

je
ct

 1
1.

07
12

52
2

0.
97

38
90

68
29

-4
.4

13
68

27
28

0.
95

17
12

96
91

15
1

8.
2

2.
5

0.
97

72
91

53
74

-4
.3

92
18

21
98

0.
99

74
94

83
69

0.
97

80
42

90
84

-4
.4

28
55

38
21

0.
99

74
87

90
22

16
1

3.
5

1.
8

0.
97

37
11

03
03

-4
.6

85
45

33
81

0.
99

84
05

99
33

0.
97

46
62

44
62

-4
.7

26
95

47
13

0.
99

83
94

99
63

17
1

9
5.

8
0.

97
39

42
29

4
-5

.4
17

81
42

01
0.

97
64

80
75

94
0.

97
47

11
93

03
-5

.4
50

82
39

91
0.

97
63

37
26

31
18

1
3.

2
0.

9
0.

96
56

07
06

76
-5

.5
40

91
33

33
0.

99
54

90
62

84
0.

96
63

46
85

43
-5

.5
73

88
16

63
0.

99
54

79
38

84
19

1
9.

5
3.

4
0.

96
25

11
48

22
-6

.0
08

75
81

04
0.

98
57

24
69

34
0.

96
32

40
50

52
-6

.0
40

06
78

22
0.

98
56

88
03

61
20

1
2.

2
0.

7
0.

96
64

33
08

18
-5

.9
13

17
75

45
0.

99
10

81
11

62
0.

96
71

51
85

1
-5

.9
44

13
92

08
0.

99
10

95
45

44
21

1
17

.5
11

.2
0.

99
28

05
79

65
-5

.5
57

11
91

7
0.

84
52

67
16

15
0.

99
29

58
71

49
-5

.5
74

12
11

87
0.

84
54

23
53

62
22

2
0

0
1

-5
.4

78
39

70
8

-
1

-5
.4

91
10

64
99

-
23

2
3.

2
1.

6
1

-3
.7

19
95

77
49

-
1

-3
.7

35
16

29
08

-
24

1
8.

7
6.

7
0.

98
85

47
03

77
-4

.7
18

32
06

3
0.

97
59

77
91

4
0.

98
85

46
26

17
-4

.7
33

76
54

27
0.

97
64

06
84

73
25

1
0

0
0.

99
02

10
16

24
-3

.7
22

74
63

56
1

0.
99

02
09

62
32

-3
.7

43
35

44
15

1
26

1
3.

5
2.

3
0.

97
21

89
38

67
-4

.1
72

10
77

74
0.

92
83

21
92

99
0.

97
21

88
83

73
-4

.1
92

71
63

32
0.

92
83

21
84

88
27

2
0

0
1

-2
.8

27
89

48
53

-
1

-2
.8

51
68

01
25

-
28

1
0

0
0.

96
44

79
21

52
-4

.2
28

90
84

69
1

0.
96

70
74

91
6

-4
.2

53
81

13
39

1
29

1
2.

4
0.

9
0.

97
95

96
70

47
-4

.1
27

95
37

09
0.

99
50

06
20

22
0.

97
95

96
70

47
-4

.1
51

73
89

81
0.

99
50

06
20

22
30

1
10

.6
1.

9
0.

96
78

82
87

92
-5

.0
40

97
91

11
0.

90
39

53
96

32
0.

96
78

82
87

92
-5

.0
64

76
43

83
0.

90
39

53
96

32
gr

ou
p1

 m
in

:
0.

87
88

44
33

01
gr

ou
p1

 m
in

:
0.

90
18

51
63

21
gr

ou
p2

 m
in

:
0.

76
35

25
45

75
gr

ou
p2

 m
in

:
0.

76
49

56
86

44
gr

ou
p3

 m
in

:
0.

84
52

67
16

15
gr

ou
p3

 m
in

:
0.

84
54

23
53

62

F
ig
u
re

A
.2
:
V
ol
ta
ge

S
ta
b
il
it
y
In
d
ex

(V
S
I)

an
d
V
ol
ta
ge

M
ag
n
it
u
d
e
va
lu
e
fo
r
sc
en
ar
io

1.
W
e
su
p
p
os
ed

th
er
e
is

en
ou

gh
re
ac
ti
ve

p
ow

er
av
ai
la
b
le

at
V
V
C

at
b
u
s
3.

111



in
cr

es
e 

bu
s3

 lo
ad

 *
22

1=
 P

Q
 2

=P
V

 3
=r

ef
er

en
ce

re
d=

gr
ou

p1
 , 

bl
ue

=g
ro

up
2 

gr
ee

n=
gr

ou
p3

B
us

 
T

yp
e

P 
lo

ad
Q

 lo
ad

Vo
lta

ge
 m

ag
ni

tu
de

Vo
lta

ge
 a

ng
leV

SI
 

Vo
lta

ge
 m

ag
ni

tu
de

Vo
lta

ge
 a

ng
leV

SI
 

Vo
lta

ge
 m

ag
ni

tu
de

Vo
lta

ge
 a

ng
leV

SI
 

1
3

0
0

1
0

-
1

0
-

1
0

-
2

2
21

.7
12

.7
1

-1
.4

41
50

25
25

-
1

-1
.4

12
52

11
75

-
1

-1
.4

10
36

41
91

-
3

1
52

.8
26

.4
0.

95
56

03
47

63
-4

.1
95

92
78

99
0.

87
88

44
33

01
0.

97
72

70
14

97
-4

.4
79

13
41

85
0.

88
41

56
96

74
0.

97
96

82
65

63
-4

.5
11

99
06

46
0.

98
93

38
27

9
4

1
7.

6
1.

6
0.

96
32

40
97

26
-3

.9
59

64
63

82
0.

99
09

27
65

13
0.

98
91

64
47

59
-4

.3
30

35
52

62
0.

99
90

01
12

86
0.

99
20

52
85

74
-4

.3
72

88
13

16
0.

99
90

95
90

95
5

1
0

0
0.

97
70

75
22

39
-3

.3
47

02
62

37
1

0.
98

55
26

15
66

-3
.4

11
47

72
99

1
0.

98
64

66
89

11
-3

.4
20

16
42

64
1

6
1

0
0

0.
96

17
89

19
11

-4
.2

00
43

55
15

1
0.

97
86

19
14

51
-4

.4
32

43
43

34
1

0.
98

04
93

01
15

-4
.4

59
86

51
82

1
7

1
22

.8
10

.9
0.

95
81

80
07

72
-4

.4
11

59
00

53
0.

86
72

17
01

83
0.

97
17

97
05

05
-4

.5
67

83
80

06
0.

87
09

12
09

97
0.

97
33

12
64

98
-4

.5
86

87
11

8
0.

87
13

13
80

66
8

1
30

30
0.

94
92

61
34

67
-4

.6
74

47
00

14
0.

76
35

25
45

75
0.

96
60

38
11

29
-4

.8
85

17
05

93
0.

77
16

67
63

96
0.

96
79

05
52

27
-4

.9
10

29
46

62
0.

77
25

47
84

69
9

1
0

0
0.

97
48

82
29

33
-4

.9
87

35
37

71
1

0.
98

32
84

63
02

-5
.2

12
94

50
44

1
0.

98
42

20
19

04
-5

.2
39

75
83

4
1

10
1

5.
8

2
0.

98
18

12
48

03
-5

.3
91

13
33

04
0.

99
91

20
77

79
0.

98
58

00
74

93
-5

.6
18

79
64

2
0.

99
51

98
64

71
0.

98
62

44
87

57
-5

.6
45

88
21

67
0.

99
91

00
75

11
1

0
0

0.
97

48
82

29
33

-4
.9

87
35

37
71

1
0.

98
32

84
63

02
-5

.2
12

94
50

44
1

0.
98

42
20

19
04

-5
.2

39
75

83
4

1
12

1
11

.2
7.

5
0.

98
09

83
69

68
-3

.5
89

17
12

75
0.

99
42

48
18

3
0.

98
75

54
91

81
-3

.9
42

43
60

02
0.

99
51

98
64

71
0.

98
82

87
25

4
-3

.9
83

31
62

01
0.

99
52

00
63

36
13

2
0

0
1

-0
.5

62
30

92
05

3
-

1
-0

.9
35

73
33

37
8

-
1

-0
.9

78
84

35
94

1
-

14
1

6.
2

1.
6

0.
97

29
63

68
01

-4
.3

68
02

52
03

0.
95

16
20

91
32

   
   

 a
ct

iv
at

e 
V

V
C

 a
t b

us
4 

==
> 

in
je

ct
 5

5.
35

00
20

89
5

0.
97

83
55

73
92

-4
.6

86
28

31
27

0.
95

21
52

71
17

   
   

 a
ct

iv
at

e 
V

V
C

 a
t b

us
4 

==
> 

in
je

ct
 6

.3
57

68
18

54
58

88
81

0.
97

89
56

58
49

-4
.7

23
33

06
97

0.
95

22
11

42
73

15
1

8.
2

2.
5

0.
97

72
91

53
74

-4
.3

92
18

21
98

0.
99

74
94

83
69

0.
98

16
61

88
13

-4
.6

56
54

50
63

0.
99

74
53

43
57

0.
98

21
48

65
82

-4
.6

87
65

11
88

0.
99

74
49

10
91

16
1

3.
5

1.
8

0.
97

37
11

03
03

-4
.6

85
45

33
81

0.
99

84
05

99
33

0.
97

92
46

02
31

-4
.9

79
08

47
11

0.
99

17
41

05
63

0.
97

98
62

58
94

-5
.0

13
42

06
52

0.
99

17
08

65
77

17
1

9
5.

8
0.

97
39

42
29

4
-5

.4
17

81
42

01
0.

97
64

80
75

94
0.

97
84

19
81

81
-5

.6
61

64
01

35
0.

97
56

00
49

31
0.

97
89

18
44

54
-5

.6
90

50
26

83
0.

97
55

02
22

95
18

1
3.

2
0.

9
0.

96
56

07
06

76
-5

.5
40

91
33

33
0.

99
54

90
62

84
0.

96
99

10
49

81
-5

.7
85

09
74

79
0.

99
54

21
16

56
0.

97
03

89
73

3
-5

.8
13

98
59

2
0.

99
54

13
49

01
19

1
9.

5
3.

4
0.

96
25

11
48

22
-6

.0
08

75
81

04
0.

98
57

24
69

34
0.

96
67

52
39

86
-6

.2
43

05
61

37
0.

98
54

98
15

62
0.

96
72

24
64

4
-6

.2
70

85
94

52
0.

98
54

73
10

68
20

1
2.

2
0.

7
0.

96
64

33
08

18
-5

.9
13

17
75

45
0.

99
10

81
11

62
0.

97
06

14
41

31
-6

.1
45

30
74

3
0.

99
11

74
23

27
0.

97
10

80
02

55
-6

.1
72

87
51

53
0.

99
11

84
20

24
21

1
17

.5
11

.2
0.

99
28

05
79

65
-5

.5
57

11
91

7
0.

84
52

67
16

15
0.

99
36

95
24

56
-5

.7
07

96
64

79
0.

84
58

90
97

22
0.

99
37

94
26

09
-5

.7
26

54
56

17
0.

84
59

23
79

64
22

2
0

0
1

-5
.4

78
39

70
8

-
1

-5
.6

04
30

20
22

-
1

-5
.6

20
10

62
84

-
23

2
3.

2
1.

6
1

-3
.7

19
95

77
49

-
1

-3
.8

61
16

96
43

-
1

-3
.8

78
64

36
06

-
24

1
8.

7
6.

7
0.

98
85

47
03

77
-4

.7
18

32
06

3
0.

97
59

77
91

4
0.

98
85

42
12

25
-4

.8
60

19
95

23
0.

97
61

89
05

82
0.

98
85

41
57

83
-4

.8
77

75
96

25
0.

97
61

59
64

46
25

1
0

0
0.

99
02

10
16

24
-3

.7
22

74
63

56
1

0.
99

02
06

84
31

-3
.8

93
83

86
53

1
0.

99
02

06
46

61
-3

.9
14

62
62

52
1

26
1

3.
5

2.
3

0.
97

21
89

38
67

-4
.1

72
10

77
74

0.
92

83
21

92
99

0.
97

21
86

00
45

-4
.3

43
20

31
41

0.
92

83
21

43
11

0.
97

21
85

62
04

-4
.3

63
99

10
89

0.
92

83
21

37
45

27
2

0
0

1
-2

.8
27

89
48

53
-

1
-3

.0
16

96
32

99
-

1
-3

.0
39

73
68

86
-

28
1

0
0

0.
96

44
79

21
52

-4
.2

28
90

84
69

1
0.

97
95

69
84

39
-4

.4
23

62
69

15
1

0.
98

12
49

90
13

-4
.4

46
99

48
7

1
29

1
2.

4
0.

9
0.

97
95

96
70

47
-4

.1
27

95
37

09
0.

99
50

06
20

22
0.

97
95

96
70

47
-4

.3
17

02
21

56
0.

99
50

06
20

22
0.

97
95

96
70

47
-4

.3
39

79
57

42
0.

99
50

06
20

22
30

1
10

.6
1.

9
0.

96
78

82
87

92
-5

.0
40

97
91

11
0.

90
39

53
96

32
0.

96
78

82
87

92
-5

.2
30

04
75

57
0.

90
39

53
96

32
0.

96
78

82
87

92
-5

.2
52

82
11

44
0.

90
39

53
96

32
gr

ou
p1

 m
in

:
0.

87
88

44
33

01
gr

ou
p1

 m
in

:
0.

88
41

56
96

74
gr

ou
p1

 m
in

:
0.

98
93

38
27

9
gr

ou
p2

 m
in

:
0.

76
35

25
45

75
gr

ou
p2

 m
in

:
0.

77
16

67
63

96
gr

ou
p2

 m
in

:
0.

77
25

47
84

69
gr

ou
p3

 m
in

:
0.

84
52

67
16

15
gr

ou
p3

 m
in

:
0.

84
58

90
97

22
gr

ou
p3

 m
in

:
0.

84
59

23
79

64

F
ig
u
re

A
.3
:
V
ol
ta
ge

S
ta
b
il
it
y
In
d
ex

(V
S
I)
an

d
V
ol
ta
ge

M
ag
n
it
u
d
e
va
lu
e
fo
r
sc
en
ar
io

1.
W
e
su
p
p
os
ed

th
er
e
is
n
ot

en
ou

gh
re
ac
ti
ve

p
ow

er
av
ai
la
b
le

at
V
V
C

at
b
u
s3
,
an

d
w
e
n
ee
d
to

in
je
ct

p
ow

er
fr
om

V
V
C

at
b
u
s
4.

It
ta
ke
s
tw

o
st
ep
s
of

in
je
ct
io
n
to

in
cr
ea
se

th
e
V
S
I
va
lu
e
an

d
vo
lt
ag
e.

112



A.3 Scenario 2

In the second scenario, we increased the load at bus 14 by multiplying it by 4. The

active load (P load) increased from 6.2 to 24.8 kW, and the reactive load (Q load)

increased from 1.6 to 6.4 kVAr at bus 14. The voltage magnitude dropped from 0.97

to 0.94, which led to decreasing the VSI value. Bus 14 is located in group 3, and

when the voltage decrease at the bus, the minimum VSI value for the group 3 drops

from 0.847 to 0.79, and the minimum VSI for the other groups does not change.

As a control action, we supposed the VVC at bus 14 had not enough reactive

power, and we used VVC at bus 15 to restore the voltage. In this case, we need to

inject reactive power at bus 14 three times to correct the voltage and increase the

VSI from 0.79 to 0.801. Figure A.4 and Figure A.5 show the calculated VSI values

and voltages in this scenario.

Based on this scenario and several other samples in group 3, we decided that the

best VSI threshold for group 3 is 0.80.

A.4 Scenario 3

In the third scenario, we increased the load at bus 30 by multiplying it by 2. The

active load (P load) increased from 10.6 to 17.4 kW, and the reactive load (Q load)

increased from 1.9 to 13.4 kVAr at bus 30. The voltage magnitude dropped from 0.96

to 0.90, which led to decreasing the VSI value. Bus 30 is located in group 2, and

when the voltage decrease at the bus, the minimum VSI value for the group 2 decrease

from 0.76 to 0.69, and the minimum VSI for the other groups does not change very

much. There is a little drop in the minimum VSI value of group 3, which is above

the threshold we defined in scenario 2.

As a control action, we supposed the VVC at bus 30 had enough reactive power.

In this case, we need to inject reactive power one time at bus 30 to correct the voltage

and increase the VSI from 0.69 to 0.76. Figure A.6 shows the calculated VSI values
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in this scenario.

Based on this scenario and several other samples in group 2, we decided that the

best VSI threshold for group 2 is 0.76.
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