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Abstract

This thesis examines ion distributions and flows in the earth ’s magnetotail. 

Tailward flows in the current sheet region (CS) are usually associated with a neutral 

line. Another possible explanation for these tailward flows is provided through this 

work.

First, the meaning of ion flows is investigated in terms of aliasing problems. 

D ata from the WIND satellite are used to demonstrate that velocity moments can be 

ambiguous when the distribution functions are computed with instrument sampling 

rates which are slow compared to the rate of change of the magnetic field. Next, 

ion distribution functions are generated using a test particle simulation in a newly 

developed magnetic field model. Constraints for the model include the unique ground 

based CANOPUS photometer array, which is used to demonstrate quantitatively 

how the crosstail current sheet thins during substorm growth phase. Such thinning 

corresponds to equatorward motion of auroral emissions, and earthward motion of 

the inner edge of the plasma sheet to distances inside ~ 6  R e - Simultaneously the 

current sheet can thin from 2 R e to 0 .1  R e and remain stable for tens of minutes.

Test particle simulations in the model plasma sheet boundary layer (PSBL) 

show tha t fast bulk ion flows are due to the presence of beams in the distribution 

functions. At the edge of the PSBL there are fast earthward beams. Closer to the 

CS bulk velocity slows and becomes tailwards due to counterstreaming beams. In 

the CS large populations of anti-earthward moving protons contribute to anisotropic 

tailward flows. The model thus predicts tha t tailward flows in the CS develop as a 

natural consequence of PSBL dynamics.

Finally, a first-order perturbation electrostatic field, derived from linear theory, 

is modelled to simulate noise in the PSBL. It is used to test and validate the previous
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noise free test particle simulations. An assessment is made of the stability of the 

distribution functions to the  model electrostatic noise in the PSBL. For electrostatic 

noise with realistic intensities, there is no significant change in the model distribution 

functions.
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CHAPTER 1

Introduction

1.1 The solar wind and the earth’s magnetosphere

The most dram atic influence of the sun upon our terrestrial environment is related 

to weather patterns, and is the subject of age-old studies. More recently scientists 

have studied the influence of the sun on the earth’s magnetic environment. Dynamic 

changes in the earth ’s magnetic field are intimately related to the continuous buffeting 

it experiences from the solar wind, a gusty flow of plasma from the sun. The solar 

wind is a nearly fully ionised gas which, a t the earth, has a typical density of 2 -1 0  

cm -3 , and velocity about 400 km /s. Since the solar wind exceeds the sound speed 

(~100 km /s) and the Alfven speed (~40 km /s), the earth’s motion, in the frame 

of the solar wind, is supersonic and super Alfvenic. Thus a magnetohvdrodynamic 

(MHD) shock wave, called the bow shock, forms in front of the earth. The process of 

mass, momentum, and energy transport from the solar wind, and the interplanetary 

magnetic field (IMF) it carries along, modifies the dipolar geometry of the earth ’s 

magnetic field. On the dayside, the earth ’s magnetic field is compressed, while on the 

nightside it stretches away from the earth, forming a long cylindrical cavity called the 

magnetotail. The magnetotail is a  very im portant component of the magnetosphere, 

for it acts as a dynamic reservoir of plasma and energy. A boundary, known as the 

magnetopause, marks the separation of the solar wind from the earth ’s magnetic 

field. The magnetopause is defined primarily by a  large scale electric current -  the

1
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magnetopause current -  tha t is induced by the plasma-magnetic field interaction. The 

region which it confines is called the magnetosphere. The region between the bow 

shock and the magnetopause is called the magnetosheath. These and other major 

plasma regimes are illustrated schematically in Figure 1.1.

In addition to the magnetopause current, another current system is required to 

maintain the tail-like geometry in the anti-sunward direction. This sheet-like current 

is known as the crosstail current. It is located in the current sheet (CS) region, whose 

midplane is called the neutral sheet (NS), and flows from the dawn flank to the dusk 

flank. In order to carry the electric current, the plasma has relatively high density 

(~ 0 .1  cm -3) and tem perature (several keV) around the NS. This region around the 

NS is called the plasma sheet (PS). In this schematic picture, the crosstail current 

forms the central core of the PS. Both the northern and southern regions of the PS, 

in their high latitude locations, are adjacent to regions of strong magnetic field called 

the magnetotail lobes. The lobes are connected magnetically to the northern and 

southern polar regions of the earth, and have a low plasma population with number 

densities often less than 0 .0 1  cm-3 .

The plasma sheet boundary layer (PSBL) is a region distinct from the central 

plasma sheet (CPS) and an important region of plasma transport in the tail. At 

its low latitude interface the PSBL borders the CPS. and it borders the lobe at 

its high latitude interface. Far from the earth its high latitude interface can be 

immediately adjacent to the plasma mantle. The PSBL features particle densities 

in the range of 0.1 to 1.0 cm "3. One of the main characteristics of the PSBL is 

the earthward flowing and counterstreaming field-aligned ion beams [De Coster and 

Frank, 1979; Williams, 1981; Eastman et a i,  1984]. The conventional picture is that 

at the outermost edge of the PSBL one finds high speed electrons. Moving further 

into the boundary layer earthward streaming ion beams are encountered, followed by

2
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Figure 1 .1 : A schematic portraying a generally accepted global representation of the 
earth 's magnetosphere (after Williams et al. [1992]).

counterstreaming earthward and tailward beams, and finally an evolution to a nearly 

isotropic CPS ion distribution. Recent observations of single tailward ion beams 

[Parks et al., 1998], indicate, however, that the picture is sometimes more complicated. 

The PSBL and CS regions are among the most im portant in the magnetotail because 

microscale phenomena occurring there can be im portant to the system as a whole.

1.2 Magnetospheric energy storage and release

Dungey [1961] was the first to suggest tha t high density plasmas in the solar wind 

can enter the magnetosphere by magnetic field reconnection at the dayside magne­

topause when the IMF is southward (opposite to the geomagnetic field direction). 

This produces an open magnetosphere with magnetic merging on the dayside and re­

connection on the nightside. At such times solar wind mass, energy, and momentum

3
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can directly enter the magnetosphere and energy can be stored in the magnetic field 

of the tail lobes and other regions of the magnetotail. While the IMF is southward 

the magnetosphere has some field lines that are called open because there is only one 

footpoint in the ionosphere, the other being in the sun. The footpoint located in the 

sun is carried tail wards by the solar wind under the frozen in condition of MHD. The 

combined effect of the tailward motion and convection, resulting from the action of 

the crosstail convection electric field, causes open field lines to eventually reconnect 

in the earth’s magnetotail. The inner magnetosphere contains closed field lines with 

footpoints in the earth’s southern and northern hemispheres, respectively. Some com­

ponents of the solar wind are transported along the reconnected field lines down to 

the ionosphere. This ionospheric region is known as the cusp.

Since the magnetotail behaves like a reservoir of energy, at some point the 

stresses tha t cause its magnetic field lines to stretch away from the earth can no longer 

be maintained. The magnetotail will reach a state where it must release some energy, 

in the process undergoing a transition to a more relaxed state. Much of this energy 

is released into the inner magnetosphere impulsively during magnetically disturbed 

intervals called magnetospheric substorms. During substorms large amounts of energy 

are slowly stored and then suddenly released in the magnetosphere, the effects of which 

may be observed from the surface of the earth, as bright, often fast moving aurora, 

and large magnetic perturbations.

Observationally, the magnetospheric substorm can be described in terms of 

directly driven and storage release processes [Rostoker et al.. 1987]. Energy storage 

occurs during the directly driven stage, which usually s tarts  when the IMF turns 

southward. Subsequent enhancement of magnetospheric convection causes plasma 

from the magnetotail to move closer to the earth. Some of the magnetotail particles

4
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are accelerated a t this time and a small number of particles near the loss cone pre­

cip itate into the ionosphere. Precipitation enhances ionospheric conductivity, which 

perm its more current to flow between the ionosphere and the magnetosphere. The 

directly driven process is characterised by the increase of the large scale ionospheric 

current systems, known as the westward and eastward ionospheric electrojets. This 

episode of energy storage in the magnetosphere is called the growth phase of the 

magnetospheric substorm. The enhancement of the directly driven electrojets is as­

sociated with increased magnetic perturbations tha t are observed on the ground. As 

well, during the growth phase the auroral luminosity increases and can be observed by 

ground-based instruments such as photometers. Figure 1.2 shows an example of mag­

netom eter and photometer da ta  during a magnetospheric substorm on March 9, 1995. 

Figure 1.2a shows the photometer data  for the 486.1 nrn wavelength at the Gillam and 

Rankin Inlet stations of the CANOPUS array. Figure 1.2b shows the X-component of 

the magnetic perturbations at various stations, and Figure 1.2c shows the impulsive 

ULF magnetic perturbations, known as Pi2’s, detected at Gillam. CANOPUS station 

locations are indicated in Table 1.

Location Station
acronymn

Geographic 
Lat. Long.

PACE 
Lat. Long.

Eskimo Point 
F t Churchill 
Gillam 
Island Lake 
Pinawa 
Rankin Inlet 
Taloyoak

ESKI
FCHU
GILL
ISLL
PINA
RANK
TALO

61.1 266.0
58.8 265.9
56.4 265.4
53.9 265.3 
50.2 264.0 
62.8 267.9
69.5 266.5

71.93 -31.75
69.72 -30.76 
67.38 -30.93
64.94 -30.33 
61.16 -31.58
73.72 -28.97 
79.65 -36.38

Table 1 : CANOPUS instrument sites. See Baker and Wing [1989] for a description 
of the eccentric PACE invariant coordinates.

For this substorm event the growth phase commenced between 0325-0335 UT

5
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(a.) Date: 950309* Canopus Photometer* Stn = GILL/RANK* 4861A
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Figure 1.2: (a.) Meridian scanning photometer data (486.1 nm) from HANK and 
GILL stations in the CANOPUS array showing auroral luminosity during a substorm 
growth phase and subsequent expansive phase on March 9.1995. Local magnetic time 
is approximately UT minus 6  hours, (b.) Magnetic X-component from the Churchill 
line of magnetometers, (c.) Pi2 pulsations from the Gillam magnetometer. Table 1 

gives the location of the various stations in the CANOPUS array.
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(not shown). Subsequent motion of the region of luminosity was equatorward (Figure 

1.2a), and the eastward electro je t began to strengthen as signalled by a positive X- 

component magnetic perturbation (not shown). Distinct signatures of highly taillike 

magnetic fields are observed close to the earth (i.e. within geosynchronous orbit) 

during most growth phases, and in chapter 4 it is demonstrated tha t the growth 

phase stretching of magnetic field lines is associated with this equatorward motion of 

luminosity.

As energy from the solar wind is stored in the magnetic field of the lobe during 

the growth phase, lobe magnetic pressure is transm itted to the plasma sheet causing 

it to thin. Since the solar wind is, in effect, pulling the magnetotail and its contents 

antisunward, to maintain an equilibrium there must be some sort of reaction. This 

reaction is accomplished by the crosstail current thinning, intensifying, and moving 

closer to the earth. During the growth phase the near-earth crosstail current can 

thin to fractions of an earth radius (R e ) [Sergeev et al., 1993; Sanny et al.. 1994: 

Kubyshkina et al., 1999]. Simultaneously the crosstail current intensifies in the near- 

earth  region [Kaufmann, 1987; Pulkkinen et al., 1994]. The current intensification is 

restricted in radial extent, and azimuthally to within a few hours around magnetic 

midnight [Baker and McPherron, 1990; Iijima et al.. 1993; Baker et al., 1993]. These 

changes in the crosstail current result in the magnetic field becoming very taillike in 

the PS [Kokubun and McPherron, 1981; Pulkkinen et al., 1992: Nakai et al., 1997]. 

and lead to a localised region of weak magnetic field in the NS.

Immediately following the growth phase (storage process) comes the release 

of energy during the substorm expansive and recovery phase. The expansive phase 

is signalled by the collapse of the near-earth crosstail current and the generation of 

ULF Pi2 pulsations as detected by ground magnetometers. Photom eter data show 

an explosive brightening and poleward expansion of the region of discrete aurora.

7
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In the example shown (Figure 1.2) expansive phase onset occurs a t 0459 UT. Onset 

is clearest in the X-component a t Gillam (GILL in Figure 1 .2 b and Pi2 pulsations 

in Figure 1.2c). The taillike magnetic field dipolarises a t this time, and turbulent 

magnetic fields and fast flows of plasma are often seen in the magnetotail during this 

phase of the substorm. A long standing issue in substorm physics is tha t of where and 

when an internal magnetospheric process suddenly initiates to dissipate the stored 

tail energy at expansive phase onset. The most popular idea is tha t of the near- 

earth  neutral line (NENL) model [McPherron et al., 1973; Hones, 1979; Baker et al.. 

1999] which posits an X-type magnetic reconnection region in the magnetotail causes 

expansive phase onset. The recovery phase is the final stage of the magnetospheric 

substorm. It follows the intense auroral displays associated with the expansive phase. 

During this interval the aurora in the midnight sector become weaker and quite diffuse. 

The magnetosphere is then effectively in a ground state, and if conditions are suitable, 

another substorm cycle may occur.

1.3 Ion flows in the mantle, lobe, PS, and PSBL

Injection of magnetosheath plasma into the cusp regions during the frontside magnetic 

field merging is followed by the convection of these high density plasmas from the 

dayside toward the centre of the magnetotail via the high-altitude polar cap regions 

(mantle). Rosenbauer et al. [1975] reported the existence of the tailward (100-200 

km /s) mantle flows up to 18 R e downtail. Hardy et al. [1979] extended the region 

of mantle observations to about 60 R e , and the recent Geotail satellite mission was 

used by Eastman et al. [1998] to demonstrate its existence to 210 R e - They found 

th a t plasma mantle intervals increase in probability of occurrence from 18% near the 

earth  to about 50% near 205 R e - Liu and Hill [1990] demonstrated theoretically that

8
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the mantle becomes an especially important source of PS plasma during the substorm 

growth phase, when the IMF has a southward component for prolonged intervals.

W hen the m antle/lobe plasmas convect to the PS. they are considered to 

undergo some acceleration and heating processes (from several eV to several keV). 

Theoretical and numerical studies have been performed in order to understand these 

processes, particularly within the PSBL [Grabbe and Eastman, 1984; Schriver and 

Ashour-Abdalla, 1990]. The PSBL has been identified by the presence of ion beams 

[DeCoster and Frank, 1979; Sarris and Axford, 1979; Williams, 1981: Forbes et al.. 

1981; Eastman et al., 1984, 1985, 1986; Takahashi and Hones, 1988]. Typically, 

only earthward directed beams are present near the lobeward edge of the PSBL and 

tailward directed beams are present deeper within the layer. W hen counterstreaming 

beams are simultaneously observed, the tailward beam has a  higher speed than the 

earthward beam [Forbes et al., 1981; Takahashi and Hones. 1988]. Several models 

attem pt to explain the ion flows in the PSBL. Speiser [1965, 1967] proposed that 

the energisation mechanism is acceleration of CPS ions in the crosstail current sheet. 

Ions energised in the current sheet would stream earthward along the magnetic field 

in the PSBL, accounting for the earthward directed beams. The tailward beams 

would result from the mirroring of the earthward beams near the earth [Forbes et al..

1981]. Lyons and Speiser [1982] showed observational evidence supporting the Speiser 

model. They found tha t the cause of ion acceleration is the violation of the guiding 

centre approximation in the CS region, by which ions can gain their energies from 

the dawn-to-dusk electric field. This model has been pursued by several researchers 

(e.g. Speiser and Lyons, 1984; Ashour-Abdalla et al., 1991). Onsager et al. [1991] 

put forward another model of the formation of the PSBL which relies on a steady 

source of plasma from a spatially extended PS, together with steady equatorward and 

earthward E  x  B  convection of the field lines due to reconnection at a  neutral line.

9
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Several researchers have used this model (e.g. Frank et al., 1994; Elphic et al., 1995; 

Smets et al., 1998). At present the acceleration mechanism continues to be a source 

of debate [Parks et al., 1998, 1999; Fusilier and Onsager, 1999; Lui et al., 2000].

As mentioned previously, the PSBL normally has a t least two ion components -  

high speed beams and ions transported from the lobe into the plasma sheet. Nakamura 

et al. [1992] showed experimental evidence for these two ion components. Recent 

observations of single tailward ion beams [Parks et al., 1998, 1999] indicate tha t 

other components exist in the PSBL. Ion flows in the PSBL typically come from the 

ion beams propagating in both directions along the magnetic field. Parks et al. [1998. 

1999] found that while the distribution function containing the earthward going beams 

consists primarily of the ion beams, the distribution of tailward going beams includes 

the beam plus an isotropic component. When these two types of distributions are 

convolved to compute the mean velocity, large mean values >  400 k m / s  result in the 

earthward direction and smaller values < 2 0 0  k m / s  in the tailward direction.

In the CPS the bulk flow is mainly determined by large scale E x B  convection. 

Ion distributions with multiple components, as found in the PSBL, are thought to be 

rarely observed in the CPS. Paterson et al. [1998] surveyed the PS between 10 and 

50 R e . They found th a t perpendicular flows were slow, and on the whole consistent 

with plasm a convection. Surprisingly, for parallel flows the most probable value was 

negative, and in the range -100 to 0 km /s. Another recent study, by Borovsky et al. 

[1997], found tha t a t low velocities (<  250 k m / s )  plasma sheet turbulence appears to 

be isotropic. On the other hand, fast flows above 300 k m / s  appear more structured. 

Fast ion flows in the CPS have been extensively studied in the past two decades 

[Angelopoulos et al., 1996a,b and references therein]. Whereas in the PSBL, the fast 

flows are nearly field-aligned, in the CPS and near the current sheet region about 

70% of the fast flows are predominantly perpendicular to the magnetic field direction

10
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[Baker et al., 1996]. Thus in the CPS much of the fast plasma transport is across 

field lines rather than  along them. Though fast flows in the CPS are bursty with 

a  duration of only a few minutes, it is claimed that they are responsible for most 

of the tail plasma and magnetic flux transport [Angelopoulos, 1992, 1994]. There is, 

however, disagreement in the field regarding this (see Paterson et al., [1998, 1999]; 

Angelopoulos et al. [1999]). A one-to-one correlation between fast bursty flows and 

substorm phase is not clear [Angelopoulos et al., 1992].

Nakamura et al. [1991, 1992, 1994] have studied the characteristics of the 

plasma flows in the CS region, where the magnetic field is weak. They found that 

high speed flow events (V >  300 k m / s ) are usually restricted to the region tailward 

of X  =  -25 R e , and are predominantly sunward or tailward. Studies of bursty flows 

[Baumjohann et al., 1990; Angelopoulos et al., 1992, 1994] have been careful to dis­

tinguish CPS flows th a t are perpendicular to the ambient magnetic field from the 

field-aligned flows observed within the PSBL [Eastman et al., 1984, 1985]. Recently. 

Lyons et al. [1999, 2000] found evidence tha t the flows within the CPS and those 

within the PSBL may not be distinct phenomena. They found th a t when they are 

observed, significant flows appear to exist throughout the entire height of the tail 

plasma sheet, and are associated with structured currents in the tail. This lends cre­

dence to the postulate of Rostoker, who writes, ’’Surely, at least a t some times during 

substorm disturbed intervals, the plasma sheet thins and thickens causing flows lo­

calised in the Z-direction to be swept past a satellite giving the signature of BBFs” 

[Lui et al., 2000].

11
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1.4 M otivation

The principal issue addressed in this thesis is whether it is possible to have anisotropic 

anti-sunward flows in the PS without appealing to neutral lines. It is common to 

interpret fast flows during substorms in terms of a  neutral line [Machida et al., 1994; 

Nagai et al., 1998; Baker et al., 1999]. Fast tailward flows are normally associated 

with the development of the near-earth neutral line (NENL) [Angelopolous et al.. 

1992, 1994]. Could it be tha t at least some tailward flows are a consequence of PSBL 

dynamics, independent of any explanation related to near-earth neutral lines? This 

is the question addressed in this thesis.

W hether these fast flows reflect streaming along field lines, or convection has 

been debated (e.g., Rostoker and Bostrom, 1976), but the results are not conclu­

sive. In the following chapter it is shown that a rapidly varying magnetic field may 

sometimes blur the distinction between parallel and perpendicular flow. Furthermore, 

some evidence suggests tha t tailward flows are not necessarily the smoking gun for 

reconnection earthward of the spacecraft. For example, Lyons et al. [1999, 2 0 0 0 ] 

found evidence tha t the flows within the CPS and those within the PSBL may not be 

distinct phenomena, and tha t significant flows appear to exist throughout the entire 

height of the tail plasma sheet. Thus tailward flows could be associated with some 

flapping motion of the magnetotail in the Z-direction. If this is the case tailward 

flows in the current sheet might be present regardless of the presence or absence of a 

neutral line. Such a result would not negate the fact tha t neutral lines cause fast flows 

to je t away from them, but rather suggests caution in autom atically assuming that 

fast flows are always caused by neutral lines. This thesis is certainly not an attem pt 

to produce an ”anti-NENL” stand, but rather springs from the strong feeling that 

broadening the range of possible models for tailward flows would be very healthy for

12
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the field of space physics.

The formation of neutral lines is not a necessary prerequisite for acceleration, 

since acceleration in any region featuring a weak magnetic field normal to the NS also 

leads to plasma flows a t the outer boundary of the plasma sheet [Lyons and Speiser,

1982]. O ther possibilities include acceleration from inductive electric fields which 

develop as magnetic fields reconfigure during enhanced activity [Pellinen and Heikfdla. 

1978]. As well, beams of energetic ions may execute several bounces through the 

plasma sheet and gain energy through Fermi acceleration. The adiabatic compression 

(betatron) mechanism is also favourable to produce acceleration. This occurs when 

a particle is convected from a region of weak magnetic field into a region of strong 

magnetic field. A recent study by Liu [2000] uses an MHD approach to demonstrate 

tha t, without a neutral line or other extraneous assumptions, a highly curved current 

sheet can generate high-speed cross-field flows of > 1 0 0  k m / s ,  when perturbed by 

small impulses of ~ 1 0  k m / s  a t its boundary.

In the physics of the process near-earth, it appears that the most sensitive 

region would be in the region of the earthward edge of the intense crosstail current 

sheet. It is here tha t the crosstail electric field will have been largely shielded out. It 

is also here th a t weak magnetic field regions develop during the growth phase of the 

magnetospheric substorm. A charged particle near such a region will first pass through 

sharp gradients in magnetic field and subsequently find itself in a weak magnetic field. 

In this place the particle may become demagnetised through nonadiabatic processes. 

This research will investigate whether anisotropic tailward ion flows can be formed 

near the magnetotail current sheet (CS) region as a consequence of the interaction 

of earthward PSBL beams and the stretched magnetotail geometry a t the boundary 

between dipolar and tail fields.

13
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Com puter test particle simulations are performed in a  new magnetic model 

of the m agnetotail which was developed to represent substorm  growth phase. This 

model comprises a  dipole and tail component. A feature of this model is a near-earth 

electric current configuration which is consistent with azimuthally localized enhanced 

magnetic field stretching. The model is constrained using statistical information and 

real-time d a ta  from the CANOPUS ground based scanning photometer data  base of 

observed auroral features. Chapter 2 present examples of fast flows measured in the 

m agnetotail, and discusses them in terms of time aliasing problems. In chapter 3 

the test particle modelling technique is invoked. Thereafter, in chapter 4. the new 

model of the magnetotail is introduced, and is used to show that the growth phase 

stretching of the magnetic field lines is clearly associated with equatorward motion of 

luminosity. C hapter 5 applies the test particle technique to calculate ion distribution 

functions a t various locations in the model magnetotail. Results from the computer 

simulations are used to demonstrate how plasma flows in the magnetotail can develop 

during substorm  growth phase, or a t times when the magnetotail magnetic field is 

highly stretched. Electrostatic noise, added to the model PSBL, is applied to the test 

particle simulation in order to study the effect of model wave-particle interactions on 

the distribution functions. The final chapter concludes this study with a summary 

and discussion of the results.

14
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CHAPTER 2

Plasma Flows in the M agnetotail

This chapter considers the meaning of plasma flow. Since consideration of flows 

in different magnetotail regimes forms an important part of this thesis, it is im portant, 

from the outset, to have a good understanding of the meaning of flow. This discussion 

has at least two aspects: first, the distinctions between characteristics inferred from 

plasma moments and the true characteristics of the actual particle distributions, and 

second, errors in the interpretation of plasma moments due to time averaging effects. 

Ambiguities which can arise from computed moments are discussed briefly in section 

2.1. The second aspect of plasma flows is more im portant and is discussed in the 

context of experimental observations of fast ion flows in the magnetotail. Sections 

2.2 and 2.3 serve to dem onstrate limitations due to time averaging effects, and warn 

against assuming a particular source of ion acceleration based on moment calculations 

alone. Examples of fast ion flows observed by the WIND satellite are presented, and 

discussed. Flows perpendicular to the magnetic field are especially im portant, since 

these are frequently identified with plasma transport and the s tart of reconnection at 

a neutral line [Angelopolous et al., 1992, 1994, 1996a; Sergeev et al., 1995; Nagai et 

al., 1998]. However, if the magnetic field changes very rapidly, while the distribution 

function is being formed, the convolution of the flow into parallel and perpendicular 

components may be very ambiguous, since an averaged magnetic field is used to 

determine these directions. Another well known aspect is tha t ambiguity arises when 

the plasma distribution itself changes very rapidly.

15
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2.1 Ion distributions and moment calculations

Usually, one is encouraged to think of a flow as comprising a sequence of well defined 

entities moving from one place to another in a  uniform way. Collections of particles, 

moving in a preferential direction, constitute a  flow. In the magnetotail, particles 

are able to move in different directions, at different speeds while obeying the laws 

of physics in an essentially collisionless environment. To determine the flow a t a 

detector location, one must first know the time dt over which the particles incident 

on the detector are to be counted as well as the energies of those particles. The ability

to discriminate between ions and electrons is also a requisite. After averaging over all

the particles, one may use the distribution function to calculate density, bulk velocity, 

as well as other moments. For example, the number density for a particle species is 

calculated from the velocity distribution function, f{v) ,  from

n =  I  f ( v )d 3v , (2 .2 .1 .1 )

and the bulk velocity as

ua =  -  f  vaf ( v )d 3v, (2 .2 .1 .2 )
n J

where the subscript a  is a coordinate index.

In the example in Figure 2.1 a cartoon of consecutive ion distribution functions 

is shown (top) along with the density and velocity moments (bottom ). The distri­

butions are shown as isocontours in velocity space, expressed with velocities parallel 

and perpendicular to the ambient magnetic field. At the s ta rt of the interval the bulk 

velocity is in the —Vpar direction, which is along the magnetic field (Vper is velocity

16
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perpendicular to the magnetic field). Soon thereafter the plasma became more dense 

and stagnant.

More complex situations can arise when some of the ions travel in a  roughly 

+Vpar direction, and the rest are travelling in the opposite direction, as illustrated 

in Figure 2.2. In this la tte r case there are clearly two main groups of ions tha t 

behave differently. Although the density and velocity moments from these distribution 

functions come out the same, the two situations are very different on an individual 

particle basis. If one looks at the density and velocity moments only, and assumes 

th a t the m ajority of ions do not have greatly different velocities, as in Figure 2.1. 

then fluids-based intuition might lead one to conclude tha t during times t = 0, 2 the 

measurement was taken in a steady —Vpar flow. At times t=4-10. one has moved 

into a  stagnant flow. The distribution functions in Figure 2.2 tell a different story 

and violate simple fluids-based perceptions. Of course, calculation of higher order 

moments, such as temperature, would give different results and in this case allow 

one to discriminate. However, such discrimination is not always possible via moment 

calculations alone. This example demonstrates the importance of looking to parent 

velocity distributions to understand the meaning of a flow. Although space physicists 

are very aware of these limitations it bears repeating since many conclusions have 

been based primarily on moment calculations. Due to awareness of these lim itations 

there is increasing emphasis on analysis based on distribution functions (e.g. M artin  

and Speiser, 1988; Martin et al, 1996; Nagai et al., 1998; Hoshino, 1998), and the 

urgent need to go beyond the current understanding based on magnetohydrodynamic 

(MHD) physics is being stressed [Parks et al., 1998, 1999, 2000].

17
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Figure 2.1: A schematic portraying (top two rows), from left to right, ion distribution 
functions in velocity space at different times. The third row shows the moments 
(density and velocity) calculated from the distribution functions.
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Figure 2.2: A schematic portraying (top two rows), from left to right, ion distribution 
functions in velocity space a t different times. The third row shows tha t the moments 
(density and velocity) calculated from the distributions are identical to those shown 
in the previous figure.
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2.2 Limitations due to tim e averaging

As illustrated in the simple examples from the previous section it is the distribution 

functions themselves, which provide information regarding the particle source regions. 

It is also im portant to consider electric and magnetic field variations when making 

conclusions based on moment calculations. This well-known fact bears repeating. 

Making conclusions on the basis of moment calculations alone is a science fraught with 

dangers. Ideally, the convolution of the distribution function, to compute moments, 

provides an instantaneous ’’measurement” . In reality an experimenter needs to count 

particles for a certain length of time, dt, and only then add the particles up and 

form a distribution function. To get a clear understanding of what is happening in 

the flow, one requires tha t during dt particle and field behaviour is fairly constant. 

In the magnetotail, where rapidly varying electromagnetic fields are often found, 

moment calculations may sometimes be misleading, unless their lim itations are well 

understood.

In principle, when the magnetic field (or electric field) is rapidly varying, there 

may be difficulty in separating convective flows from streaming flows. This will be 

especially true if the time dt, to form the distribution function, is longer than the 

time scale of the field variations. Since each distribution has direction defined via the 

average magnetic field over dt, another problem that may arise is th a t the position 

in time of the flow velocity peaks can be incorrectly estimated. These timescale 

lim itations will now be illustrated via consideration of examples of fast magnetotail 

plasma flows found in the magnetotail.
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2.3 Plasma flows from the W IND satellite

The WIND satellite was launched on November 1 , 1994 with a large array of scien­

tific instruments, descriptions of which are published in Space Science Reviews,71, 

Nos.1/4, 1995, pp. 1-878. The review by Lin et al. [1995] describes the three- 

dimensional plasma and energetic particle investigation (3DP) which provides particle 

count rates in three orthogonal directions. These data  are used to compute velocity 

distribution functions. The 3DP detectors are electrostatic analyzers, capable of dis­

crimination between electrons and ions. However, discrimination between different 

ion species is not possible. In this section, timescale limitations in moment da ta  are 

considered via a study of data  measured by the 3DP instrument. Velocity distribution 

functions are calculated over two different count times, viz. 96- and 48-s, and the 

velocity moments derived from these distributions are compared. The natural frame 

in which the distribution function is calculated is tha t of the magnetic field. For di­

rectional purposes each distribution function calculated requires an average magnetic 

field for the selected integration interval.

Since distributions are calculated in magnetic field coordinates, the meaning of 

a plasma flow involves a t least two further ideas - flows parallel to the magnetic field, 

and flows perpendicular to the magnetic field. In the MHD context flows perpendic­

ular to  the magnetic and electric field are always convective (in the E  x B  direction). 

However on WIND, directional information for DC electric fields is not provided, so it 

is not certain what proportion of the bulk perpendicular flow is convective. Since its 

launch the WIND spacecraft has made numerous perigee passes through the plasma 

sheet, about 25 of which are equatorial perigee passes. Several perigee passes have 

been studied, and in what follows data  from September 16, 1995 and October 2 1 . 

1997 are used to demonstrate limitations due to  timing of fast flows.
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2.3.1 September 16, 1995

Just after 2330 UT on September 16,1995 WIND was in the PS a t (-13.4. 8.4,1.7) R e 

in GSE coordinates. During 2330-2345 UT the density remained above 0.1 cm -3 , and 

the tem perature increased steadily to ~ 3  keV (not shown), as WIND approached the 

CS region. Figure 2.3 summarises the salient features of the magnetic field behaviour 

and velocity moment parameters. In the upper three panels the three second magnetic 

field values, in GSE coordinates, are shown as the light solid line. The dot-dash 

and dark solid lines are, respectively, the magnetic field averages used to calculate 

velocity moments from 48-s and 96-s ion distribution functions. The three bottom  

panels show the velocity moments in GSE, calculated from the 48-s and 96-s ion 

distribution functions. During the interval shown, the Bx component increases from 

large negative values, and shows tha t WIND crosses the neutral sheet (NS) several 

times, the first time around 2338 UT. Here a NS crossing is defined as B X=Q. Figure 

2.4 shows velocity moments in directions parallel and perpendicular to the magnetic 

field, and projections of the perpendicular velocity into the GSE plane.

As it crosses the NS, WIND observes a fast earthward flow, at around 2339 

UT. Ground based magnetograms (not shown) indicate that a t this time the magnetic 

field changed rapidly and was associated with a substorm intensification; it is likely 

tha t this fast flow coincides with one of several intensifications tha t occur after the 

initial expansive phase onset. Figure 2.5 shows consecutive isocontour plots of 3D ion 

velocity distribution functions, calculated using 48-s integration times. Each panel 

shows logarithmically spaced isocontours of ion phase space density in (Vj|, Vl)-space. 

Negative Vj_ points correspond to particles with velocities having Vj_ • f/x <  0 ; where 

U± is the component of the bulk flow velocity perpendicular to the magnetic field 

vector. Velocity moments from these distributions, and average magnetic field, in GSE
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Figure 2.3: Magnetic field and velocity moments on September 16, 1995 from 
2330-2345 UT. The top three panels show the magnetic field. The light solid, 
dot-dash, and dark solid curves are, respectively, the 3 second, 48 second, and 96 
second averaged magnetic field in GSE coordinates. The bottom  three panels are the 
velocity moments. The dot-dash and solid curves are, respectively, calculated from 
the 48 and 96 second distribution functions.

23

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



400 
-ST 200 
E 0 
—-200 
> -4 0 0  

-600

to 6 0 0
g 400 
^  200

-200

_  600 
|  400 
^  200

T

-200

400

E 200

400

200

2340 234523352330
Time (UT)

Figure 2.4: Velocity moments on September 16, 1995 from 2330-2345 UT. The top 
two panels show the velocity in directions parallel and perpendicular to the magnetic 
field. The dot-dash and solid curves are, respectively, calculated from the 48 and 96 
second distribution functions. The bottom  three panels show the projections of the 
perpendicular velocity into the GSE plane.
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Figure 2.5: Ion distribution functions in velocity space on September 16, 1995. All 
four velocity distribution functions are consecutively measured using a  48-s integra­
tion period. Each panel shows logarithmically spaced isocontours of ion phase space 
density in (Vft, Vj_)-space. Negative V± points correspond to particles w ith velocities 
having VI • U±_ <  0: where U±_ is the component of the bulk flow velocity perpendic­
ular to the magnetic field vector. Concentric dashed circles indicate to ta l velocities 
of 1000 and 2000 km /s. The UT time about which the da ta  are centred is shown 
below each distribution function. Bulk velocity moments and average magnetic field, 
in GSE-coordinates, are shown on each plot.
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coordinates, are shown in each plot. Each distribution function is centred about the 

tim e shown below it. Just after 2335 UT the satellite was sampling the CPS, and the 

distribution function centred around 2335:44 UT is quasi-isotropic. The second 48-s 

distribution, centred around 2336:33 UT is warmer, and coincides with the decrease 

of the B x component of the magnetic field, which may be interpreted as movement 

of the satellite towards the CS region. In the third distribution the bulk velocities 

become non-negligible at the same time as a rapid increase in local B y begins. The 

increase in B y occurs also as B z is rapidly varying, and these variations are possibly 

associated with field-aligned currents. Finally, the distribution function centred about 

2338:10 UT comprises a single component distribution of ions contributing to a bulk 

earthward and duskward flow of (Vj, VJ,)=(553,122) km /s.

Figures 2.3 and 2.4 show tha t there is little qualitative difference between the 

48-s and 96-s velocity moments. The largest differences occur when the average mag­

netic fields, used for the 48-s and 96-s distributions, are different, which is essentially 

due to time averaging. These differences are greatest between 2335-2340 UT, par­

ticularly in the B x and By components. Nevertheless, the variations in the average 

magnetic fields result in some differences in the moment calculations. The averaging 

effect results in a  timing difference in the peak of the fast Vx flow, and in V±_ (second 

panel Figure 2.4) at 2338:20 UT. For the 48-s case, the estimate of the maximum 

perpendicular flow velocity is displaced by about 50 seconds from the estim ate of the 

maximum perpendicular flow for the 96-s case. The other time averaging effect, due 

to unequal 48- and 96-s magnetic field averages, is tha t the differences between the 

48-s and 96-s velocity moments can be over ~ 2 0 0  km /s. Such large errors are not 

only evident in the moments separated into parallel and perpendicular velocities, but 

are also seen clearly, for example, in Vx around 2338 UT.
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In conclusion, substantial differences in the velocity moments come from av­

eraging errors, when a different average magnetic field is used for the 48-s and 96-s 

moment calculations. Although the 3-s magnetic field values show much more struc­

ture tha t the averaged magnetic fields, this did not result in greater errors in the 

velocity moments, because neither the 48- or 96-s average magnetic field were able 

to resolve these rapid variations. However, the rapid variation of the magnetic field 

does result in ambiguities in the separation of convective flows and streaming flows: 

velocity moments calculated using different magnetic field averages can result in sub­

stantial differences. Rapid magnetic field variations, especially in the CS region, can 

imply a rapid change in magnetic field direction. When the calculation of a distri­

bution function uses a magnetic field average that cannot resolve the rapid magnetic 

field variations, the perception of plasma transport can be affected. As a result sta­

tistical studies using arbitrary cutoff criteria have to be very carefully monitored so 

tha t bursty perpendicular flows are not incorrectly assigned.

2.3.2 October 21, 1997

At 1340 UT on October 21, 1997 WIND was in the PS at (-16.5.1.2.-1.2) R e in GSE 

coordinates. During the interval 1340-1355 UT B x became increasingly negative, 

indicating tha t the satellite was probably approaching the PSBL. Salient features of 

the magnetic field behaviour and velocity moment parameters for the time interval 

1340-1355 UT, are summarised in Figures 2.6 and 2.7.

B z was large and oscillatory during the entire interval shown. Both the 48-s 

and 96-s averaged magnetic fields are qualitatively in agreement with the 3-s field, 

but the 96-s average B z data  smooths out the oscillations seen in the 3-s data. The 

largest differences between the 48-s and 96-s average magnetic fields occur around
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Figure 2.6: Magnetic field and velocity moments on October 21. 1997 from 1340-1355 
UT. The top three panels show the magnetic field. The light solid, dot-dash, and 
dark solid curves are, respectively, the 3 second, 48 second, and 96 second averaged 
magnetic field in GSE coordinates. The bottom  three panels are the velocity moments. 
The dot-dash and solid curves are, respectively, calculated from the 48 and 96 second 
distribution functions.
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Figure 2.7: Velocity moments on October 21, 1997 from 1340-1355 UT. The top two 
panels show the components of velocity in directions parallel and perpendicular to the 
magnetic field. The dot-dash and solid curves are, respectively, calculated from the 48 
and 96 second distribution functions. The bottom  three panels show the projections 
of the perpendicular velocity into the GSE plane.
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Figure 2.8: Ion distribution functions in velocity space on O ctober 21. 1997. All four 
velocity distribution functions are consecutively measured using 48-s integration pe­
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each distribution function. Bulk velocity moments and average magnetic field, in 
GSE-coordinates, are shown on each plot.
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1343:20, 1349:10, and 1351:40 UT. It is around these times th a t large differences in 

the 48-s and 96-s velocity moments occur, particularly when they are expressed in 

coordinates parallel and perpendicular to the magnetic field.

The velocity moments show that the flow is mainly in the X -direction. Prior to 

~1350 UT the velocities are quite small. Splitting the moments into directions parallel 

and perpendicular to the magnetic field shows that both parallel and perpendicular 

velocities are large around 1350 UT (first two panels of Figure 2.7). Whereas the 48-s 

moments resolve two bursts of fast V'x flow between 1349-1355 UT, time averaging 

results in the observation of only one steady fast flow for this interval from the 96-s 

moment. As for the September 19, 1995 case, during times when the 48-s and 96- 

s average magnetic fields differ substantially, there are differences greater than 2 0 0  

k m /s  in the velocity moments calculated.

Figure 2.8 shows four consecutive ion distributions (48-s integration times). As 

before, each panel shows logarithmically spaced isocontours of ion phase space den­

sity in (Fj_, Vj|)-space. When the fast flow is observed a t ~  1350 UT the X-component 

of the magnetic field is becoming increasingly negative, and the distribution func­

tions indicate a beamlike distribution characteristic of the PSBL. The quasi-isotropic 

distribution, measured around 1349:49 UT, is calculated immediately prior to the 

observation of the fast Vx flow. Fast ion beams with flow towards the earth  along 

the magnetic field, are seen in the next three distributions. A colder ion component 

exists, which has a positive VI drift velocity, different from the negative drift velocity 

of the beam component, and also has a  tailward drift along the magnetic field.

One might expect that serious time averaging effects would only occur when 

the magnetic field is so small tha t particles do not follow the field, but this event 

is primarily a  PSBL event (with plasma @ < 1), and shows similar problems as the
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September 16, 1995 event, which was near the CS region (and had 0  >  1 ). Thus 

averaging effects appear to be im portant irrespective of observation location in the 

magnetotail.

2.4 Conclusions

These data  dem onstrate tha t calculation of velocity moments from distribution func­

tions with integration times tha t do not adequately resolve magnetic field variations 

can result in velocity moments which may be misleading. The first problem noted was 

tha t sometimes a velocity peak calculated using 48-s moments is displaced in time 

from estimates of the peak position computed from 96-s distributions. This effect is 

not unexpected and was observed to some degree in all the data. One would expect 

tha t these time-difference errors would always be less than the maximum integration 

interval used to calculate the distributions. Another problem, which is also to be 

expected, is tha t when the integration time is large, it is not possible to detect finer 

structures in the flows, such as the multiple peaks in the 48-s Vy and \ \  moments on 

October 21, 1997.

A more significant time averaging problem arises when the magnetic field av­

erages, used to determine parallel/perpendicular flows from distributions, are quite 

different for the 48-s and 96-s distribution functions. This effect is seen in both ex­

amples, irrespective of whether the observation was in the PSBL or CS region. The 

variable magnetic field results in different magnetic field averages for the 48-s and 96-s 

moments, and ended in calculated velocities that can differ by more than 2 0 0  km /s. 

Such results should serve as a  caution for studies tha t autom ate the separation of 

velocity moments into parallel and perpendicular components: recent interactions be­

tween Angelopoulos et al. [1999] and Paterson et al. [1999] indicate some of the
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difficulties tha t may arise in flow studies th a t separate velocities into components 

parallel and perpendicular to the magnetic field.

In this chapter the data  shown have dem onstrated that, for the most part, 

distributions from the WIND satellite, using 48- and 96-s convolution times, produce 

similar velocity moments. Time-difFerence errors in the peaks of velocity occur, but 

these are never more than 96-s, the slowest integration time used in this study. The 

da ta  suggest tha t variability of the average magnetic field can result in moments tha t 

contain errors greater than 200 km /s. Some statistical studies have used autom ated 

techniques with arbitrary velocity cutoffs to draw conclusions regarding source, and 

acceleration mechanisms in the magnetotail (e.g. Baumjohann, 1990: Angelopolous et 

al., 1992, 1994). The results of this study demonstrate that, in some cases, such sta­

tistical studies might possibly come to different conclusions if they used distribution 

functions able to adequately resolve fast magnetic field variations.
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CHAPTER 3

Test particle modelling technique

3.1 Test particle simulations

A first step towards describing and understanding the motion of a system of charged 

particles is to study analytically how the individual particles move around in given 

electromagnetic fields. Even then, the Lorentz equation is not easily solved except for 

a few simple cases. In complex electromagnetic field geometries the Lorentz equation 

can be solved by perturbation methods. First-order perturbation theory, also known 

as guiding centre theory, is an approximate method that provides an average picture 

of particle motion in complex field geometries.

A better approach is to use the concept of the distribution function and the 

tools of statistical mechanics to study the motion of a large number of particles. 

Local distribution function signatures are manifestations of topological properties 

and carry information on large scale features in the magnetosphere. The ability of 

charged particles to carry information and energy over great distances (3> R e ) in 

the essentially collisioniess magnetotail, means tha t the global particle dynamics can 

influence the distribution of internal energy and currents on a large scale. Although 

the study of distribution functions can be rewarding, it involves solving the Boltzmann 

transport equation which is extremely difficult. Electron gyroradii are so small that 

their motion is usually completely specified by the guiding-centre drift. By contrast, 

especially near the magnetotail current sheet, ion gyroradii are large such tha t their
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gyro-orbits axe not complete. Guiding-centre motion does not take place and the 

orbits of this type of ion are primarily determined by their inertia and the electrostatic 

field. Magnetic fields become im portant when the ion gyroradius is small, i.e. of the 

the order of the magnetic field line curvature radius. Then the particle trajectories 

can become chaotic.

Because of the complicated magnetic geometry of the tail, including sharp 

field reversals, neither a magnetohydrodynamic (MHD) approach nor guiding centre 

approximations can adequately describe the particle motion and dynamics. Since the 

tail forms the region of interest in this study, the full Lorentz force equation is used to 

follow single particle trajectories. In this chapter the method of distribution function 

calculation will be explained and demonstrated. First, im portant preliminaries must 

be discussed. Next the modelling technique is explained, and finally is demonstrated 

via simple models.

3.2 Ion distributions

3.2.1 Vlasov’s equation

In its simplest form a plasma consists of electrons and single ion species. A more 

complex plasma comprises many different ion species as well as neutral atoms and 

molecules. For example, the earth’s ionosphere includes complex molecules like 

0 + ,iV^, and N O +. The dynamic plasma system of interest in this study is the 

m agnetotail. The tail lobes and plasma sheet have a volume on the order of 1 0 30cm3 

[Chappell et al., 1987]. Density measurements indicate tha t on the order of 1030 

particles reside there. Thus our system of interest is huge and contains a tenuous 

plasma. In tenuous plasmas, collisions between the charged particles axe rare and an
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understanding of plasma phenomena requires a knowledge of the individual particle 

motions in the electromagnetic fields. But the magnetotail contains so many particles 

th a t it is not feasible to observe the behaviour of all the individual particles. Each 

particle in the system follows its own special trajectory which can be labelled with the 

index i. It has three displacement coordinates, and three velocity coordinates f, 

tha t specify its dynamic location a t a particular time. Together, f  and v) describe the 

six-dimensional phase space, ( f ,  v\). When an ion is described by its motion through 

phase space, one must understand tha t it does not really move in phase space, it is 

the system points th a t move. Each physical plasma particle is only represented by its 

own system point in phase space. A reference to particle motion in phase space, is in 

fact a reference to the motion of the system points in phase space.

So many plasma particles reside in the magnetotail tha t, in lieu of the coordi­

nates of all the particles, the system is best described by a statistical distribution of 

particles (i.e. system points) in the phase space. For n particles, this comprises a 6 n 

dimensional space. The distribution function defining the state of the phase fluid is 

a  continuous function, Fn( f ,  v \, ...,rJi, ?/„,£), of all the single-particle displacements 

and velocities, as well as time. It describes the motion of a group of particles mov­

ing through the phase space, and corresponds to a phase space density. Distribution 

function moments are defined in terms of integrations over some of the microscopic 

individual phase spaces of particles contributing to Fn. An integration with respect to 

the whole individual phase space of particle i, removes the coordinates of this particle 

[Baumjohann and Treumann, 1996]. Its contribution to Fn is spread to the remaining 

particles as an average effect on the distribution function. Successive integrations will 

destroy the individuality of the particles until only one reduced distribution function 

F i( f i ,v I) is left [ibid.]. This distribution function describes all the particles equally 

well. Thus Ft is the number of particles which are a t phase coordinates (rj, til) per
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Figure 3.1: Conservation of particles and momentum in the absence of collisions is 
applied to a finite volume in phase space. Trajectories in phase space are labelled 
with arrows in the direction from the volume Vo to the volume V. Each trajectory 
corresponds to a line of constant phase space density.

unit dr and per unit dv at time t. The number of particles (i.e. system points) dni 

in the phase space volume dfdv  is

dni — i7! (rT, n"l, t)d fdv. (3.3.2.1)

The trajectories of three initial conditions are shown in Figure (3.1). Here 

the phase space is represented in two dimensions with the three velocity components 

v along the ordinate and the three position components r  along the abscissa. The 

trajectories in phase space never intersect at a given instant in time because each tra ­

jectory represents an independent system in the plasma ensemble, [f two trajectories 

came together they would have the same initial values of v and r  at th a t time, and 

their subsequent motion would be identical. Furthermore, the boundary So of the 

phase space volume Vo transforms into a boundary S  which bounds the same group 

of initial conditions.
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If the symbol for the reduced distribution function is replaced by / ( r ,  v, t) =  

one can obtain Vlasov’s equation [Baumjohann and Treumann, 1996],

(3.3.2.2)

3.2.2 Liouville’s theorem

Vlasov’s equation (equation 3.3.2.2) may be rewritten

L f  =  0 (3.3.2.3)

where L is the operator

Q
L — —  -F v • V  +  a  • V „ (3.3.2.-1)

This is just the total time derivative following a particle’s motion in phase 

space; i.e.

Equation (3.3.2.5) is known as Liouville’s theorem and states tha t the density 

of representative points in phase space remains constant during the motion. In other 

words, the phase space occupied by the particles acts as an incompressible fluid in six 

dimensions. To understand this better consider the phase space density at a second 

point

(3.3.2.S)
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Liouville’s theorem (Equation (3.3.2.5)) says that the coefficient of dt is zero. Thus 

the phase space densities a t the two points differ by order dt2 or higher. For the rate 

of change we need the difference divided by dt. But in the limit dt —► 0. tha t will 

vanish. This result means tha t if we were able to travel with a particle we would find 

tha t the phase space density in our neighbourhood will remain constant, i.e..

f ( r  + vd t, v + adt, t + d t)=  f ( r , v, t) (3.3.2.7)

Liouville’s theorem says tha t the particle distribution function is constant along a 

particle orbit. In this formulation, particle orbit solutions are equivalent to solutions 

of the Vlasov equation. In other words, Liouville’s theorem means tha t the distribu­

tion function (also called the phase space density), / ( f ,  v. t ), when viewed at points 

along a particle’s trajectory in phase space, is constant. Equation (3.3.2.7) can be 

rewritten as:

/(ro , uor t0) = f{r[ , til, h )  (3.3.2.8)

This im portant property' may be utilised in plasma physics.
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3.2.3 Distribution function calculation

In this research Liouville’s theorem is used to evaluate distribution functions in the 

magnetosphere. To calculate the distribution function at a certain location r in the 

magnetosphere, a three-dimensional array of initial velocities is specified in directions 

parallel to the magnetic field, Vg, in the electric field direction, V'e ,  and in the E  x B  

or convection direction, Vc . A velocity grid is chosen which divides each velocity 

direction into 31 bins from -2500 to +2500 k m /s .  Each initial velocity condition 

corresponds to a phase particle with coordinates (f, iT;), where i is one of the 313 initial 

velocity components chosen. According to the foregoing theoretical considerations, 

each particle represents a system of the phase space ensemble, which moves along an 

orbit in phase space, carrying a piece of probability along with it. Each phase particle 

is used to derive a reduced distribution function / ( f ,  vt) tha t depends only on the 

phase space coordinates of one pseudo-particle.

Thus the calculation begins with a single test particle (in this thesis ions are 

used) placed at its initial position in phase space (f, u)). This ith  particle will have 

a value fi  assigned to its particular velocity, V{. However, before f i  can be known 

the trajectory must be integrated backward in time until the particle reaches an 

assumed source region. The velocity, v3, and position, r3 at the source is known 

from integration. Thus the phase space density at the source, f 3{f3, v3), may be 

computed according to some assumed dependence on (r^, ii^). For example, the source 

distribution may have a Maxwellian form. Liouville’s theorem implies th a t the phase 

space density attached to r  and velocity £  is

/i(r , v~) =  f 3(r3, v3) (3.3.2.Q)
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Figure 3.2: (a.) The cartoon illustrates how pseudo-particles, with initial position and 
velocity (r, it,-) move through space to a source region, (b.) The upper distribution 
function shows contours of constant phase space density. Numerous pseudo-particles 
are followed from unique initial locations in velocity space (lower distribution) to the 
source (upper distribution). Since the velocity distribution is known a t the source, 
Liouville’s theorem allows each initial pseudo-particle to be tagged with a known 
phase space density.
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Otherwise, if the ion never reaches the source region, the phase space density for that 

initial condition is assigned the value zero:

f i{ f ,  £ ) =  0 (3.3.2.10)

Zero’s in phase space correspond to phase space holes in the velocity distribution 

functions. Figure 3.2a (left hand side) shows how a particle, with an initial position 

and velocity of (r, vi) moves through space to the source boundary where it now 

has position and velocity (rs, vs). After this integration the next particle of the 

ensemble of 313 particles, is placed at the same starting position r, with a different 

initial velocity, and integrated to the model boundary, and so on. until all the 

particles in the initial ensemble have reached the boundary. Even though the starting 

position, r, is the same for all 313 particles, each has a unique phase space density 

assigned to it because each $  is unique. Figure 3.2b (right hand side) shows how two 

pseudo-particles move from their known position in velocity space to a new position in 

velocity space, but now at the source boundary. Once the particle reaches the source, 

where the distribution function is known, Liouville’s theorem is applied, yielding the 

phase space density a t the initial location in velocity space. Once the phase space 

density has been computed for all the initial conditions, i. the three-dimensional 

velocity space a t position f  is completely filled. An array of phase space densities in 

velocity space exists a t the starting position r, and the full three-dimensional velocity 

distribution function at the position r  can be plotted. This distribution may also be 

used to compute moment integrations of the distribution function. For example, the 

number density for a particle species is defined as

n  =  J  f( v )d 3v, (3.3.2.11)
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and the bulk velocity as

ua = -  [  vaf{v )d 3v, (3.3.2.12)
n  J

where a  is a coordinate index.

3.3 The plasma source

The location of the source is an im portant piece of information in any model. Once the 

distribution function has been constructed, one may vary param eters in the model and 

in the assumed source distribution, to try to model key features and asymmetries in 

the real distributions experimentally observed in space. Different source distributions 

can be used to represent different source regions. Several different source distributions 

that are considered in this study are discussed below. Plasma simulations in the next 

chapters use a combination of ionospheric, plasma mantle, and lobe sources

3.3.1 Plasm a mantle source

A plasma mantle source has been frequently used in single particle studies [Martin and 

Speiser, 1988; M artin et a i, 1994]. Rosenbauer et al. [1975] used HEOS 2  observations 

to characterise the plasma mantle. They found that the mantle features tailward bulk 

flow parallel to the magnetic field which was found to usually lie between 1 0 0  and 

2 0 0  km s~ l .

They found tha t the mantle velocity distributions of protons showed a large 

tem perature anisotropy, with 4. Several prior studies have modelled the
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m antle source with a flowing kappa distribution. At the source the distribution is 

given by [Martin and Speiser, 1988; Martin et al., 1994]

f ( v )  =
n r («  + 1)

1 +
\v — u |

KUJq
(3.3.3.13)

r (k -  l/2)(7TKO;g)3/2

where n  is the number density, u the particle velocity, u the bulk velocity, k the 

exponent, T the gamma function, and vQ the most probable speed,

vo =
2k BTi r {k -  1/2) 1/2

(3.3.3.14)
m kT{k -  3/2)

where is Boltzmann’s constant, m  is the particle mass, and T] is the temperature. 

Since a mantle source distribution is assumed, the following parameters were deemed 

appropriate, viz. T) =  0.38 AreV', n =  5 x 104ra -3 , u =  (-350.0,0) k m /s .  and k  =  2 . 

One can vary the various parameters to remake the source distribution.

3.3.2 Ionospheric source

The form of the distribution function in the ionosphere is taken to be the upgoing 

portion of a bi-Maxwellian [Horwitz and Lockwood, 1985]. When the velocity parallel 

to the magnetic field is positive, uy >  0 , then

m r- m v \  - m v \f
/ ( ^ , )  =  2„( — / P i r , ) ^  (3.3.3.15)

otherwise

/(u x ,U ||)= 0 . (3.3.3.16)
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Here k BT±_ and kBT\\ are the initial perpendicular and parallel therm al energies, n is 

the source density, and m  is the particle mass. Various parameters are selected in 

the simulations, but unless otherwise stated the parameters will be, for 0 +: n = 1 0 0 0  

cm-3 , k BTi_ =  10 eV, and k BT\\ =  1 eV, and for H +: n=1000 cm-3 , k BT± =  0.5 eV, 

and k BT\\ =  1 eV.

The ionospheric source location is chosen to be at altitudes below r  =  1.05 

R e - In other words, the simulation is stopped whenever a particle is within 300 km 

of the surface of the earth, and tha t particle is assigned a phase space density given 

by equation (3.3.3.15).

3.3.3 Neutral sheet source

Onsager et al. [1991] and Onsager and Mukai [1996] used a neutral sheet {Bx—Q) 

source population to create the PSBL distribution functions. Their model ion source 

comprises Maxwellian distribution functions in the neutral sheet with density decreas­

ing linearly with distance downtail; 0.2 cm - 3  at X=-10 R e and 0.08 cm - 3  at X=-90 

R e - The neutral sheet tem perature is 10 keV at X= - 1 0  R e and 3 keV at X=-90 R e -

3.3.4 Lobe source

Another one of the sources used by Onsager et al. [1991] and Onsager and Mukai 

[1996] was a  Maxwellian lobe source. In this case the tem perature is several to 10’s 

of e V , and the density is very low ~  0.01cm-3. Smets et al. [1998] used a similar 

setup to  study ion and electron distribution functions in the distant magnetotail.
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3.4 Examples of the modelling technique

In this section, a  well known and simple magnetotail model, including a strong 

crosstail current, is used to demonstrate the test particle simulation technique used 

in this thesis. Thereafter, in the following chapter, a new magnetotail model will be 

introduced and elucidated.

Distribution functions are constructed at various heights within the current 

sheet up to its edge a t Z  =  Lz, where L z is the current sheet half-thickness. Ion 

orbits (protons) are numerically integrated backwards in time from the observation 

location to some assumed source location. Numerical integration is implemented via 

a fourth order adaptive Runge-Kutta routine, with computations performed on a 

Silicon Graphics Power Challenge 10000, a DEC Alpha 1000. and Linux PC ’s. Once 

a particle has left the current sheet and is at least two gyroradii above or below 

\Z\ =  L z the integration is stopped. The integration time interval is limited to 45 

minutes in order to catch singular cases of trapped orbits. When the particles have 

reached the boundary they may be tagged with any source distribution. Liouville’s 

theorem, previously explained, is then invoked to compute the velocity distribution 

function at the observation location. Each distribution function is constructed by 

following the 313 particles from the desired observation point to the source boundary. 

This constitutes a  31x31x31 velocity grid in cartesian velocity space. All the results 

tha t are presented consider the source to be a tailward flowing kappa distribution 

modelling plasma mantle ions, as described in the previous sections. Since a mantle 

source distribution is assumed, the following parameters were deemed appropriate, 

viz. Ti =  0.38 keV, n =  5 x 1 0 4m~3, u =  (-350,0,0) km /s. and k =  2. The electric 

field was set to be constant in the duskward, or y-cartesian, direction with a value 

0.25 x 10" 3 V /m .
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3.4.1 Modified Harris sheet

The simple Harris sheet magnetic field is given by the x-component of the following 

field, with all other components zero:

z
Bx =  B o ta n h ( - )

L z

B y  =  0

B z =  B n

Adding a nonzero constant B z to the Harris field results in a  modified Harris sheet 

magnetic field. In this work I have used B 0= 20 nT, B „ = l .l  nT, and Z,.=0.05 R e -

3.4.2 Distribution function results

Lyons and Speiser [1982j have shown that a Harris current sheet with constant B : 

and uniform electric field E  = Ey produces earthward field aligned beams at the 

edges of the current sheet. This corresponds to the model used here. Figure 3.3a 

shows the distribution function at the edge of the current sheet (i.e. Z  =  L z). This 

slice is taken in the plane in which particles have zero velocity in the electric field 

direction; i.e. Ve = 0. The ordinate of this figure corresponds to velocities in the 

magnetic field direction, and the abscissa is in the E  x B  convection direction. The 

magnetic field a t this observation location was B  =  (15.2, 0. 1.1) nT. Hence the Vg 

direction is predominantly earthward (positive X-direction), and the Vc direction is 

towards the neutral sheet.

Figure 3.3b shows the distribution function at Z  =  0.5L : . The earthward 

beam is still present deeper in the current sheet. One difference between Figures 3.3a 

and 3.3b is the small gaps in Figure 3.3a near Vg =  0  and on either side of V'c  =  0 .
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Figure 3.3: Model ion velocity distribution functions in the Vg — Vc plane, and at 
the Vg =  0 cut. Velocities are in thousands of k m /s .  The contours are in intervals 
of 10- 0 '5 from 10" 175 s3/m 6. (a.) This calculation is for 2 =  L , : (b) for 2 =  0.5Lz: 
(c) an example of a singular case of a proton’s orbit when it is trapped in the current 
sheet and never reaches the source. These kinds of orbits comprise the phase space 
gaps found in (a) and have a  figure eight shape; and (d) a typical Speiser orbit for a 
proton tha t forms part of the field-aligned beam at the edge of the current sheet.
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These phase space holes correspond to singular cases of trapped proton orbits which 

are permanently trapped in the current sheet. Figure 3.3c shows an example of one 

such trapped orbit. This orbit has a figure eight appearance which is clearest in the 

Y  — Z  projection. It is shown in three dimensions, and the figure eight pattern is still 

very clear. The orbit type is sensitively dependent on the ratio of the square root 

of the magnetic field radius of curvature to the particle gyroradius. This param eter, 

known as the K-parameter, is a  constant along the tail for the modified Harris sheet, 

and this 10 keV proton has k =  0.037. O ther models also produce similar orbits: 

for example, Larson and Kauffman [1996] give an example of a figure eight orbit for 

their model of the magnetotail (their Figure 5). They found that particles with these 

orbits remained trapped for longer than other particles. The formation of phase 

space gaps has been noted in previous simulation studies which use a preselected 

source population [Ashour-Abdalla et al., 1991]. Holland and Chen [1991] showed 

that phase space boundaries will persist in the presence of pitch angle and energy 

scattering in magnetotail fields, and Kauffman and Lu [1993] note that all current 

sheets characterised by a very small k must have phase space depletions.

The field aligned beam, with a maximum phase space density at a velocity 

VB =  800 km /s, was found to comprise ions th a t behaved in a qualitatively similar 

manner. These ions are convected by the electric field in the direction normal to 

the magnetic field lines towards the earth and towards the neutral sheet. They un­

dergo Speiser motion and acceleration in the current sheet resulting in the earthward 

stream ing distribution at the outer edge of the PSBL. An example of one such orbit 

is shown in Figure 3.3d.
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CHAPTER 4

The magnetotail model

4.1 Introduction

In a way similar to other explorers, space physicists create maps of the magnetosphere 

in order to understand it, and provide a knowledge base to aid future exploration. The 

most widely used magnetospheric models are those developed by N.A. Tsyganenko 

and his collaborators [ Tsyganenko and Usmanov, 1982: Tsyganenko. 1987; Tsyga­

nenko, 1989; Tsyganenko and Peredo, 1994; Tsyganenko, 1996]. Of these, the most 

complete was produced by Tsyganenko [1996] (hereafter referred to as T96).

Whereas the models prior to T96 did not have a  pre-defined magnetopause 

and were calibrated exclusively by the K p index, the most recent model (i.e. T96) 

explicitly includes (i) the solar-wind-controlled magnetopause, (ii) Region 1 and 2 

Birkeland currents, and (iii) the interconnection of the magnetospheric and solar 

wind fields a t the boundary. T96 is a statistical model based on magnetic field data 

collected by 11 spacecraft, covering the period from 1966 to 1986 [Fairfield et al., 

1994]. T96 represents the sum of the magnetic effects of the separate components of 

the total magnetospheric magnetic field, viz. the magnetopause current system, the 

ring current, the tail current sheet, the Region 1 and 2  Birkeland current systems, 

and the interconnection term  due to partial penetration of the IMF into the magneto­

sphere. Each component was parameterised by its own set of input parameters, and 

the net model field was fitted by least squares to the entire da ta  set of over 45000 grid
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points. The input parameters to the T96 model are the solar wind dynamic pressure, 

DST-index, IMF B y and B z, and the dipole tilt angle.

At present T96 is too computationally intensive to be the prim ary magnetic 

field model in a test particle study. Furthermore, it is a global magnetospheric model 

whereas in this study only a limited region of the magnetosphere is being considered, 

viz. the m agnetotail. In addition to this, T96’s statistical nature implies tha t thin 

current sheets or other sharp magnetic field gradients, cannot be accurately resolved, 

and will be spread out; thus, it is not appropriate for studies of thin current sheets. 

However, since T96 is the averaged result of numerous actual satellite measurements, 

it can be a helpful guide in developing a simpler model. This is the procedure followed 

here.

4.2 Key factors in the magnetotail model

In this dissertation the test particle method and Liouville mapping are employed to 

compute velocity distribution functions (VDF’s) during times when the magnetotail 

is significantly stretched, such as during the substorm growth phase. Since highly 

nonadiabatic ion motion in the magnetotail cannot be described by the guiding centre 

approximations, the complete Lorentz equation of motion is used for all particle 

tracing. Many calculations are needed so the magnetic field model must be selected 

to minimize computing time, while being as realistic as possible.

The new magnetotail model developed attem pts to mimic the magnetotail 

during times when it has a stretched configuration. Since it is well known that the 

m agnetotail stretches more than average during the growth phase of a magnetospheric
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substorm, aspects of the growth phase tha t are im portant in causing enhanced stretch­

ing of the magnetotail are considered. It is worthwhile to repeat salient features of the 

growth phase currents and fields. First of all, during a substorm growth phase, the 

near-earth crosstail current can thin to fractions of an R e [Sergeev et al., 1993: Sanny 

et al., 1994; Kubyshkina et al., 1999]. At the same time the crosstail current greatly 

intensifies in the near-earth region [Kaufmann, 1987]. The current intensification is 

restricted in radial extent, and azimuthally to within a few hours around magnetic 

midnight [Baker and McPherron, 1990; Iijima et al., 1993: Baker et al., 1993]. These 

changes in the crosstail current result in the magnetic field becoming very weak and 

taillike in the midplane [Kokubun and McPherron, 1981: Pulkkinen et al., 1992, 1999: 

Nakai et al., 1997], and lead to a  region of weak magnetic field in the near earth 

neutral sheet region [Erickson, 1984; Hau et al., 1989; Hau, 1991; Lui et al.. 1992: 

Sergeev et al.. 1993, 1996]. As well, changes in current sheet structure are expected 

to lead to enhanced ionospheric precipitation, as particle adiabaticity is broken close 

to the earth  [Buchner and Zelenyi, 1989]. Such behaviour is not restricted only to 

growth phase conditions, as determined by ground based instruments, but may occur 

during ostensibly quiet times.

Instead of modifying the m ultiparam eter Tsyganenko models, a simpler mag­

netic field model tha t has fewer components is used. As mentioned before, the Tsyga­

nenko models calculate a statistical crosstail current that represents an average over 

all configurations of the magnetosphere. There is good reason, therefore, to expect 

th a t these models do not adequately fit substorm growth phase, when the magneto­

tail is very stretched and extremely thin current sheets exist. Modifications tha t are 

required to fit these models to growth phase bear out this conviction [Pulkkinen et 

al., 1991, 1992, 1994, 1998 and Lu et al., 1999]. The model presented below has the 

advantage of simplicity, thus making it easier to understand the physics of the current
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sheet during the growth phase. It comprises a dipole field, an equilibrium tail com­

ponent, and an azimuthally and radially confined weak magnetic field region (W FR). 

The coordinate system is centred on the earth, with the A'-axis from the earth  to the 

sun, the Z-axis anti-parallel to the dipole moment, and the T-axis perpendicular to 

the other two axes. All three modular components of the model are used to build up 

the final configuration

B (r)  =  BoiPoie(r) +  B raii{r) + B w f r {t ) (4.4.2.1)

Each of the components is divergence free, and so the entire magnetic field model is 

divergence free.

4.2.1 The dipole field

The vector magnetic potential of a dipole is given by

ADipoie{r) =  ~  *y)  (4.4.2.2)

where M  is the dipole moment and r2 = x2 + y2 + z2 is the radius from the centre 

of the earth. The earth is a t the centre of the coordinate system, and the c-axis is 

antiparallel to M  and the x-axis is towards the sun.

M  =  - M z  =  —31100£ nTB?E (4.4.2.3)

and the resulting magnetic field is
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ft 3M x z . Z M y z_ M(3z2 — r2)
B u ^ i f )  = ----- j j - i  -  - j f - j ,  -  - J — ;------ '-z (4.4.2.4)

4.2.2 The equilibrium tail model

A simple model of a plasma sheet formed a t the interface of two regions of opposing 

magnetic field would be useful to study the nonlinear dynamics of single particle 

trajectories. In the midtail region a two-dimensional equilibrium tail field model 

would be convenient for studying the neutral sheet. Equilibrium models represent 

magnetic fields tha t are derivable from approximately isotropic particle distributions. 

The most widely used magnetotail models for such studies are variations on the exact 

solution to the Vlasov-Maxwell equations by Harris [1962]. The magnetic field for the 

Harris model is

B H a r r i 3 { r )  =  BQta n h ( j - ) x  (4.4.2.5)

where B$ corresponds to the lobe field in a magnetotail model, and L , is the param eter 

controlling the half-thickness of the central plasma sheet (CPS). When a weak uniform 

magnetic field, Bn is added, the new model is called the modified Harris model. Both 

the Harris model and the modified Harris model have the same associated crosstail 

electric current

=  — j-s e c h 2(-^-)y  (4.4.2.6)
(1qL z L/z

In this thesis Zm ngm ann’s [1983] two-dimensional equilibrium tail field is used. 

The Zwingmann tail model has a  vector potential
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Figure 4.1: Contour plot in the noon-midnight meridian showing values of the crosstail 
electric current density, J j ad in units of n A /m 2. This azim uthal current is positive 
in the westward direction (dawn-to-dusk).
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cosh(F(x)-f~) _
A ra u tf = B 0ln[ +  0(e2) (4.4.2.7)

i*(x)

where the function F (x)  is a slowly varying function of x  that decreases with distance 

from the earth, and is chosen as

fT
F(x) =  ( l ( 4 . 4 . 2 . S )

The associated magnetic field calculated from the curl of the vector potential. .4, is 

given by

B ™  = B o F (x )ta n h (F (x )y -)
L*

B ™  =  0 (4.4.2.9)

B ™  =  B0L , ^ ^ [ 1  -  F { x ) j- ta n h { F { x ) j- ) )

and the electric current for this case is 

J j ail =  0

J ™  =  ^  -  F ^ ) ± t a n h ( F ( x ) j - ) ]

+ i = ( ^ ^ ) 2I1 + f 2(i)£ secA 2(F(i)^-)]}

J j ail =  o (4.4.2.10)

Figure 4.1 shows the crosstail current sheet distribution in the noon-midnight merid­

ian. The current sheet intensifies and thins nearer the earth. In this figure the follow­

ing values were chosen for the parameters in the Zwingmann tail model: B 0 =  50nT ,
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L z =  0.05i?E, i/=1.25, and e=0.002. The electric current density from the Zwing- 

m ann field, computed from V x B ,  flows entirely from dawn to dusk (T-direction) 

across the magnetotail. Current sheet half-thickness, L z, is the param eter which has 

the strongest influence on the model topology. In the following section real mag­

netospheric data  will be used to find a thickness that is reasonable for the growth 

phase.

4.2.3 Weak field region

The final component to the model is a three-dimensional magnetic structure that 

creates a depression, or weak magnetic field region (W FR), near the earth. The ob­

servations of Sergeev et al. [1993], showed that around 11 R e during growth phase, 

the normal magnetic field in the neutral sheet was very small («1 nT). These obser­

vations imply that additional large scale current systems, and /or local current flow 

cause the equatorial B z to be very small. Nakai and Kamide [1994] suggest tha t region 

1 field-aligned currents [Donovan, 1993] and /or the neutral sheet current meandering 

earthward in a localised region near the midnight sector [Baker and McPherron, 1990] 

can be plausible candidates as such additional current systems. W hatever its cause, 

the W FR is a  localised magnetic field perturbation, observed in the near-earth region 

during the growth phase.

The equations describing the magnetic field of the model W FR depression are 

given by

Bx =  0

By =  BpLys e c h (^ - ) ta n h ( j- )d zG(z)
L y kly

(4.4.2.11)
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B z = B n -  B psech(-^-)sech2( j - )G (z )
L y Ly

where x  =  x  +  10, B p =  28.45 nT , B „= l nT , Ly =  3 1̂ 2R e , and the function G{z) is 

given by

G(z)  =  (1  +  -A ) " l/3  (4.4.2.12)
Ly

Just as for the equilibrium tail model, this component is comprised of combi­

nations of hyperbolic functions. The W FR is so named because it creates a depression 

in the magnetic field around X  =  -1 0  R e - It is constructed to simulate the obser­

vation, mentioned a t the start of this section, tha t the growth phase current sheet 

is enhanced in a radially and azimuthally confined region. Its effect is to cause en­

hanced stretching of magnetic field lines in the near-earth region. This is in accord 

with various theoretical models that predict a region of small B z will form in the 

intermediate zone between dipolelike and taillike magnetic fields under the action 

of a dawn-to-dusk electric field [Erickson, 1984: Hau et al.. 1989: Hau. 1991]. The 

resultant electric current system is defined by

j Wfr _  ^ R { ^ -G (z )s e Ch{-^-)seCh2( j - ) t an h ( j - )  -  Lys e c h { ^ - ) ta n h { j- )d zzG{z)}
H 0 L y  Ly Ly L y L y  Ly

j Wpr _  _ ^ L ^ ^ L sech {^ -) ta n h {^ -)se c h 2{ j - ) }
1*0 L y  L y  Ly L y

jWFR  =  - ^ L { sech { ^ - ) ta n h [ ^ - ) ta n h { ^ - )d zG {z)}  (4.4.2.13)
1*0 *Jy  *Jy  L y

The W FR equatorial current system flows in an almost circular pattern, as shown 

in Figure 4.2. This is in agreement with the findings of Iijim a et al. [1993] who 

found tha t during the growth phase, complicated electric currents arise which include
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Figure 4.2: Vectors in the equatorial plane showing the variation of the crosstail 
electric current density for the model W FR.
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Figure 4.3: Vectors a t X=-9 R e (top) and X=-13 R e (bottom ) showing the variation 
of the crosstail electric current density for the W FR.
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an equatorial azimuthal current loop. The loop flows in the clockwise sense, with 

its tailward side enhancing the crosstail current, and the earthward side decreasing 

the crosstail current. The model W FR has the same effect; in the noon-midnight 

meridian it will reduce the net azimuthal crosstail current close to the earth. This 

reduction in current corresponds to the ’’current trough” signature reported by Nakai 

et al. [1997]. The W FR also tends to increase the azimuthal current slightly downtail 

of the ’’current trough” , in accordance with the observations of lijima et al. [1993]. In 

the equatorial plane, the radial component of the current flows towards the earth  in 

the late evening to premidnight sector and flows away from the earth in the midnight 

to morning sector.

Figure 4.3 shows the current density in the Y - Z  plane at X=-9 R e and -13 R e - 

The current density is greatest in the neutral sheet and gradually decreases with 

distance from the neutral sheet. The bulk of the current flows between \Z\ <  1 R e - 

The model ensures tha t current continuity is satisfied, i.e. V • .pVFR =  0 .

4.3 Constraining the magnetic field model

The param eter most strongly affecting particle motion in the magnetotail is undoubt­

edly the current sheet half-thickness, Lz. Another important parameter is the location 

of the W FR. In this section the model will be constrained via the use of various sta­

tistical data, and the results of previous observational studies. A new technique will 

be demonstrated whereby auroral proton precipitation data will be used as a  proxy 

to determine reasonable current sheet thicknesses during the growth phase. As well, 

comparisons will be made between the model, thus obtained, and T96.
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4.3.1 Constraint from the neutral sheet m agnetic field

Since the normal component of the magnetic field in the neutral sheet, B z, is critical to 

energisation processes resulting from nonadiabatic particle motion, careful attention 

must be paid to the selection of this parameter. The T96 model was used as a rough 

guide, but there are questions as to how well it represents B . a t midnight. As well, the 

data  used to fit the T96 model were not selected according to substorm phase. This 

means tha t the model tail represents an average over both the stretched configuration 

tha t is seen before a local substorm expansion and the more dipolar configuration 

seen after expansion. It is therefore not clear tha t the model will provide a good 

representation of the earth ’s magnetic field at any one time. Accordingly, wherever 

more accurate or appropriate da ta  are available these have been used to test the 

model in a more realistic fashion.

The existence of the W FR has been previously justified in terms of various 

theoretical models [Erickson, 1984; Hau et al.. 1989: Hau. 1991], and observational 

studies [Lui et al., 1992; Sergeev et al., 1993]. The depth and location of the min­

imum of the W FR in the full model -  comprising the dipole, tail and W FR -  is 

almost independent of current sheet half-thickness L z. For this reason it was the first 

param eter to be set in the new model. The chosen position for the W FR. viz. about 

X  =  -1 0  R e , is justified below in terms of observational data. The model NS mag­

netic field is not a fit to  the observational data  presented. Rather, the comparison of 

the model with observational da ta  is intended to demonstrate tha t the new model is 

reasonable.

In the study by Rostoker and Skone [1993], AMPTE, ISEE, and IMP 8  data 

were selected at times when clear neutral sheet crossings were taking place. Using
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Figure 4.4: Model magnetic field values in the neutral sheet compared to various 
satellite measurements. The dotted line indicates the model magnetic field, the solid 
line is the empirical function of Rostoker and Skone [1993], calculated irrespective 
of substorm phase. The circles and triangles indicate B z during disturbed and quiet 
periods from the measurements of Nakai et al. [1997]. The squares are the values from 
Lui et al. [1992], measured just prior to the onset of magnetic field dipolarisation, 
the single star is for the growth phase measurements a t X = - ll  R e  by Sergeev et al. 
[1993].
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these data  they constructed an analytical representation of B z as a function of down- 

tail position. In Figure 4.4 magnetic field values in the neutral sheet are compared 

for the new model and the empirical function of Rostoker and Skone [1993] (solid 

curve), as well as other statistical observations of neutral sheet magnetic field. The 

model field is a good fit of the Rostoker and Skone function in the regions tailward 

of ~14 R e . Near X = - l l  R e , which is the intermediate region between dipole-like 

and taillike magnetic fields, the new magnetic field model has a depression not found 

in that statistical model, and is larger within geostationary orbit. As with T96. 

the statistical model of Rostoker and Skone will tend to average out the extremes 

of magnetic field behaviour, so not too much importance should be placed on this 

discrepancy. This is especially so in light of experimental observations of radially 

confined regions of small normal magnetic field during times when the magnetotail 

geometry is stretched [Sergeev et al., 1993].

Also included in this figure are the statistical observations of Nakai et al.

[1997] representing equatorial B x during quiet and disturbed conditions. These data 

show that during quiet times the magnetic field is larger than the Rostoker and Skone 

curve, whereas for disturbed times these data  are smaller in the near-earth, but larger 

beyond geostationary orbit. W ithin the standard deviations of these data  (not shown) 

their results are the same as for Rostoker and Skone. The equatorial B : data  from 

Lui et al. [1992] (squares) and Sergeev et al. [1993] (star) are the most useful, for 

they were specifically measured during case studies of the late growth phase, and are 

in much better agreement with the new model in the intermediate region between 

dipole-like and taillike magnetic fields. These data  show that, during the growth 

phase regions of small normal magnetic field (5 ,)  can occur in the near-earth. The 

minimum in the model magnetic field occurs around X  =  —11 R e , and the size of 

the minimum can be varied via the parameter Bp in equation (4.4.2.12).
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4.3.2 Constraint from proton precipitation

The Canadian Auroral Network for the OPEN Program Unified Study (CANOPUS) 

is a large-scale array of remote sensing equipment monitoring the high latitude iono­

sphere from the north-central to the north-west portion of North America. CANO­

PUS includes an array of four meridian scanning photometers (MSP) [Rostoker et al.. 

1995] which are capable of scanning auroral emissions at various wavelengths. W ith 

the MSP one can monitor key auroral wavelengths tha t provide information useful, 

for example, in identifying the locale of specific auroral activations. The importance 

of these tools is appreciated as one considers tha t any region of the magnetosphere 

maps to the ionosphere along magnetic field lines. Such a mapping means that knowl­

edge of where the particles and currents are in the ionosphere can give information 

about the sta te  of the magnetosphere. For example, Samson et al. [1992] and Samson 

[1994] used CANOPUS MSP and low altitude satellite measurements to demonstrate 

tha t substorm expansive phase intensification starts near the earth, at no more than 

8 -1 0  R e behind the earth.

In the earth ’s magnetotail, particles may not conserve the first adiabatic in­

variant due to significant magnetic field variations on the scale of the particle gyro- 

radius. The kappa parameter, defined by Buchner and Zelenyi [1987], is useful in 

characterising the non-adiabatic particle behaviour. The param eter is defined by

(4.4.3.14)

where R  is the magnetic field line radius of curvature, and p is the particle gyroradius 

measured in the current sheet. The dependencies in kappa show that the type of 

particle motion (viz. adiabatic and chaotic) is dependent on both the magnetic field
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geometry and particle energy. M agnetotail models have strongly curved field lines and 

the magnetic field component normal to the current sheet can become very small. 

W hen the radius of curvature of the magnetic field at the current sheet becomes 

comparable to the particle gyroradius, the particle is pitch angle scattered. In the 

distant tail k <  1 . Ashour-Abdalla et al. [1994] showed that meandering motion in 

this regime can lead to the formation of a thin current sheet. On the other hand, 

close to the earth where the dipole field is stronger, the parameter k can be much 

larger than  unity, and the particle motion is adiabatic. In between, a t the transition 

between taillike and dipolelike field configurations, plasma sheet ions can have variable 

k values. Zelenyi et al. [1990] dem onstrated tha t for 1 <  k <  3 near-earth plasma 

sheet ions may become untrapped. Recently, Delcourt et al. [1996] numerically 

verified th a t ions corresponding to k values between 1 and 3 can be pitch angle 

scattered out of the current sheet, a fraction of which may enter the loss cone and 

precipitate into the ionosphere. If the magnetic field is very stretched, the fraction 

entering the loss cone can be quite significant [Lyons and Speiser, 1982]. Liu et al.

[1998] quantified this effect using theoretical models of a stretched near-earth current 

sheet.

One may use a  magnetic field model to map auroral luminosity from the iono­

sphere to the magnetosphere. This is done by locating the luminosity region of 

interest, and then following the magnetic field line that threads this region to its 

position in the current sheet. However, this method does not address the question 

of what mechanism scatters the particles out of the current sheet so tha t they can 

precipitate into the ionosphere along the magnetic field line. W hat is proposed here is 

ju st the opposite - a mapping from the magnetotail to the ionosphere. First, positions 

in the magnetotail are located where pitch angle scattering of protons can be very 

im portant (i.e. 1 <  k < 3). Then these regions are mapped to the ionosphere, along
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Figure 4.5: Model magnetic field lines in the noon-midnight meridian for current sheet 
half-thickness (a.) L z =  1 R e  and (b.) L z =  0.05i?£. In the la tte r case the thinner 
current sheet is evidenced by the decreased magnetic field line radius of curvature.
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Figure 4.6: Model predictions for the regions of proton precipitation in the ionosphere. 
Precipitation is assumed to occur in the region between the high- and low-latitude 
borders. The ordinate is invariant latitude in degrees, and the abscissa is the model 
current sheet half-thickness, normalised to Lmin =  0.05 R e - These curves were com­
puted by calculating the regions in the magnetotail where 10, 20, and 30 keV protons 
achieve 1 <  k < 3, and then mapping these regions to the ionosphere. The param eter 
k is defined in Equation 4.4.3.14.
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magnetic field lines, where they correspond to proton auroral precipitation. Ideally 

this mapping would correspond to the real luminosity, measured by the MSP. How­

ever, the mapping problem depends on numerous independent parameters not known 

accurately. For example, the ^-param eter is sensitive to particle energy, current sheet 

thickness, and the normal component of the magnetic field in the crosstail current 

sheet region. The 486.1 nrn (H#) auroral emissions are used, for which the average 

energy of the precipitating protons, based on a comparison of DMSP and H# data, 

is about 20 keV [Samson et al., 1992]. In order to understand the dynamics and 

evolution of the thin current sheet only the param eter related to the crosstail current 

sheet thickness will be allowed to vary. In this way it is possible to find reasonable 

model current sheet thicknesses, observed during growth phase. Samson et al. [1992] 

showed that the 486.1 nm  (H#) emissions, can be used to delineate the earthward 

edge of the plasma sheet. Thus in addition to the current sheet thickness, it is possi­

ble to derive the position of the inner edge of the plasma sheet from the equatorward 

edge of the H*j emissions.

In his paper, Kaufmann  [1987] showed that a  requirement of growth phase was 

enhanced stretching of field lines, particularly in the near-tail region. He achieved the 

requisite taillike field configuration a t ~ 6 .6  R e by using a field model comprising a 

dipole field, and a system of three infinitely thin current sheets in the tail. The new 

magnetic field model is only slightly more complex, and reproduces field geometries 

similar to those in Kaufmann  [1987]. Figure 4.5 shows magnetic streamlines for (a.) 

thick (L z =  1 R e ) and (b.) thin (L~ =  0.05/?e ) crosstail half-thickness parameter. 

T hinning of the current sheet is evidenced by the decreased magnetic field radius 

of curvature in Figure 4.5b. These two figures are similar to Figures 2 and 3 from 

Kaufmann  [1987]. The magnetic field model may be used to predict where in the
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ionosphere regions of auroral proton precipitation will occur. In light of the observa­

tional constraints for proton energies of 10, ‘20, and 30 keV are used to calculate 

the K-parameter in the crosstail current sheet. Thus the modelling is restricted to 

an energy range close to the average. Figure 4.6 shows the predicted latitudes of 

auroral proton precipitation, plotted against current sheet thickness parameter, Lz. 

The borders for the 10 keV protons are shown as dot-dashed lines, 20 keV are solid, 

and 30 keV are dotted. In all cases it is clear that, as the current sheet thins the pre­

cipitation region moves equatorward. As well, the lower border of the precipitation 

moves equatorward at a  faster rate for smaller current sheet thicknesses. This lower 

precipitation border corresponds to the inner edge of the plasma sheet [Samson et al.. 

1992]. Least squares fitting of these data to the actual MSP measurements will now 

be used to see what values of L .  result in the best fits of auroral luminosity regions.

March 9, 1995

The interval of interest for the substorm on March 9,1995 is 0400-0600 UT. Voronkov 

et al. [1999] studied this event in detail and estimated that growth phase commences 

between 0325-0335 UT. In Figure 4.7a the H# (486.1 nm) emission data are shown for 

0400-0600 UT. The da ta  are in the form of emission intensity versus invariant latitude 

and time, and have a 1 minute temporal resolution. At 0400 UT preexisting proton au­

rora were moving slowly equatorward, and the equatorward motion increased rapidly 

after ~0430 UT. Figure 4.7b presents the simultaneous magnetometer da ta  from the 

Churchill line of magnetometer stations. Only the geomagnetic north-south (X) com­

ponent is shown. A positive perturbation of the magnetic A'-component appeared 

after ~0400 UT, which indicates an enhancement in the eastward electrojet. The 

perturbation grew in magnitude until the expansive phase onset began a t 0459 UT. 

Figure 4.7c shows the impulsive Pi2 pulsations obtained by filtering the raw da ta  from
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the Gillam station. These da ta  also indicate th a t expansive phase onset takes place 

a t 0459 UT. No Pi2 pulsations are present prior to expansive phase onset, indicating 

a  "quiet” growth phase.

A time series of the poleward and equatorward border positions for the Ha 

luminosity is needed to fit the model da ta  to the MSP emissions. These were obtained 

by fitting the emission borders to a Gaussian function. Where it was not possible 

to  get a good fit using the Gaussian, a step-fit was adopted [Blanchard et al.. 1995]. 

Figure 4.8a shows the poleward and equatorward borders obtained in this way during 

the late growth phase and early expansive phase between 0430-0510 UT. Error bars 

are included, as well as the model best fit predictions which are shown as circles. The 

error bars are equal to the latitudinal resolution of the photometer observations. The 

least-squares best fit was obtained by varying the model current sheet thickness, and 

allowing three possible proton energies (viz. 10, 20, 30 keV). Using these time series, 

estim ates are obtained for the model current sheet thickness during the late growth 

and early expansive phases (curve with circle markers in Figure 4.8b). The thickness 

quoted here is calculated a t X  =  - 8  R e - Samson et al. [1992] found th a t the onset of 

the substorm intensification occurs in the region of proton precipitation which maps 

to the inner edge of the plasma sheet. This corresponds to the k =  3 boundary, the 

k =  1 boundary occurring further downtail. The solid line in Figure 4.8b (right-hand 

ordinate) indicates the location of the model plasma sheet inner edge. According to 

the model calculations, the plasma sheet inner edge moved towards the earth, and by 

substorm  intensification it was inside 6  R e -

A t the s tart of the modelling interval the current sheet was almost 2  R e thick. 

It rapidly decreased and within 20 minutes was 0.2 R e thick. This is consistent with 

satellite measurements [Fairfield, 1984; Mitchell et al., 1990; Sergeev et al., 1993]. 

Next the current sheet thickness was calculated as a function of time. A least squares
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Figure 4.7: (a.) Meridian scanning photometer da ta  (486.1 nm) from RANK and 
GILL in the CANOPUS array showing the growth phase and intensification of a sub­
storm  event on March 9, 1995. AACGM coordinates are explained by Baker and 
Wing [1989]. (b.) Magnetic X-component from the Churchill line of magnetome­
ters, (c.) Magnetic X-component Pi2 pulsations at GILL. Local magnetic time is 
approximately UT minus 6  hours for the Churchill line.
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Figure 4.8: (a.) March 9, 1995 H$ emission boundaries are shown by the solid line, 
with error bars. The best fit values, calculated from the magnetic model predicted 
precipitation regions, are shown as circles, (b.) Model predictions for the current 
sheet thickness at 8  i?£ (left ordinate), and plasma sheet inner edge position (right 
ordinate).
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fitting for an exponential function was calculated between 0430-0510 UT. The best 

fit, expressed in term s of the current sheet half-thickness, L : , is

L,{t)  =  L0e x p ( - t / r ) (4.4.3.15)

where the calculated values are L q =  0.89 R e , and the timescale r  =  9.6 minutes.

It is noteworthy tha t there is a high degree of correlation between the thinning 

of the current sheet, corresponding to magnetic field line stretching, and the equator­

ward motion of the proton aurora. In the framework of the model, this implies that 

the equatorward motion of auroral precipitation is directly related to the stretching 

of the magnetic field lines in the magnetotail.

February 9, 1995

This substorm has been extensively studied [Lui et al., 1998]. Due to an unusually 

long interval of northward interplanetary magnetic field, the magnetosphere was as 

close to a  low energy or ”quiet” state as is likely possible before the advent of a 

substorm. Figure 4.9 shows the H# emissions from 0330-0530 UT. The growth phase 

began a t ~0335 UT, as seen in enhanced H# emissions and the magnetometer data. 

From this time the emissions continued moving equatorward until the expansive 

phase onset a t 0437 UT, a t which time the region of emissions rapidly expanded 

poleward. Figure 4.9b shows the ground magnetometer X-component at various 

locations in the Churchill line. Figure 4.9c shows the Pi2 pulsations obtained by 

filtering the raw data  from the Back station.

The best least-squares fit of the model precipitation regions to the emission 

borders, calculated between 0400-0440 UT, is shown in Figure 4.10a. The best fit only
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Figure 4.9: (a.) Meridian scanning photom eter d a ta  (486.1 nm) from RANK and 
GILL in the CANOPUS array showing the growth phase and intensification of a sub­
storm  event on February 9, 1995. AACGM coordinates are explained by Baker and 
Wing [1989]. (b.) Magnetic X-component from the Churchill line of magnetome­
ters, (c.) Magnetic X-component Pi2 pulsations a t BACK. Local magnetic time is 
approximately UT minus 6  hours for the Churchill line.
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Figure 4.10: (a.) February 9,1995 Hg emission boundaries are shown by the solid line, 
with error bars. The best fit values, calculated from the magnetic model predicted 
precipitation regions, are shown as circles, (b.) Model predictions for the current 
sheet thickness a t 8  .^ ( le f t  ordinate), and plasma sheet inner edge position (right 
ordinate).
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appears to be reasonable up to about 0428 UT; after this tim e the model is not a 

good fit to the high latitude precipitation border (Figure 4.10a). As with the previous 

example, the model plasma sheet inner edge moved towards the earth, and was little 

more than 6  R e  away at intensification. During the early stages of the modelling 

interval the predicted current sheet thickness is about 0.7 R e - By 0430 UT it is 

slightly less than 0.1 R e thick. An interesting observation is tha t the current sheet 

remains extremely thin (close to 0 .1  R e ) for tens of minutes prior to the substorm 

intensification. This observation is helpful in theoretical modelling of growth phase, 

and gives a good estimate for the thin current sheet.

An exponential fit to the model crosstail current sheet half-thickness yielded 

Lq =  0.60 R e , and r  =  5.2 minutes. The exponential fit was calculated between 0402- 

0428 UT. In this case, the timescale of growth phase thinning is smaller than that for 

the March 9, 1995 event. If one assumes that current sheet thickness corresponds to 

energy input into the magnetosphere, this implies tha t the rate of energy input was 

faster than for the March 9, 1995 case. Equatorward motion of the region of auroral 

luminosity acts as a  proxy for the energy input into the auroral oval. If one assumes 

tha t current sheet thickness corresponds to energy input into the magnetosphere, this 

implies th a t the rate of energy input was faster than for the March 9. 1995 case.

For interest, also shown is the best fit a t expansive phase onset (~0437 UT) 

and it is fascinating that the model predicts an impulsive thickening of the current 

sheet and tailward motion of the plasma sheet inner edge. However, not too much 

confidence should be placed in the model statistics a t onset because the magnetotail 

geometry is changing so rapidly a t this time. In each of the events studied the 

predicted locations of precipitating protons proceed equatorward a t the same rate as 

the Hfl auroral luminosity. Again, this provides evidence of the correlation between 

magnetic field line stretching and the equatorward motion of the proton aurora.
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Summary o f findings

Together with the MSP d a ta  and a simple magnetic field model the above analysis 

has shown tha t the crosstail current sheet does indeed thin during the course of a 

typical growth phase, and th a t this thinning corresponds to an equatorward motion 

of the region of proton auroral emissions. For these case studies it was found th a t the 

current sheet can thin dramatically during the growth phase, from 2  R e to 0 .1  R e . 

This is in accordance with the findings of previous studies, where very thin current 

sheets, as thin as 0.1 R e have been inferred [Sergeev et al., 1993: Sanny et al., 1994: 

Kubyshkina et al., 1999]. Furthermore, such extremely thin current sheets can remain 

stable for tens of minutes. Together with the fact th a t the H# emissions mark the 

earthward edge of the plasma sheet, this analysis demonstrates quantitatively, and for 

the first time, th a t the model inner edge of the plasma sheet moves several R e closer 

to the earth during the course of the substorm growth phase, sometimes to the region 

earthward of 6  R e  (as in the March 9, 1995 case). A current sheet half-thickness 

L ,=0.05 R e is thus selected for the model magnetic field.

4.3.3 Constraint from T96

The magnetospheric models of Tsyganenko [1987; 1989; 1996] depend on a relatively 

large number of parameters and are not appropriate (at present) for use in test particle 

simulations. Despite this fact, certain key features of the T96 model were relied upon 

to act as a  proxy for the magnetotail while setting the parameters in the new model. 

In fact profiles of the T96 magnetic field were studied in order to find a simple 

functional representation for the model fields, and led to the present form of the 

W FR. The previous analysis demonstrates tha t using a  current sheet thickness of 

0.1 R e (i-e. L z =  0.05 R e ) is perfectly reasonable for the late stages of the growth
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phase. Thus the model is complete, comprising the components of the dipole, tail, 

and W FR. The parameters for the model magnetic field are summarised in Table 1 .

Field component Param eter
name

Value

Dipole M (n f/R Ba) 31100
Tail B0(nT) 50
Tail Lz{Re ) 0.05
Tail V 1.25
Tail e 0 .0 0 2

W FR Bp(nT) 28.45
W FR Bn(nT) 1

W FR Ly(RE) 31/2

Table 1: Final magnetic field model parameters.

Figures 4.11 and 4.12 show comparisons of the T96 field with the complete 

model magnetic field (dipole+tail-t-WFR). T96 input parameters tha t are feasible for 

growth phase conditions were selected; ByMF =  0 was used so tha t there would be no 

skewing of the magnetic field. For substorms, Turner et al. [2000] found tha t D ST  

can be as large as -80 nT, and tha t the tail current typically contributes about 25% 

to DST. A DST=-4Q nT value was chosen and considered not unreasonable for late 

growth phase. The new magnetic field model tends to have larger field values than 

T96, especially around the NS region. It is not particularly worrying that the model 

fields are larger since T96 is a statistical average model encompassing maximum and 

minimum values. W hat is more important, from the modelling aspect, is tha t the 

shapes of the magnetic field profiles are essentially the same. The clearest difference 

in the models comes from the thin current sheet. Whereas the B x component of 

T96 is slowly varying about the neutral sheet, B x for the new model varies relatively 

strongly, due to the thin current sheet. Figure 4.13 shows a comparison of the new 

magnetic field model field lines to the empirical T96 model field lines. In the region
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Figure 4.11: Components of the magnetic field plotted as a function of distance from 
the neutral sheet Z, calculated a t X=-15 R e and y=0. The new model is the dashed 
and T96 is the solid curve. Parameters for T96 are P d y n = 1 nPa, DST=-40, ByMF=0 . 
B lzMF= -l, TILT=0°.
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Figure 4.12: Components of the magnetic field plotted as a function of distance from 
the neutral sheet Z, calculated a t X=-15 R e  and Y = 2 .  The new model is the dashed 
and T96 is the solid curve. Param eters forT96 are P d y n —1 nPa, DST=-40, B y IF= 0, 
B rz MF= - 1 , TILT=0°.
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of the current sheet the T96 model is very different. This is to be expected, since 

the new model introduced here assumes an extremely thin current sheet tha t would 

occur near the end of a growth phase. Since T96 is a statistical fit over all phases of 

geomagnetic activity, one cannot expect it to represent the late growth phase current 

sheet region with reasonable accuracy. Any empirical model tends to have a thicker 

current sheet than is present in the actual magnetotail on many occasions. This 

is because the actual magnetotail flaps up and down in the Z-direction. Such tail 

flapping increases the apparent observed thickness obtained by averaging or binning 

the satellite data. It is clear tha t T96 is more flared downtail, and tha t the new 

model is more stretched, particularly in the near-earth region, where clear negative 

curvature occurs. Further comparisons of the Bx, B z, and Jy components are shown 

in Figures 4.14 and 4.15.

4.3.4 Constraint from the lobe magnetic field

Slavin et al. [1985] used the ISEE 3 satellite to calculate the radial falloff of the tail 

lobe magnetic field from 20 to 130 R e downtail. A more recent study by Nakai et 

al. [1991] uses the ISEE I satellite to investigate the lobe magnetic field in the region 

from 10 to 22.6 R e downtail. A comparison of these empirical results with the new 

model lobe field, calculated a t Z  =  10 R e , is shown in Figure 4.16.

4.4 M odel electric field

Instead of modelling the electric field as a constant it is allowed it to vary with 

position, and is directed primarily in the F-direction. Previous studies of test particle 

motion have tended to use a  model featuring constant electric field, directed in the
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Figure 4.13: Comparison of the model magnetic streamlines to the empirical T96 
model, (a.) T96 model with P d y h = 1 nPa, DST=-40, B y t F = 0, B lz MF= - 1. T IL T = 0 ° 
and (b.) the new model.
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Figure 4.14: T96 model with Pd y n = 1 nPa, DST=-40, ByMF= 0. B rzMF= -l, TILT=0 °. 
Contours of constant (a.) Bx (nT), (b.) B : (nT), (c.) Jy(n A /m 2) in the 
noon-midnight meridian.
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Figure 4.15: Contours of constant (a.) B x (nT), (b.) B : (nT), (c.) Jy{n A /m 2) for 
the new magnetic field model, plotted in the noon-midnight meridian.
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Figure 4.16: Lobe field strength for the new model (solid curve), calculated at 
(Y ,Z )  =  (0,10) R e , is compared with the empirical functions of Slavin et al.
[1985] (dot-dash curve) and Nakai et al. [1991] (dashed curve).
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V'-direction (e.g. Onsager et a/., 1991; Ashour-Abdalla et al., 1991a, 1991b, 1996; 

Larson and Kaufmann, 1996), although there are some models tha t have used non­

constant electric fields [Cladis, 1986; Sauvaud and Delcourt, 1987; Joyce et al., 1995]. 

The problem with a constant electric field model lies in the fact that the magnetotail 

electric field is usually largest a t high latitudes, and typically smallest near the NS. 

Test particle simulations were performed with a constant electric field model (E y =  

2 m V /m ), and it was possible to arrive a t similar results to those that will be discussed 

in Chapter 5. However, this field amplitude is unreasonable near the NS region, and it 

was decided to use a  model tha t is more realistic. Furthermore, since the model W FR 

produces very small equatorial B , in the near-earth region, a constant electric field 

model results in unrealistic convection velocities in the neutral sheet around the W FR. 

To attem pt to solve this problem of what constitutes a more realistic electric field 

model, one needs to consider a magnetic flux tube that extends from the ionosphere 

to the neutral sheet. Next one assumes that magnetic field lines in the flux tube are 

electric equipotentials; i.e.

7 = f . E  • d f  =  constant (4.4.4.16)

Since the integral

j B - d X  =  constant (4.4.4.17)

is the same for any closed surface tha t cuts though the flux tube then the electric 

field at r  is given by

E ,( f)  =
ts.

1/2 (4.4.4.18)
eq
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where E eq and B eq are, respectively, the electric field vector and to tal magnetic field 

a t the footpoint in the neutral sheet for the magnetic field line th a t passes through f.

This model forms the basis for a computationally more efficient electric field 

model, given by

Ey{f) =  a B l/2 (4.4.4.19)

where a  is a constant, related to the polar cap potential, and the electric field is 

directed in the Y’-direction. After some dimensional analysis, the units for a  are 

found to be (V’/ s ) 1/2.

4.4.1 Cross polar cap potential

To select a reasonable value for a  requires knowledge of the cross polar cap potential 

difference. This potential can be mapped along open field lines, and assuming a 

crosstail magnetosphere width of 40 R e , the appropriate large scale crosstail electric 

field can be calculated by

Ey = A0/4Ofi£ . (4.4.4.20)

Kan et al. [1988] demonstrated tha t the polar cap potential drop needed to 

exceed a minimum level, 70 kV in their model, prior to substorm  expansive phase. 

This is thus the minimum allowable potential drop in the new model, and corresponds 

to E y ~  0.3 m V /m  in the distant tail where B z ~  1 nT. This, in turn , corresponds

to a  =  9 {V /s )l/2. Alexeev et al. [1993] used theoretical considerations to show that

the potential drop was large for southward IMF, and for B {m f  <  -5 nT  was
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A<f>(kV) ~  7 0 - 7 .3 B [MF{nT) (4.4.4.21)

Since most substorm growth phases feature times of negative B lMF, this equation 

can be used to show that growth phases with a reasonable B [MF ~  -3 nT produce 

A 0 ~90 kV. This corresponds to a  ~  11.4 (V /s ) 1̂ 2.

The observational study of Weimer et al. [1992] is of special interest, since 

they studied variations of polar cap potential, measured during different stages of 64 

isolated substorms. Their Figures 3 and 7 are reproduced here in Figure 4.17. The left 

hand side of Figure 4.17 shows the polar cap potential measured as a function of time 

relative to the time from substorm expansive phase onset. They have been grouped 

according to the peak magnitude of the AE index during the associated substonn. 

The right hand column in Figure 4.17 shows IMF B z, in GSM coordinates, plotted 

against time relative to expansive phase onset, and grouped as before. It is clear that 

IMF B z becomes negative prior to onset, and can remain negative for over an hour. 

For m oderate (600 <  peak AE < 1000 nT) and large (peak AE > 1000 nT) substorms. 

B z prior to expansive phase onset can be large and negative, often exceeding -5 nT 

for over an hour. A general trend in the left column of Figure 4.17a,b, and c is tha t 

cross polar cap potential increases during the time preceeding expansive phase onset. 

For the small substorms (peak AE <  600 nT; Figure 4.17a) the polar cap potential 

is in the range 40 to 80 kV during the late growth phase, shortly before expansive 

phase onset. Intermediate substorms (600 nT < peak AE < 1000 nT) showed tha t in 

some cases potentials over 70 kV were measured more than 2 hours before onset, and 

potentials over 110 kV were measured a t 1 hour before onset. The large substorms 

(peak AE >  1000 nT) have cross polar cap potentials from 90 kV to over 150 kV 

during the growth phase (i.e. a=11.4  to >18.6 (V '/s)1/2). These data indicate tha t a 

cross polar potential drop of 60-120 kV (a=8-16 (V /s )1/2) is not unreasonable during
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Figure 4.17: Superposed epoch analysis of polar cap potential drop and IMF B : for 
various activity levels as quantified by the AE index (after Weimer et al. [1992]). 
The onset of substorm expansive phase is identified as t =  0. The solid circles show 
measured potential differences, obtained from an integration of the electric field. The 
error bars show the integration errors associated with the electric field uncertainty of 2 

m V /m . The lines extending upward from the circles end at the ”corrected potential", 
which is an estim ate of what the true potential drop may have been, based on the 
magnetic local times at the reversals, as discussed in W eimer et al. [1992].
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the la tte r stages of a substorm growth phase, and would correspond to potentials 

observed during intermediate and large scale substorms. This would result in electric 

fields of 0.25-0.5 m V /m  in the distant tail neutral sheet.

The recent study of Miyashita et al. [1999] serves to further confirm th a t a 

value a= 1 6  (V’/ s ) l /2 is reasonable for the late substorm growth phase. Miyashita et 

al. [1999] selected 263 substorm events and statistically investigated, amongst other 

parameters, the time variations of the electric field in the region —7.5 >  X  > —52.5R e 

and —15 <  Y  <  15R e in GSM coordinates. The electric field was calculated using 

the frozen in relation, E  = —V  x B . They found that, at 10 minutes before substorm 

expansive phase onset, and for X  «  —IQRe and X  «  —28R e , the electric field Ey 

values are large, with an average about 0.7 m V/m . In the intermediate region around 

X  «  —18 R e the electric field Ey is about 0.4 mV/m. Accordingly, a= 1 6  (V'/s) l /2 is 

used for the simulations in the next chapter.

4.4.2 Ex and Ez components

The main concern with the electric field (Equation 4.4.4.19) is tha t at certain loca­

tions, notably in the neutral sheet region, it is possible to have V x E  #  0. Although 

this form of the electric field does not satisfy V x E  =  0 everywhere, if it is suffi­

ciently small on the relevant scales it will be unim portant. Qualitatively, it would be 

expected th a t since the magnetic field changes slowly on the relevant length scales 

in the distant magnetotail V x l  would be relatively small and no problems will 

arise. This is also true closer to the earth. However, in the region of the NS and near 

the W FR  V x l  could become large and thus affect particle motion. To ameliorate 

the effects of nonzero V x l ,  other components of the electric field are included, i.e. 

E x, E t .
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From Maxwell’s equations

V x f i  =  - d tB . (4.4.4.22)

For this situation, where the magnetic fields are time independent, the right hand 

side of Equation 4.4.4.22 is zero. Breaking this equation into components, one arrives 

at the following expressions for E x and E z.

E x =  J  dy dxEy

E z =  j  dy dzE y. (4.4.4.23)

If it is assumed that Ey is slowly varying in the Y'-direction then further simplifications 

may be used. To approach this problem quantitatively a gradient scale length is 

defined as

L ,  =  | I' 1 (4.4.4.24)
Ey

If Lg is large compared to the magnetotail scale lengths in the Y'-direction. then Ey is 

indeed slowly varying in Y .  The quantity Lg is plotted in the .Y — Y  plane in Figure 

4.18. The upper figure shows contours of constant L9(R e ) in logio units plotted in 

the Z = 0  plane. As can be seen from this figure, the gradient scale length is smallest 

exactly at the equatorial plane at Z= 0 R e around JY=-11 R e - I t ’s smallest value is 

Lg ~  0.2 R e , implying that, in this narrow region (in .Y) slightly beyond Y'=0 . 2  R E 

the approximation is not valid. The lower figure, calculated a t Z = 0 . 1  R e - shows that 

further from the NS the assumption is easily satisfied.
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Figure 4.18: Contour plots of logi0(Lg) where Lg (in R E) is the gradient scale length 
defined in Equation 4.4.4.24. The contours are in the X  — V' plane at Z=0 R E (top) 
and Z=0.1 R E (bottom ).

93

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Now th a t the variation of E y is established to be slowly varying in Y ,  a rea­

sonable approximation for the model E x and E y is

Ex =  ydxE y

E z =  ydzE y. (4.4.4.25)

W ith the full electric field expressed by the terms thus described, one finds that 

in general E x, E z <C Ey. However in the narrow region at X  ~  - 1 1  R e , for 

|Y’| >  0.5 R e , it is possible to have Ez > Ey. This is to be expected since

this is where Lg becomes quite small because E y is not slowly varying here. In the 

test particle simulations, one might be tempted to avoid possible complications by 

excluding any particles from this region. However, it turns out tha t whether they are 

excluded or not makes no noticeable difference to the model distribution functions.

4.4.3 Curl tim e scale

It is necessary to consider the effect of V x E  ^  0. Because E y varies so sharply 

about the NS, this is a region where problems may arise. Equation 4.4.4.22 is ideally 

equal to zero. The electric field can be used provided V x £ c  1 . To examine this 

quantitatively it is necessary to calculate a curl scale time, which is defined as

=  I ^ 4 ^  I" 1 (4.4.4.26)

If this timescale is much greater than  the simulation timescale {t3im), and the Alfvenic 

transit time (t^), then unrealistic effects caused by a curl in the electric field will be 

minimal over the particle trajectory. Thus the inequality that must be satisfied is
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T  « : 1 ■ T  = sup{tsim, t A} (4.4.4.27)
tcurl

The model simulations are stopped by tsim= 30 minutes, which is almost always larger 

than the Alfven transit time, given by

tA =  L /V A (4.4.4.28)

where L is the scale size of the system ( ~ 2 0 0  R e ), and \'A is the Alfven speed

v '' -  ( J ' 4 4 ' 2 9 )

where pm is the mass density. The only place where E  changes rapidly is near the 

W FR and near the NS. If a number density is known then one may test to see where 

equation 4.4.4.27 is valid. A density of 0 . 2  cm - 3  is assumed in the NS at A*= - 1 0  R e , 

decreasing linearly to 0.08 cm - 3  at -100 R e - Figure 4.19 shows the variation of

t A/ T  a t Z  =  0 R e (top) and Z  =  0.1 R e (bottom ). The ratio is largest in the

NS and around the W FR  (top figure). However, the inequality of Equation 4.4.4.27 

is satisfied everywhere. This means tha t the electric field is suitable for use in test 

particle tracing.
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Figure 4.19: Contour plot of logioiT/tcuri) defined in Equation 4.4.4.27. The top 
figure shows contours in the X  — Y  plane a t Z = 0 R e - The bottom  figure is for data  
computed in the X  — Y  plane at Z = 0 . 1  R e -
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CHAPTER 5

Simulation of magnetotail ion distribution  

functions

In this chapter the mapping technique of Chapter 3 will be applied using the 

new magnetic field model. Ion distribution functions are calculated in the model 

magnetotail, to determine whether fast flows can develop in the stretched magnetic 

field geometry, especially in the current sheet region. The existence of fast ion flows 

in the magnetotail is well known: the source of these flows is not. Fast earthward 

flows in the PSBL are typically identified as ion beams. These beams are considered 

to be formed in two possible ways, viz. 1 .) when ions are ejected from a neutral line 

to form beams at the edge of the PS (e.g. Onsager et al. [1991]) or 2.) when ions have 

undergone Speiser motion in the current sheet region, and are subsequently ejected 

out of the current sheet (e.g. Lyons and Speiser [1982]). In this chapter the source of 

these beams will not be considered. Instead, the consequences of their existence will 

be considered in terms of flows a t lower latitudes.

Tailward beams develop deeper in the PSBL. They are considered to be the 

mirrored counterparts of the earthward beams. Accordingly, nearer the current sheet 

region (CS), the bulk velocities, calculated from distribution functions, normally tend 

to decrease. However, during magnetospheric substorms, fast earthward or tailward 

flows can develop in the CS, and are usually interpreted in terms of a  NENL [An- 

gelopolous et al., 1992, 1994; Kettmann et al., 1993; Machida et al., 1994; Nagai et

97

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



al., 1998; Baker et al., 1999]. Eastman et al. [1984] identified fast PSBL-like flows 

close to the neutral sheet during times when the current sheet was thin, and it is 

interesting to consider whether such flows might sometimes be interpreted incorrectly 

in terms of a NENL. In this chapter, the new magnetic field model is used primarily 

to test the hypothesis th a t it is possible to have anisotropic anti-sunward flows in the 

CS through simple magnetotail dynamics, without appealing to a  NENL. This is not 

to discount the possibility tha t some fast flows are the result of a NENL. Indeed, the 

technique of distribution function modelling using noninteracting particles has a fun­

dam ental nonuniqueness problem: showing a mechanism that can model fast tailward 

flows, for example, does not prove it is the correct mechanism, or the only one. But 

such a result poses the suggestive question: could it be tha t at least some tailward 

flows are a consequence of PSBL dynamics, independent of any explanation related 

to neutral lines? The results presented in this chapter are an attem pt to answer this 

question.

First, the new model will be compared with results from a previously published 

model. Next a novel boundary condition is introduced, which simulates the PSBL- 

lobe interface. Then this new model is used to describe model ion distributions, 

particularly near the CS region. Stability of the model distributions is considered 

through the addition of electrostatic noise at the model boundary.

5.1 Comparison with previous model results

The work of Onsager et al. [1991] provides a  useful basis for comparison with the 

present model. They demonstrated tha t a  two-dimensional model, based on quasi­

steady reconnection in the distant magnetotail, is able to reproduce all the observed 

features in the observed electron and ion distribution functions in the PSBL. Their
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technique of mapping distribution functions is the same as is used in this work, 

although the magnetic field and electric field models are different. They used a plasma 

sheet as well as a lobe source boundary condition to calculate model distribution 

functions in the PSBL. The source distributions were assumed to be Maxwellian. For 

the CPS condition, the boundary is located a t Z=0, in the neutral sheet (NS). The 

lobe boundary is defined as the high-latitude separatrix, the surface separating the 

open and closed magnetic field lines in their model. Values of density and tem perature 

they used to specify the CPS boundary condition were, for the ions, n=0.15 cm -3. 

Ti= 5 keV at 15 R e downtail from the earth, and n=0.002 cm~3. 21=4 keV at 100 R e 

behind the earth. The parameters varied linearly along the tail. The lobe source was 

assumed to be constant along the model boundary and featured n = 0 . 0 2  cm ~ 3 and 

71=40 eV. In their work Onsager et al. [1991] also studied electron distributions, but 

here only ions will be considered.

The magnetic field model introduced in Chapter 4 was used to perform com­

parable simulations using the same boundary conditions as Onsager et al. [1991]. 

Although these two magnetic field models are quite different, the results are essen­

tially the same. Model ion distributions from the new model are shown in Figure 

5.1, and are similar to Onsager et al. [1991]. The distribution functions are shown in 

the Vx — Vy plane (14 is positive towards the earth). The Z-position (distance from 

the neutral sheet) are shown above each figure. At these Z-values above the neutral 

sheet the model magnetic field is mainly in the X-direction. Thus Vx corresponds to 

velocities parallel to the magnetic field. Observations indicate tha t the nature of the 

PSBL distribution functions often change in a continuous way [Forbes et al., 1981; 

Angelopoulos et al., 1989]. The outermost edge of the PSBL is signalled by the pres­

ence of only the cold lobe ions (Figure 5.1a). Deeper into the boundary layer only 

earthward streaming is observed. This is followed by a ’’kidney bean” shaped set of
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Figure 5.1: Model ion two-dimensional velocity space distributions a t four locations 
in the PSBL, Z=2.4 , 2.0, 1.0, and 0.1 R e , all a t „Y=-15 R e - The parallel velocity 
is in the earthward direction. The closely spaced contours centred a t zero speed 
correspond to the cool lobe plasma. The higher speed particles correspond to the hot 
central plasma sheet particles which have entered the boundary layer with initially 
most of their energy in parallel motion. Two contours per decade are shown, with 
the lowest value being a t -17.5 s3/m 6.
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contours in the distribution function slightly closer to the equatorial plane (Figure 

5.1b), and then counterstreaming beams still deeper in the PSBL (Figure 5.1c). The 

distribution function a t Z = 0.1 R e is quasi-isotropic, or shell-like. These distributions 

occur a t much smaller Z  values than for the model of Onsager et al. [1991]. This 

is because the new model purposefully consists of very stretched magnetic field lines 

th a t result in beam-like distributions occurring closer to the NS.

W hat will now be demonstrated is the reverse of the procedure adopted by 

Onsager et al. [1991]. Instead of specifying the boundary condition in the model 

neutral sheet, and then finding the distributions in the PSBL, what is proposed here 

is to specify the boundaxy condition in the PSBL, and then to calculate the ion 

distributions in the model CS region.

5.2 A  novel boundary condition

Ion beams in the PSBL appear to exist independent of substorm phase [Lui et al.. 

1983; Eastman et al., 1984], while non-Maxwellian distribution functions are actu­

ally rather common in the CPS, especially during substorms. Therefore, instead of 

specifying the boundary condition in the model CPS, and then finding the distri­

butions in the PSBL, what is proposed here is to specify the boundary condition 

a t higher latitudes, including the PSBL, and then to model the ion distributions in 

the CPS, especially around the CS region. Since the prim ary interest in this work 

is to determine whether fast tailward flows in the CPS can arise as a  natural result 

of PSBL dynamics, a boundary condition which is the antitype of the Onsager et 

al. [1991] case will be introduced. The model boundary condition is constrained by 

satellite d a ta  and previous theoretical studies. W hat is implicitly assumed is th a t the 

magnetic field, tha t has been previously modelled, is more accurate than any other
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magnetotail property. The model electric field has also been pre-selected based on 

observations. The picture is completed by selection of the energies and properties of 

the boundary distribution functions.

5.2.1 P SB L /m antle/lobe distributions

The model boundary condition is specified in space as the last closed magnetic field 

line in the noon-midnight meridian (V'=0) which crosses the NS at .Y= - 1 0 0  R e . as 

shown schematically in Figure 5.2. Eastman et al. [1998] used the GEOTAIL dataset 

to demonstrate that the probability of observing the plasma mantle increases with 

distance downtail, from 18% near the earth to about 50% near 205 R e - On the 

other hand, intervals during which the plasma sheet is detected, including the CPS 

and PSBL, decrease with increasing tailward distance. Pure lobe occurrences also 

decrease in observation probability with distance downtail.

To take this reality into account the model boundary condition takes the form 

of ion distribution functions tha t are PSBL- and lobe-like near the earth but become 

increasingly mantle-like with downtail distance. This is schematically represented in 

Figure 5.2. The model boundary condition (BC) -  viz. the ion distribution function 

-  comprises two components: a beam component featuring motion towards the earth, 

and a core component that has a small field-aligned drift.

In a recent model of the PSBL, Ashour-Abdalla et al. [1993] demonstrated 

tha t the PSBL ion density decreases with distance downtail. Therefore, as the dis­

tance from the earth increases, the density of the beam term  decreases. This is also 

consistent with the fact that the probability of observing the PSBL decreases with 

downtail distance [Eastman et al.. 1998], assuming that the beam density drops be­

low the detector threshold. Ashour-Abdalla et al. [1991a, 1993] demonstrated that
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Figure 5.2: A schematic diagram showing the model boundary, which is the mag­
netic field line which crosses the NS at X=-100 R e (solid line). The probability of 
observing m antle/PSBL plasma increases/decreases with distance downtail. Model 
velocity distribution functions a t various positions along the boundary are shown as 
line drawings with the ordinate corresponding to phase space density and the abscissa 
to the earthward velocity, Vx.
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small scale ’’beamlets” can develop in the beam component. However, these small 

scale features are likely to be quickly smeared by wave-particle interactions, to  form a 

single solid, homogeneous ion beam [Schriver et al., 1991]. Accordingly, only a single 

solid bi-Maxwellian distribution is used for the beam component, with Tj_/Tj| =  5 , 

which is consistent with observations [DeCoster and Frank, 1979: Eastman et al.. 

1984]. The drift speed of the beam component is allowed to vary along the boundary, 

fastest near the earth, and slowest in the distant tail. It is allowed a  maximum of 

l i  ~  1200A;m/s, a t X  =  —10 R e , which is a reasonable value [Eastman et al., 1984], 

although faster PSBL beams can exist. The reasonable beam parameters chosen 

have Vbth\\ ~  0.0814 [Eastman et al., 1984], where Vbth\\ is the thermal velocity in the 

magnetic field direction, and 14 is the beam speed.

The various beam parameters are shown as the dashed curves in Figure 5.3. 

All the variables are allowed to vary linearly between the values chosen at X  =  - 1 0  

and -1 0 0  R e . The appropriate parameters for the core term are shown as the solid 

curves in Figure 5.3. Near the earth  the core term is cold, and represents lobe 

ions (Tj_ =  25 eV). The tem perature ratio is Tx/Ty =  2. which is a reasonable 

choice [Rosenbauer et al., 1975]. Also, the density is very low in the near-earth 

(n =  0.02 cm -3). It increases linearly with distance downtail in order to simulate a 

transition between pure-lobe to more mantle-like plasma. At X  =  —100 R e the core 

term  has n =  0 .11cm - 3  and Tj. =  560 eV .

The complete model BC near the earth  is typical for the outer edge of the 

PSBL. Since the variables vary linearly downtail, a region in the m idtail exists where 

the core of the distributions is intermediate between mantle-like and lobe-like. In 

the distant tail, the beam term  is negligible, and the complete boundary condition 

is a mantle-like ion distribution. The magnetic field model used here is defined for 

growth phase, during which time the mantle becomes an especially im portant source
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Figure 5.3: Model variables against downtail position for (top) the perpendicular 
tem perature (T jJ, (middle) number density (n), and (bottom ) velocity (Vi) are shown 
for the core term  (solid curves) and the beam term  (dashed curves).
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Figure 5.4: Two-dimensional cuts in the Vj| — VL plane of the model boundary condi­
tion (BC) distribution functions a t different downtail positions for positive Z . The V\\ 
direction is earthwards. In the near-earth region the distributions are representative 
of the outer edge of the PSBL. In the midtail region the distributions are represen­
tative of an intermediate region including lobe-mantle plasma. The distant tail is 
representative of an almost pure mantle BC. The contours of constant phase space 
density are plotted every two decades from —23 to —10 s3/m 6.
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of PS plasma [Liu and Hill, 1990]. Figure 5.4 shows the sequence of distributions at 

different ,Y-positions along the model boundary.

Although the model BC does not include sources other than the PSBL-lobe- 

mantle sources, the use of this approach does not mean tha t other valid possibilities 

are not recognised. For example, there is little doubt tha t part of the plasma sheet 

population (e.g. 0 +) comes from the ionosphere. However, it is assumed here that 

the different sources act independently, and the focus is on the population of the 

tail tha t comes from the sources specified. Ionospheric sources are most im portant 

in the near-tail, while sources from the plasma mantle are more appropriate further 

downtail [Ashour-Abdalla et al., 1993].

5.3 Ion distributions from ’zeroth order’ test par­

ticle simulations

By ’zeroth-order’ is meant tha t all complicated effects are ignored, other than the sim­

ple single-particle motion associated with the time-independent electric and magnetic 

fields. In this section model distributions are calculated a t various locations through­

out the model magnetotail, from X=-15 R e to -90 R e , using the BC parameters as 

described above.

5.3.1 P SB L /C P S region

In Figure 5.5 typical model PSBL ion distributions are shown at various distances 

above the NS. The velocities are expressed in terms of the direction of the magnetic 

field (V g ), electric field (V e ) ,  and convection (V'c ). Each distribution function is
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Vg (10 km/s) VB (10 km/s)

Figure 5.5: Model ion velocity distributions shown as (left column) two-dimensional 
distributions in the Vb-Vc plane, and (right column) cuts in the Vb direction (Vc=0) 
a t four locations in the noon-midnight meridian, (a.) Z=3.2, (b.) 2.25, (c.) 0.75, and 
(d.) 0.3 R e , all a t X = - 2 0  R E.
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Figure 5.6: Two dimensional cuts through model distribution functions calculated 
at A'=-20 R e and (left column) Z = 3.5 R e and (right column) Z=0.75 R e - The 
velocities are expressed in terms of the direction of the magnetic field (Vg). electric 
field (V'E), and convection (Vc). The top row shows the cut in the VB — Vc  plane, the 
middle row shows the cut in the Vb — Ve  plane, and the bottom  row is the cut in the 
Vc  — VE plane.

109

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



calculated a t X =-20 R e in the noon-midnight meridian at different Z  locations. The 

left column shows the distributions in two-dimensional cuts in the Vb — Vc plane, and 

the right column shows cuts in the Vb direction. The two-dimensional distributions 

show contours of constant phase space density, with contours every two decades from 

—23 to —10 s3/m 6. All these distributions are calculated quite far from the NS, 

so the magnetic field is almost entirely in the A-direetion. Thus Vb corresponds 

approximately to the earthward direction, and Vc corresponds to the —V: direction.

Of course, immediately equatorward of the model boundary the model BC is 

recovered, viz. a cold core plus an earthward streaming beam with drift velocity of 

% 1 2 0 0  km /s. This is typical for the outer edge of the PSBL. Figure 5.5a illustrates the 

distributions deeper in the boundary layer, a t Z = 3.2 R e - Here, the earthward beam 

is still present, but its distribution function has begun to assume a ’’kidney bean” 

shape. At Z = 2.25 R e both earthward and tailward streaming ions are observed, with 

the tailward ions a t slightly higher speeds than the earthward streaming ions. The 

perpendicular temperature of the tailward beam is slightly smaller than tha t for the 

earthward beams. Also, a t this location both beam distributions appear somewhat 

’’kidney bean” shaped, due to their velocity space mapping into a region of increasing 

magnetic field strength, as described by Onsager et al. [1991]. The ion core has a 

higher phase space density than the beams, and the earthward beam (+VB) has a 

higher phase space density than the tailward beam.

At Z=0.75 R e the earthward beam is still present, but has a lower field-aligned 

drift velocity, and is colder in the perpendicular direction. At this point the tailward 

beam has a larger perpendicular tem perature than the earthward beam. Its phase 

space density continues to increase towards lower latitudes. Still closer to the NS, at 

Z =0.3  R e . the earthward beam has a lower phase space density than the tailward 

beam.

110

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



In summary, the distributions are all characteristic of the PSBL, with a  core 

component, and with the beam components having Tj_/Tj| >  1. Initially only earth­

ward beams are observed; slightly deeper in the model boundary layer a counter­

streaming beam is observed. The counterstreaming beam consistently has a larger 

field-aligned drift velocity than its earthward counterpart. When it is first observed, 

the counterstreaming beam has a perpendicular temperature tha t is smaller than that 

of the earthward beam. However, closer to the NS its perpendicular tem perature is 

larger than tha t of the earthward beam. Finally, only the tailward beam is clearly 

observed, and the earthward beam has a lower phase space density. Figure 5.6 shows 

different two-dimensional cuts of the full velocity distribution functions calculated 

at Z=3.5, 0.75 R e - The top row shows the cut in the Vb — Vc plane for the two 

different Z-positions. The slight drift velocity in the Vc direction is evident in this 

cut. However, the second row indicates tha t there is almost no drift in the Ve direc­

tion. The third row shows the Vc  -  Ve cuts. The distribution function is isotropic 

in this plane, and only the slow convective drift is evident. As can be seen from the 

preceeding figures, the velocity distributions in the CPS can have complicated forms, 

including asymmetry and counterstreaming. This is contrary to the general view that 

the CPS is a region of hot isotropic ions, and is similar to previous simulation results 

[Ashour-Abdalla et al., 1993], and consistent with observations of counterstreaming 

near the NS [Eastman et al., 1984; Nakamura et al., 1991]. It also dem onstrates that 

PSBL-like distribution functions can occur deep in the CPS.

Several initial positions in velocity space were selected in order to determine the 

behaviour of particles comprising the core and beam components of the distribution. 

Figure 5.7 shows examples of representative proton orbits for different initial positions 

in velocity space. The upper figure shows the model two-dimensional ion velocity 

distribution in the Vb — Vc plane, calculated a t (X , V. Z ) =  (—20,0 ,1) R e - The
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Figure 5.7: (Top) Model two-dimensional ion velocity distribution in the Vb — Vc  
plane, calculated a t (X , Z) =  (—20,0 , 1 ) R e - Several initial positions in velocity 
space are selected in order to demonstrate the representative behaviour of particles 
comprising the core and beam components of the distribution. The particles com­
prising part of the earthward moving beam are labelled with crosses and points A l, 
A2. The sample particle orbits from the core component are labelled as circles and 
B l, B2. For the counterstreaming component the labels are squares and C l, C2. C3. 
The lower figure shows the trajectory traces corresponding to the initial conditions 
chosen in the upper figure. Arrows show the direction of particle motion.
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position in velocity space of particles comprising part of the earthward moving beam 

are labelled with crosses and A l, A2. For the core component the labels are circles and 

B l, B2. For the counterstreaming component the labels are squares and C l, C2, C3. 

The lower figure shows trajectory traces corresponding to the initial conditions chosen 

in the upper figure. The protons from the core component map to the core term  in 

the model BC (see Figure 5.4). Therefore, they retain the essential features of the 

core part of the distribution function a t the model boundary. The particles forming 

the earthward beam come from further downtail and have arrived at the observation 

location after convection under the model electric field. They map to the earthward 

beam BC, and have a large field aligned component of velocity throughout their 

motion from source to observation point. Particles comprising the counterstreaming 

beam also map to the earthward beam part of the source distribution, but mirror in 

the dipolar magnetic field near the earth, whereafter they continue to convect towards 

the midplane until they reach the observation point. Since particles are transported 

by convection to lower latitudes, the tailward beams are observed closer to the NS 

than their earthward counterparts.

Results from moment calculations

Figure 5.8 shows moments calculated from the full three-dimensional velocity distri­

bution functions computed a t various Z-values at X =-20 R e - The density slowly 

increases from the model boundary (at Z=4.4 R e ) to about Z =3.5 R e - This in­

crease in density is due to the slow heating of the plasma while there is only a small 

decrease in the maximum phase space density of the different components. The dis­

tribution function of the earthward beam becomes somewhat ’’kidney bean” shaped, 

contributing to this effect. At lower latitudes the observed earthward beam has lower 

phase space density and velocity, and the tem perature becomes somewhat cooler (cf.
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Figure 5.5). Thus, between about Z=3.5-2.5 R E, where the earthward beam term 

is decreasing rapidly in phase space density, the overall particle density decreases. 

At Z  ~  2.5 R e the counterstreaming beam is easily identifiable in the distribution 

function. At first the counterstreaming beam is very weak, and contributes little to 

the overall particle density, but as one moves to lower latitudes the tem perature and 

phase space density of the tailward beam increase, which results in a slight increase 

in total particle density. The average density from the model boundary to the NS is 

about 0 .1  cm-3 .

The velocity moments are shown in the lower plot of Figure 5.8. The velocities 

are plotted in terms of the magnetic field (V b ), electric field (V e ) ,  and convection (Vc) 

directions. At large Z-values Vb ~  900 k m /s  and decreases steadily towards lower 

latitudes. This steady decrease in VE corresponds to the slow decrease of the drift 

velocity of the earthward beam at lower latitudes. Below Z  «  3.2 R E the decrease is 

faster, due to the appearance of the tailward beam. At Z=2.0 R E the tailward beam is 

well developed and results in the overall bulk VE <  300 k m /s .  Between 0.5-2 R E only 

a very small magnitude flow is observed in the VE moment even though there are very 

fast counterstreaming beams in the distribution functions. Soon the tailward beam 

dominates the distribution function and results in negative VE. The model predicts 

that PSBL-like signatures can be observed deep in the CPS. Thus, qualitatively, there 

is very little difference between the PSBL and CPS ion distributions. The model Vc  

and VE are very constant. The V'c component is almost identical to the predicted 

convection velocity from (E  x B ) /B 2 (~  100A:m/s), and the VE component is zero.
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Figure 5.8: Model (top) number density and (bottom) velocity moments calculated 
a t various Z-distances from the NS a t ,Y= - 2 0  R e - The velocities are expressed in 
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5.3.2 CS region

In this section the behaviour of the distribution functions in the CS is considered. 

To ensure th a t distributions are in the CS region, they were all calculated a t Z  =  

0.0001 Re- Figure 5.9 shows two-dimensional cuts of the model distribution functions 

in the Vb — Vc plane. Each distribution function is calculated in the CS, for the noon- 

midnight meridian, and a t different A-positions, which are indicated in each of the 

subplots. At these CS region locations, VB Vz and Vc ~  — Vx. Near the earth, 

in general, the CS distribution functions comprise a quasi-isotropic core term, as 

well as phase space density enhancements in the -Vc direction (tailwards). Beyond 

approximately X  =  —35 R e , the distribution function comprises only a core term. 

The core term has 7]|/7j_ >  1, and the ratio increases with downtail distance. The 

phase space density enhancements in the -Vc direction, which will be called convective 

phase space density enhancements (CPSDE), are largest between about 20 and 30 

R e  downtail. The sequence of distribution functions in Figure 5.9 indicates tha t the 

presence of the CPSDE may perhaps yield tailward flows.

Figure 5.10 shows a (top) model two-dimensional ion velocity distribution in 

the VB — Vc plane, calculated at (A", F, Z) =  (—24,0,0.0001) R e - Several initial 

positions in velocity space are selected in order to demonstrate the representative 

behaviour of particles comprising the different components of the distribution function 

(crosses, circles, squares). Particles from the CPSDE regions are labelled 1-4. The 

CPSDE at negative/positive VB is formed from mirrored ion beams tha t initially come 

from the northern/southern hemisphere. The phase space density of the negative VB 

CPSDE is slightly higher than its +VB counterstreaming counterpart. The lower 

figure shows the trajectory traces corresponding to the initial conditions chosen in 

the upper figure. The magnetic moment for one of these particles, with velocity at
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Figure 5.9: Model ion velocity distributions distributions shown as two-dimensional 
distributions in the Vb-Vc plane. The distribution functions are plotted for different 
downtail positions, from X  =  —20 R e to -7 5  R e - The X-positions are indicated in 
each subplot.
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Figure 5.10: (Top) Model two-dimensional ion velocity distribution in the V'b -  \'c  
plane, calculated a t (X ,Y ,Z ) =  (-24,0,0.0001) R e - At this location VB «  V. and 
Vc ~  —Vx. Several initial positions in velocity space are selected in order to demon­
stra te  the representative behaviour of particles comprising the different components of 
the distribution function. Particles from the convective phase space density enhance­
ments (CPSDE), are labelled 1-4. The CPSDE at negative/positive Vb is formed from 
mirrored ion beams tha t initially come from the northern/southern hemisphere. The 
phase space density of the negative Vb CPSDE is slightly higher than its +Vb coun­
terstream ing counterpart. The lower figure shows the trajectory traces corresponding 
to the initial conditions chosen in the upper figure. Arrows show the direction of 
particle motion.
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the observation location of (VB, Vc , VE)=(500,-1060,0) k m /s  is shown as the dashed- 

dot line in Figure 5.11. The solid line, corresponding to the left ordinate, shows the 

trajectory trace in the X  — Z  plane. The magnetic moment is well conserved until 

the particle reaches Z  w-0.02 R e - It becomes unmagnetised a t this point and the 

conservation of the magnetic moment is subsequently violated as the particle moves 

through the thin current sheet to the observation location.

Figure 5.12 shows two-dimensional cuts for the distribution calculated in the 

CS region a t X  =  —22 R E. The top row shows cuts in the Vb — Vc plane at 

VE = 0 k m /s  (left) and 200 k m /s  (right). The middle row shows cuts in the Vb -  VE 

plane at Vc =  0  k m /s  (left) and 2 0 0  k m /s  (right), and the bottom  row shows cuts in 

the Vc  — Ve plane a t Vb =  0 k m /s  (left) and 200 k m /s  (right). The middle row. with 

cuts in the Vb — VE plane, shows tha t the CPSDE components extend to the positive 

VE plane. Thus the ions comprising the CPSDE begin to gain significant momentum 

in the VE direction once demagnetisation has occurred in the CS region.

Results from moment calculations

The density and velocity moments are calculated for the CS, and shown in Figure 

5.13. The upper plot shows the density plotted as a  function of downtail position 

in the CS region. In the distant tail the density is slightly lower than 0 .1  cm -3, 

and decreases slowly until about X  =  -3 0  R e - The decrease in density towards 

the earth  occurs in the region where only the core term  exists (cf. Figure 5.9). As 

was shown in the previous section, the core term at the observation location maps 

to the core component of the distribution function at the model boundary. Since the 

model BC used here has the core term becoming warmer and more mantle-like with 

distance from the earth, it follows tha t the density would slowly decrease closer to the
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Figure 5.11: The trajectory of a particle in the X  — Z  plane is shown (left ordinate, 
solid line) as a reference against which to compare the variation of the magnetic 
moment (/z) which is the dashed-dot line and right ordinate. The magnetic moment is 
normalised. The particle comes from the model boundary in the southern hemisphere, 
and arrives at the observation location at (X, Z) =  (—24,0.0001) R e with a velocity 
(Vb ,V c,V e)=(500,-1060,0) k m /s .
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Figure 5.12: Two dimensional cuts of the model velocity distribution calculated at 
{ X , Z )  =  (—22,0.0001) Re-  The velocities are expressed in terms of the directions 
of the magnetic field (V'B), electric field (VE) and convection velocity(Vc). The top 
row shows cuts in the Vb — Vc plane a t Vg =  0 k m /s  (left) and 200km /s  (right). 
The middle row shows cuts in the Vb — Ve plane a t Vc =  Q km /s  (left) and 200k m /s  
(right). The bottom  row shows cuts in the Vc — Ve plane a t Vb =  0km ,/s  (left) and 
200k m /s  (right). At this location Vc ~  Vx, VB ~  Vz. Ve «  Vy.
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Figure 5.13: Model (top) density and (bottom) velocity moments calculated in the 
m agnetotail CS region (Z  =  0.0001 R e ) in the noon-midnight meridian. The ve­
locities are expressed in terms of the directions of the magnetic field {Vb ). elec­
tric field {Ve ) and convection velocity(Vc)- At these locations in the CS region 
Vc  «  Vx, VB Vz, Ve «  Vy.
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earth. At X  =  —30 R e the CPSDE terms, which come from the mirrored beams, are 

well developed and clearly seen in the distribution functions (Figure 5.9). It is these 

components tha t contribute to the increasing ion density in the near-earth region.

The velocity moments are even more interesting. The component along the 

magnetic field direction, Vb , is typically very small. Whereas in the distant tail it 

is slightly negative, in the midtail it becomes slightly positive, and in the near tail, 

closer than about 30 R e , is becomes quite variable but with a negative average. This 

is because of the CPSDE terms; the phase space density of the negative Vb term  is 

slightly higher than its +Vb counterpart, resulting in an overall negative Vb drift. 

The V g(« Vy) term  is positive for all distances from the earth. This is due in part to 

particle trapping in the crosstail current sheet, and subsequent motion in the electric 

field direction. Increased trapping occurs between 20-30 R e , leading to larger VE 

in this region. Of greatest interest is the Vc term, which is fairly constant downtail 

of about 30 R e - However, once the CPSDE components appear in the distribution 

functions, they contribute to negative Vc, viz. tailward flows. At about A' = - 2 2  R e 

the velocity Vc ~  —o70km /s. Still closer to the earth the phase space density of the 

CPSDE becomes lower and Vc begins to increase to smaller values.

Figure 5.14 shows the earthward velocity moment plotted for three different 

current sheet half-thicknesses. L z= 1 corresponds to the magnetic field model used 

thus far. Tailward flows are still present for a rather thick current sheet (Lz =  11), 

but are absent by the time L z =  19. For the L z =  11 case the region over which 

tailward flows occur is narrower, and the minimum is also smaller than  for the L z =  1 

case. This means th a t although tailward flows are not as strong for thicker current 

sheets, one could expect to observe such flows during much of the course of the growth 

phase, while the current sheet is thinning.
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Figure 5.14: Model velocity moments in the Vc (~  Vx) direction calculated in the 
m agnetotail CS region (Z  =  0.0001 R e )- The moments are shown for three different 
current sheet half-thickness parameters (Lz =  1.11,19). L z has been normalised to 
the model value selected in the previous chapter, viz. L z — 1 =  0.05 R e -
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5.4 M odel of electrostatic noise

The results from the test particle simulations of the CPS show that the velocity distri­

butions contain complicated forms, including asymmetries and counterstreaming; the 

ion distributions computed in the CS region include complicated tailward CPSDE 

components. W hether all of these features occur in the real magnetotail remains 

to be demonstrated through experimental observations of ion distribution functions 

measured during late growth phase, for example. In the context of this thesis, it is 

reasonable to ask how significant particle-wave interactions are at the source, and if 

they will result in significant phase space changes in the distribution functions. There­

fore it is im portant to consider the stability of the test particle model distributions 

obtained, via the addition of noise.

The nature of the model for the noise is determined by the instabilities that 

one expects will be excited in the PSBL. Broadband electrostatic noise (BEN) is often 

seen in the PSBL [Parks et al., 1984; Matsumoto et al.. 1994; Omura et al., 1994. 

1996], and is thought to be associated with high speed ion flow in the PSBL [Gumett 

and Frank, 1977; Eastman et al., 1984]. Although BEN appears to occur a t all times 

in the PSBL, it is mainly absent from the lobe and CPS [Frank et a i, 1976; Gum ett 

et al., 1976; Williams, 1981; Lui et al., 1983; Eastman et a i, 1984]. The frequency 

of PSBL BEN ranges from about 10 Hz up to the local electron plasma frequency. 

ujpe. Most of the wave power is concentrated a t low frequencies (<100 Hz), with a 

steady decrease in wave power up to the electron plasma frequency [Gum ett et al.. 

1976]. Theoretical studies on the origin of BEN abound [Grabbe and Eastman, 1984; 

Grabbe, 1987; Ashour-Abdalla and Okuda, 1986; Schriver and Ashour-Abdalla, 1987, 

1990; Dusenbery and Lyons, 1985; Dusenbery, 1986], and have greatly advanced the 

understanding of BEN generation. In this work the mechanism of BEN formation
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will not be considered. Instead the effect of model BEN on the distribution functions 

will be considered. Although some of the BEN wave spectrum has been observed 

to have oblique wave propagation, in this preliminary model only electrostatic insta­

bilities which are magnetic field-aligned will be taken into account. A three species 

Maxwellian plasma will be considered - viz. a warm electron background, an ion 

core term (both with zero drift velocity), and an ion beam term. This particular 

case is well studied [Fried and Wong, 1966; Grabbe and Eastman , 1984; Akimoto and 

Winske, 1985; Dusenbery and Lyons, 1985; Dusenbery, 1986; Akimoto and Omidi. 

1986; Ashour-Abdalla and Okuda, 1986; Grabbe, 1987; Schriver and Ashour-Abdalla. 

1987; Roth et a i, 1989). For this situation the electrostatic linear dispersion relation 

is given by

° = ' +  E  i r n f U + < .2 . ) -  (5.5.4.1)
a—e,i,b A<f

where the subscripts e, i, and b refer to the electrons, ion core, and ion beam terms, 

respectively. The species’ Debye length is given by

K  =  (eo kBT„/nae2) (5.5.4.*2)

where eo is the permeability of space, k s  is Boltzmann’s constant. Ta is the temper­

ature, na is the number density, and e is the charge. The function Za =  Z(C,a) is the

plasma dispersion function, derived from

Z, (G) =  - 2 [ 1 + C ^ (G ) ] ;  £ ( 0 ) =  iTtl/2 (5.S.4.3)

and the argument is
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Cr =  (us -  kVtr)/Vth{T\\ (5.5.4.4)

Va is the species’ drift velocity, us is the complex wave frequency, and

I't/urli =  \/^kBTa\\/m a (5.5.4.5)

is the therm al velocity along the ambient magnetic field direction: Ta\\ and ma are 

species’ parallel temperature and mass, respectively.

5.4.1 Solution of the electrostatic dispersion relation  

Analytic solutions

For a plasma comprising an ion beam, stationary ions, and warm electrons, beam 

acoustic modes can arise, with us/k ~  ±Vb- The electrostatic instabilities th a t can

arise for parallel propagation are the ion-electron acoustic instability [Grabbe and

Eastman, 1984] and the ion-ion acoustic instability [Gary and Omidi, 1987]. Both of 

these instabilities generate waves with similar dispersion relations, i.e. us oc k.

In the PSBL typically Ct,6 ^  1 and Ce 'C  1 [Grabbe and Eastman , 1984]. 

Through use of the appropriate expansions for the plasma dispersion function equa­

tion (5.5.4.1) reduces to

2 2

0  =  1 +  “  “ f - ~  7---------u : \~2 (5.5.4.6)k2 \ \  uj2 (us — kVb)

Solutions are first sought for the instability depending on the interaction between 

the beam and the electrons. For this case, one can ignore the ion core term. Then
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the solution for the ion-electron acoustic instability has approxim ate frequency and 

growth rate given by

[ ^  +  ± ^ 4 - 1) ] 1' 2 (5.5.4.7)

and

(5.5.4.8)

where Cia =  \JkgTe/m i  is the sound speed. The ion beam will thus excite ion- 

acoustic waves propagating close to the beam velocity provided it is far enough away 

from the therm al electron distribution to not be Landau damped; a  condition for this

instability to exist is Vb > Cia.

For the ion-ion acoustic instability the solution is more complicated because 

this instability depends on the interaction between the ion beam and core terms. The 

approach of Mikhailovskii [1974] can be followed by looking for solutions near the 

crossing of the ion-acoustic and beam modes, viz.

where kr is the wavenumber at the crossing of the acoustic and beam modes and

UJr — UJia{kr ) —  kr Vb (5.5.4.9)

(5.5.4.10)

Let

uj —  ujr -F  Suj
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k =  kr +  6k (5.5.4.11)

where 6u  is a small complex frequency shift, and 6k a  small real wavenumber shift. 

After some manipulation equation 5.5.4.6  can be written in the form

1 k2 A2
(6u — Vg5k)(6u -  Vb6k)2 =  =  £ 3 (5.5.4.12)

where the group velocity

Vg = WpiAe( l  +  A:?A*)l/2 . (5.5.4.13)

Equation (5.5.4.12) can be numerically solved, and the maximum growth rate found 

is the same as the Akimoto and Winske [1985] result, viz.

7  ~  W ^ J l/3uJr (5.5.4.14)

The wavenumber kT is found to be

kr =  (5.5.4.15)

and thus a necessary condition for the ion-ion acoustic mode to be unstable is <  C,a

[Omidi, 1985].

The maximum growth rate for the ion-electron acoustic instability is for paral­

lel propagation, but for perpendicular propagation in the case of the ion-ion acoustic 

instability. The ion-ion acoustic instability generates parallel propagating waves when 

the beam velocity is small, and when the velocity is larger than the sound speed max­

imum wave growth shifts to obliquely propagating waves [Akimoto and Omidi, 1986].
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Numerical solution

Results are now presented from the numerical solution of equation (5.5.4.1) for growth 

rate and wave frequency. Figure 5.15 is a plot of normalised peak growth and cor­

responding frequency and wavenumber versus normalised beam drift speed. The fre­

quencies are normalised to the electron plasma frequency (cjpe) and the beam speed 

is normalised to the ion core thermal velocity, Vtbi. Three cases are shown with plots 

in the different columns corresponding to different values for the density ratio, nb/ n e. 

For nb/ n e= 0.8,0.7 parameters chosen are T i/T e=0.09, Tb = T), and Te=500 eV. The 

warm electron temperature is average for the PSBL [Eastman et al., 1984; Lui et al.. 

1987]. Wave growth can be observed over a wide frequency range and beam drift 

speeds, Vb. The mode with peak growth a t Vb «  4Vthi is the ion-ion instability. In 

Figure 5.15 growth at small Vb is due to the ion-ion instability, whereas at higher 

beam speeds it is due to the ion-electron instability. The maximum growth rate of 

the ion-electron instability increases as the beam speed becomes larger. The first two 

columns correspond approximately to the model density ratios a t A'=-21 R e  and - 

34 Rg, respectively. The third column, with nb/n e =  0.2, corresponds to the situation 

at approximately X =-85 R e, and has Te/T i= 2  and Tb/T i= 0.05.

Figure 5.16 plots the dispersion relation solution, u  — uir +  i j .  at various 

A-positions along the model boundary (cf. Figure 5.3 for the parameters used). 

Figure 5.16a shows plots of 7  versus u/r with downtail distance. The position of the 

maximum growth rate is indicated by the circle markers. Figure 5.16b shows the 

maximum growth rate as a function of downtail distance. A', and the corresponding 

real frequency. Near the earth only the ion-electron acoustic mode is unstable, but 

in the distant tail the ion-ion acoustic mode becomes unstable and the growth rate 

here is larger than near the earth. As well, the maximum frequency of the ion-ion
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Figure 5.15: Solutions to the kinetic dispersion relation in the simple plasma model 
for (a.) nb/ n e= 0.8, (b.) O.7., (c.) 0.2. For both (a.) and (b.) T i/T e =  0.09; 7* =  7},; 
Te=500 eV .  These tem peratures and densities correspond approximately to the sit­
uation at X = - 2 1  R e {Vb ~  1 2 ! ^ ,)  and X =-34 R E (Vb ~  lOV^j), respectively, along 
the model boundary. For (c.) Te/T j= 2 and Tb/T i= 0.05. This corresponds to the 
situation a t X  =-85 R E (Vb ~  2.5Vthi). The upper panels show the normalised fre­
quency a t peak growth versus normalised beam drift speed. The middle panels show 
the normalised peak growth, and the bottom  panels show the wavenumber at peak 
growth.
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Figure 5.16: (a.) Growth rate 7  versus u r as a function of downtail distance. The po­
sition of the maximum growth rate is indicated by the circle markers, (b.) Maximum 
growth rate, 7 , as a function of downtail distance, X , and the corresponding real 
frequency, cjr , all normalised to the electron plasma frequency u pe. The vertical line 
separates the regions where the instability is dominated by the ion-ion or ion-electron 
acoustic modes.
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acoustic mode is less than tha t for the ion-electron acoustic mode.

5.4.2 Electrostatic noise spectrum

The model for the noise comprises only a perturbation electric field, parallel to the 

ambient magnetic field direction. The ES noise will affect the model distribution 

functions through the source terms a t the model boundary. It will be assumed that 

the BEN only occurs in the model PSBL and is absent from the CPS [Frank et al.. 

1976; G um ett et al., 1976; Williams, 1981; Lui et al.. 1983; Eastman et al., 1984]. The 

effect of the ES noise will be to perturb the observed velocity of individual particles 

at the boundary, hence producing phase space changes. In a  one-dimensional case, 

with the source distribution at the boundary given by

/o(V') =  .4 exp(—l^-), (5.5.4.16)

a modification in velocity V  will result in a diffusive change in the phase space. That 

is, the phase space density will be modified as

- S V ( 8 V  -  2 V )
M V )  = f 0(V) exp( L -g >-), (5.5.4.17)

th

where the perturbation in the velocity for the ith particle, due to the ES noise, is 

given by

SVi =  — f  f  E{x)S(x  -  Xi)dxdt (5.5.4.18)
m  Jt J x

The parameters e and m  are the proton charge and rest mass, E(x) is the perturbation 

electric field from the ES noise model as a function of downtail position, and S (x  — xt )
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is a  particle shape function.

The perturbation electric field is obtained by summing the electric field in 

A:-space, E k, via

E(x)  =  Y ,  \Ek\ Re[ei{Ukt+Sk)] (5.5.4.19)
k

where u>k is the dispersion at a given downtail position, and 5k is a random phase 

factor. The electric field is normalised to have an intensity of 5 m V /m  [Gumett et 

al., 1976]. Due to the ordering of the phase velocity (u; > k \ \ ) ,  only non-resonant 

particles interact with the wave. Applying this to the non-resonant particles described 

by equation (5.5.4.18) therefore results in a  velocity perturbation appropriate for non­

resonant particle diffusion, viz.

sir e I r- I Sin{ukt +  6k) .  , onx5\'i =  —  Y \ E k\------------------------- ( d .o .4 .20 )
m k u k

The model boundary, viz. the last closed field line which crosses the N'S 

a t X  =  —100 R e , is divided into a  grid, with a grid spacing of 5 R e - Then the 

BC’s (tem peratures, densities, and beam velocity), indicated in Figure 5.3, were used 

to solve the plasma dispersion relation. The dispersion results have been previously 

shown in Figure 5.16. Two model fluctuation spectra, E k, were chosen for comparison, 

viz. (1 .) Gaussian spectrum, (2.) white noise spectrum. The maximum of the 

fluctuation spectrum was normalised so tha t the model perturbation electric field 

was consistent with observed BEN electric field amplitudes in the PSBL. For the first 

case

Ek ~  e-(k-kmar)2/2dk2 ̂  (5 .5 .4 .2 1 )
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where kmax is the wavenumber a t maximum growth (determined from linear theory), 

and dk is the half-width of the Gaussian distribution. The half-width is estim ated from 

a fit of the linear growth rates tha t were calculated for different downtail positions. 

For the second case

E \  ~  constant. (5.5.4.22)

Of course, the power spectrum of each Fourier mode has sharp peaks. Instead 

of simply using a delta-function for the wave modes, the spectrum was fitted to a 

Gaussian so tha t some wave power is present around the maximum u>k. The white 

noise fit to individual modes is not as realistic, since it ascribes equal power to all 

wavelengths. However, BEN is likely to be caused by a superposition of different wave 

modes, many of which are not considered here. A summation over Fourier modes 

corresponds to a single point observation as from satellites, and will give a broader 

spectrum. Thus the white noise case is a crude approximation to the broadband 

spectrum.

5.5 Ion distributions from ’first order’ test particle 

simulations

The first order model creates distribution functions as before, but now the additional 

effects of the perturbation electrostatic field are included. This model electric field, 

described in the previous section, provides a ballistic push in velocity space to indi­

vidual test particles once they arrive a t the model boundary. The stability of beams 

and CPSDE is investigated via the addition of this noise.
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5.5.1 P SB L /C P S region

Figure 5.17 shows two-dimensional cuts of the velocity distribution calculated in the 

noon-midnight meridian a t (X,Z)=(-20,1) R e - For this case a Gaussian spectrum was 

used. Figure 5.18 shows the same plots, but now using a white noise spectrum. The 

different plots show cuts in the Vb — Vc plane for noise levels labelled by .4„, which 

refers to the electric field intensity normalised to 5 m V /m . .40 varies between 1 (=5 

m V /m ) and 40 in this figure. Only Figures 5.17a,b and 5.18a,b have noise levels that 

are the same order of magnitude as satellite observations. The other plots are included 

to dem onstrate the effect of increasing noise intensity on the distribution function. 

For .4„=1 only very slight changes occur in the distribution function, but the beams 

are not grossly affected. It is only at much higher intensities tha t the velocity space 

diffusion becomes substantial. This indicates that realistic electric field intensities do 

not result in the beams being destroyed.

5.5.2 CS region

As for the PSBL case, realistic electrostatic noise intensities produce only small phase 

space changes in the model distribution functions. Figures 5.19 and 5.20 show the 

variation of the distribution function for different noise levels, for the Gaussian and 

white spectra, respectively. The velocity distribution shown is calculated in the CS 

region, at (X,Z)=(-26,0.0001) R e - The diffusion in phase space is most effective for 

the white noise case - the case A„=40 shows tha t the CPSDE is still evident for the 

Gaussian noise (Figure 5.19f), but it is completely destroyed in the white noise case 

(Figure 5.20f).
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Figure 5.17: Two-dimensional cuts of the distribution function calculated in the 
noon-midnight meridian and a t (X,Z)=(-20,1) R e - The param eter .40 refers to the 
electric field intensity normalised to 5 mV/m , and varies from (a.) 1 to (f.) 40. A 
Gaussian electrostatic spectrum was used for this case.

137

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



(a.)
C/3 2

1wOO 0
X -1

>° - 2

C/3
(c.)
2

o 1
o 0
X

' w ' -1
- 2>°

(e.)
1
o

2
1

o 0
X

-1
- 2

40 sv

- 2 - 1 0 1 2  
VB (xlOOO km/s)

- 2 - 1 0 1 2  
VB (xlOOO km/s)

Figure 5.18: Two-dimensional cuts of the distribution function calculated in the 
noon-midnight meridian and a t (X,Z)=(-20,1) R e - The param eter A 0 refers to the 
electric field intensity normalised to 5 m V /m , and varies from (a.) 1 to (f.) 40. A 
white electrostatic spectrum was used for this case.
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Figure 5.19: Two-dimensional cuts of the distribution function calculated in the 
noon-midnight meridian and a t (X,Z)=(-26,0.0001) R e - The param eter .40 refers 
to the electric field intensity normalised to 5 m V /m , and varies from (a.) 1 to (f.) 
40. A Gaussian electrostatic spectrum  was used for this case.
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Figure 5.20: Two-dimensional cuts of the distribution function calculated in the 
noon-midnight meridian and a t (X,Z)=(-26.0.0001) R e - The param eter A 0 refers 
to the electric field intensity normalised to 5 m V /m . and varies from (a.) 1 to (f.) 
40. A white electrostatic spectrum was used for this case.
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5.6 Summary

The work presented in this chapter is based on the numerical modelling of ion distri­

butions in the magnetotail. It was found tha t mirroring of initially earthward beams, 

and their subsequent convection to the CS region, should be considered a strong 

potential candidate for the mechanism behind anti-earthward anisotropic flows in a 

stretched magnetotail geometry. Strong tailward flows (>  300 k m /s)  were observed 

in the CS region at X  =  —20 to 30 R e -

Despite the limitation of the test-particle model, it has the advantage that 

it makes only a small number of assumptions and is basically very simple; it just 

follows the exact trajectories in a model of electric and magnetic fields. It predicts 

quite complicated and sophisticated shapes for proton distributions in certain regions 

of the magnetotail. Especially in the CS region, the results have shown tha t ion 

behaviour is very different from the usual guiding centre approximation, and results 

in asymm etry in the ion distribution functions. This means that the distributions 

should have a complicated three-dimensional structure, which requires an appropriate 

experimental three-dimensional measurement technique. It is not sufficient to form 

conclusions based on moments only, especially in the CS region.

The addition of a model electrostatic field does not result in large changes 

in the phase space. W ith realistic electrostatic field intensities the beams and other 

non-isotropic features remain stable in the model simulations. Large changes are only 

achieved when electrostatic field intensities are used tha t are an order of magnitude 

or more above satellite observations.
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CHAPTER 6

Concluding remarks

Conventional explanations of fast ion flows in the earth ’s m agnetotail focus 

on neutral line acceleration mechanisms. The question raised in this thesis was: is it 

possible tha t a mechanism related entirely to PSBL dynamics can account for at least 

some fast magnetotail flows? A positive answer does not negate the likelihood that 

neutral lines do in fact cause fast flows to je t away from them, but ra ther suggests 

caution in automatically assuming that fast flows are always caused by neutral lines. 

The results of model simulations presented here show that fast tailward flows, on 

the order of several hundred kilometres per second, can occur in the m agnetotail CS 

region purely as the result of PSBL dynamics. The model th a t was developed applies 

to the latter stages of the substorm growth phase, when the magnetotail field varies 

slowly. It does not apply to fast flows th a t occur after expansive phase onset, when 

the magnetic field is highly variable and dynamic.

6.1 Summary of results

6.1.1 Plasm a flows in the magnetotail

D ata from the WIND satellite were considered during times when fast ion flows were 

observed in the earth ’s magnetotail. Velocity distribution functions were calculated 

over two different count times, viz. 96- and 48-s, in order to compare the differences
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in the velocity moments derived from these distributions. The prim ary results relate 

to aliasing effects on velocity moment calculations.

•  Based upon the observational results it can be concluded th a t calculation of velocity 

moments from distribution functions which are computed over integration times that 

do not adequately resolve magnetic field variations can generate ambiguous results.

•  Errors of more than 200 k m /s  can arise between moments calculated using 48- and 

96-second distribution functions. Differences are most pronounced when the magnetic 

field is rapidly varying, thus making separation into parallel and perpendicular flows 

more uncertain.

•  These observational results suggest tha t caution should be exercised in studies 

that autom ate the separation of velocity moments into parallel and perpendicular 

components.

6.1.2 M agnetic field model development

The magnetic field model, which was developed to study magnetotail flows, yielded 

im portant information regarding the growth phase of the magnetospheric substorm. 

The model is made up of three components, viz. dipole, crosstail, and weak field 

region (W FR) components.

•  It was dem onstrated th a t during the course of the growth phase the equatorward 

motion of region Hg luminosity corresponds to thinning and earthward motion of the 

crosstail current sheet.

•  The equatorward motion of the luminosity was therefore shown to be the conse­

quence of stretching of the magnetotail topology.
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•  For the March 9, 1995 substorm the model inner edge of the plasma sheet was 

predicted to move from ~  7.8 R e to 5.8 R e  during the growth phase.

•  The model magnetic field predicted tha t the crosstail current sheet can thin dra­

m atically during the growth phase, from ~  2 R e  to 0.1 R e in less than 40 minutes.

•  The current sheet can remain very thin (~  0.1 R e ) for tens of minutes prior to 

expansive phase onset.

6.1.3 Test particle simulations

Ion flows in the magnetotail were modelled using the new magnetic field. The tech­

nique th a t was followed utilised Liouville’s theorem to calculate model distribution 

functions at several locations in the magnetotail. In effect, the investigation consid­

ered the consequences of ion beams in the PSBL in terms of possible flows a t lower 

latitudes.

•  The simulations of the CPS show that the velocity distributions contain complicated 

forms, including asymmetries and counterstreaming.

•  All beams have 7j./7]| > 1.

•  Tailward counterstreaming beams have higher speeds than their earthward coun­

terparts. Near the edge of the PSBL the tailward beams have lower Tx than their 

earthward counterparts, but deeper in the CPS they have higher T±_ than  the earth­

ward beams.

•  There is no clear distinction between the PSBL and CPS since distributions with 

large streaming components occur throughout the CPS.

•  Ion distribution functions computed in the CS region include complicated tailward
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CPSDE components.

•  These CPSDE components contribute to bulk tailward flows (V  > 300 k m /s)  in 

the CS region th a t are perpendicular to the magnetic field direction.

•  A simple model of the electrostatic noise in the PSBL showed that the calculated 

distribution functions remain stable provided the model noise level is within reason­

able levels, as determined from satellites. Large diffusion in velocity space only occurs 

for noise levels an order of magnitude too large.

6.2 Future work

Anisotropic anti-earthward flows in the magnetotail are usually interpreted in terms 

of a neutral line. A neutral line may be responsible for some fast flows, but this thesis 

presents an alternative explanation: for at least some of the time, particularly prior 

to expansive phase onset, tailward flows are a natural result of PSBL dynamics. The­

oretical considerations indicate that the attribution of fast bursty flows to a neutral 

line is not inevitable or necessary [Liu, 2000]. As well, experimental evidence exists 

which suggests th a t tailward flows are not necessarily the smoking gun for a neutral 

line earthward of the spacecraft. For example, Lyons et al. [1999, 2000] found evi­

dence that CPS and PSBL flows may not be distinct phenomena, and tha t significant 

flows exist throughout the entire extent of the PS. They suggested tha t tailward flows 

could be associated with some flapping motion of the magnetotail. The results of this 

thesis suggest tha t tailward flows exist irrespective of flapping motion, although such 

motion would certainly make the situation more complex. In order to truly settle 

the issue of whether some anisotropic anti-earthward flows in the magnetotail are a 

consequence of PSBL dynamics, further detailed experimental evidence is required.
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This thesis has not provided an experimental basis to settle this issue. W hether 

all of the modelled features occur in the real magnetotail remains to be dem onstrated 

through experimental observations of ion distribution functions measured during late 

growth phase, for example. A careful, detailed experimental study of ion distribution 

functions in the magnetotail is thus required to properly answer our question. The 

model predicts th a t tailward flows in the CS region will occur during times when the 

m agnetotail is highly stretched. One difficulty tha t arises in satellite experiments is 

th a t it is very difficult to sample a stretched magnetic topology, with a thin current 

sheet. For example, a  satellite moving a t 5 k m /s  through a 0.1 R e current sheet 

will traverse the CS region in about two minutes. This should be sufficient time 

to observe several distribution functions, but the situation is complicated in tha t 

the magnetotail is itself a moving target. Traditional single-satellite measurements 

cannot unambiguously distinguish between spatial and temporal variations. W ith 

the recent launch of Cluster-II (July 2000), a formation of four scientific satellites, 

space-time ambiguity may be resolved, and a greater number of local measurements 

could be available to finally settle this issue.
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