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Abstract

Computational lexical semantics is a subfield of natural language processing

(NLP) that deals with the study of meaning in language at the level of individ-

ual words or phrases using computational models and algorithms. Despite the

recent success of large language models and contextualized word embeddings

in solving lexical semantic tasks, traditional lexical resources such as Word-

Net remain critical in providing comprehensive coverage of infrequent word

meanings and providing additional information on word definitions, usage ex-

amples, and semantic relationships among senses. In this thesis, we explore

the idea of leveraging information retrieved from lexical resources to solve lex-

ical semantic tasks. In particular, we demonstrate that augmenting the input

context with glosses retrieved from lexical resources improves the performance

on two lexical semantic tasks: lexical substitution and idiomaticity detection.

The results confirm the utility of additional lexical information and provide

empirical evidence supporting our claims.
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Preface

The work presented in Chapter 2 is published as B. Hauer, S. Jaura, T.

Omarov, and G. Kondrak “UAlberta at SemEval 2022 Task 2: Leverag-

ing Glosses and Translations for Multilingual Idiomaticity Detection” (Hauer

et al., 2022). The author of this thesis has implemented the gloss-based method

and conducted all experiments described in the chapter.

Chapter 3 is adapted from the research article T. Omarov and G. Kon-

drak “Grounding the Lexical Substitution Task in Entailment” (Omarov and

Kondrak, 2023) in submission. The author of this thesis has implemented all

methods and performed all experiments described in the chapter.
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Chapter 1

Introduction

Computational lexical semantics is a subfield of natural language processing

(NLP) that deals with the study of meaning in language at the level of individ-

ual words or phrases using computational models and algorithms. It focuses on

the automated extraction of lexical information from context, including word

meanings and relationships between them. Studying computational lexical se-

mantics is important because accurately capturing meaning is very important

in many downstream NLP applications such as machine translation, semantic

role labeling, and question answering (Bevilacqua et al., 2021).

In recent years, there has been a growing trend in the field of NLP to

utilize implicit latent representations that are learned from large text corpora

to capture the meanings of words. This trend has been driven by signifi-

cant advances in techniques such as word embeddings (Mikolov et al., 2013)

and large language models (Peters et al., 2018; Devlin et al., 2019; Brown

et al., 2020). However, despite the success of these approaches, traditional

lexical resources such as WordNet (Miller, 1995) remain critical in providing

comprehensive coverage of infrequent word meanings and providing additional

information on word definitions, usage examples, and semantic relationships

with other senses (Navigli, 2018). Therefore, explicit representation of word

meaning continues to be relevant to this day.

In this thesis, we explore the idea of leveraging information retrieved from

lexical resources to solve lexical semantic tasks. In particular, we demonstrate

that that augmenting the input context with glosses retrieved from lexical re-
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sources improves the performance on two lexical semantic tasks: lexical sub-

stitution and idiomaticity detection. Our hypothesis is backed by experiments

that provide empirical evidence supporting our claims.

The remainder of the chapter is organized as follows. First, we provide some

background information on the fundamental concepts related to our work.

Then we briefly describe the main contributions of this thesis. Finally, we

provide an outline of the rest of the thesis.

1.1 Background

In this section, we will provide an overview of some key concepts. Specifically,

we will discuss lexical resources, word sense disambiguation, and entailment.

1.1.1 Lexical Resources

Lexical resources are important tools for NLP and computational linguistics.

They provide a large collection of lexical data, including the meanings, re-

lationships, and semantic properties of words. These resources are typically

organized into wordnets, which are large semantic networks that link distinct

concepts that can be expressed by more than one word (Miller, 1995). A basic

semantic unit in a wordnet is a synonym set, or synset. It consists of a set of

words that share the same concept and can be used interchangeably in some

contexts.

Princeton WordNet (Miller, 1995; Fellbaum, 1998) is one of the first

and most influential wordnets. It has been carefully curated by experts to

cover synsets for four main open-word classes: nouns, verbs, adjectives, and

adverbs. It provides useful lexical information about synsets, such as glosses

(short definitions), usage examples, and semantic relationships.

In addition to synonymy, Princeton WordNet covers various other semantic

relationships. One of them is hyponymy/hypernymy, which describes the rela-

tionship between synsets where the words in a synset (hyponyms) are specific

instances of words in another synset (hypernyms) that express a more general

concept. Another relationship covered is meronymy/holonymy, which refers
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to the relationship between synsets where the words in one synset represent a

part (meronyms) of another synset that represents the whole (holonyms). A

complete list of semantic relationships can be found on the Princeton WordNet

website 1.

BabelNet (Navigli and Ponzetto, 2012) is a multilingual semantic network

that connects words and concepts across various languages. Like Princeton

WordNet, it uses synsets to represent concepts, but BabelNet goes beyond

that by incorporating multilingual lexicalizations. Additionally, BabelNet au-

tomatically links lexical information from several sources, such as WordNet,

Wikipedia, and Wikidata, thereby achieving a more comprehensive coverage

of concepts. BabelNet 5.2, for instance, covers 520 languages and has approx-

imately 22 million synsets 2.

1.1.2 Word Sense Disambiguation

Word sense disambiguation (WSD) is a fundamental problem in computa-

tional lexical semantics. It refers to the task of automatically determining

the most appropriate meaning of a word in context from a predefined sense

inventory (Bevilacqua et al., 2021). The correct identification of word senses

can be challenging due to the inherent ambiguity of language. For example,

the word crane can refer to a bird or construction equipment, depending on

the surrounding context. Accurate identification of word senses can help in

other downstream NLP applications, such as semantic role labeling, machine

translation, and question answering, among others.

The approaches for WSD can be broadly categorized into two groups:

knowledge-based and supervised (Bevilacqua et al., 2021).

Knowledge-based methods leverage semantic networks, such as WordNet or

BabelNet, in which synsets act as nodes and the relationships between them

as edges. These approaches then employ various graph algorithms, such as

random walks (Agirre et al., 2014; Scozzafava et al., 2020) and game-theoretic

algorithms (Tripodi and Navigli, 2019) or contextualized sense embeddings

1https://wordnet.princeton.edu/documentation/wninput5wn
2https://www.babelnet.org/statistics
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(Wang and Wang, 2020) to disambiguate target words in contexts. One sig-

nificant advantage of knowledge-based methods is that they do not require

training data and are thus useful for low-resource languages.

Supervised models, on the other hand, take advantage of the annotated

data to learn the mapping between words in contexts and their senses. To-

day, supervised systems significantly outperform knowledge-based systems in

languages that have adequate training data. Most supervised models take

advantage of recent advances in language modeling and use pre-trained trans-

former models (Vaswani et al., 2017). For example, the highest-performing

model, ConSec (Barba et al., 2021), uses BART (Lewis et al., 2020) to jointly

encode the context that contains the target word and all its possible definitions

and extract a span associated with the most suitable definition.

1.1.3 Entailment

Entailment refers to the relationship between two sentences where the mean-

ing of one sentence can be inferred from the meaning of the other sentence. It

has become a very useful framework to reason about semantic relationship be-

tween sentences and has found applications in question answering, information

extraction, machine translation, and summarization (Poliak, 2020).

More formally, a premise (P ) entails a hypothesis (H) if a human reader

of P would infer that H is most likely true (Dagan et al., 2005). Entailment

is denoted as P |= H. For example, the premise “the water is boiling” entails

the hypothesis “the water is hot” because if the water is boiling, it must be

hot. This definition of entailment assumes common human understanding of

language, as well as common background knowledge. Entailment is a direc-

tional relation, which means that P |= H does not imply H |= P . However,

if P |= H and H |= P then H and P are semantically equivalent: P ⌘ H

(MacCartney, 2009).

Lexical entailment is a subset of textual entailment that specifically exam-

ines the relationship between a premise and a hypothesis where the two di↵er

by a single word or phrase (Kroeger, 2018). It has previously been established

that words in context often entail their synonyms, hypernyms, and hyponyms
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(Ge↵et and Dagan, 2005). However, the ability of hypernyms and hyponyms

to maintain entailment depends on monotonicity of the context. In upward

monotone contexts (1), substituting a target word with a more general term

maintains the truth of the sentence. In contrast, in downward monotonic con-

texts (2), a more specific term can replace the target word while preserving the

truth (Yanaka et al., 2019). This shows that lexical entailment is a complex

phenomenon influenced by the context.

1. I saw a [penguin "] |= I saw a bird

2. All [birds #] are warm-blooded |= All penguins are warm-blooded

1.2 Contributions

In this section, we provide a brief overview of our approaches to two semantic

tasks, which represent the primary contributions of our thesis.

1.2.1 Idiomaticity Detection

Identifying idiomatic multiword expressions is a challenging task due to the

non-compositional nature of these expressions. To solve this task, we propose a

binary sequence classifier that leverages the definitions of the individual words

within the target multiword expression, which are obtained from a lexical

resource. Furthermore, we devise a type-based heuristic that exploits the

fact that some multi-word expressions can be inherently literal or idiomatic.

The experimental results show that adding glosses into the input and using

our proposed heuristic leads to better performance compared to the sequence

classifier model that does not utilize this information, in same settings.

1.2.2 Lexical Substitution

Existing definitions of lexical substitutes are often vague or inconsistent with

gold annotations. We propose a new definition which is grounded in the con-

cept of entailment; namely, that the sentence that results from the substitution

should be in the relation of mutual entailment with the original sentence. We
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argue that the new definition is well-founded and supported by previous work

on lexical entailment. We empirically validate our definition by verifying that

it covers the majority of gold substitutes in existing datasets. Based on this

definition, we create a new dataset from existing semantic resources. Finally,

we propose a novel data augmentation strategy motivated by the definition,

which relates the substitutes to the sense of the target word by incorporating

glosses and synonyms directly into the context. Experimental results demon-

strate that our augmentation approach improves the performance of a lexical

substitution system on existing benchmarks.

1.3 Outline

The remainder of this thesis is organized as follows: Chapter 2 provides a

description of the idiomaticity detection task, as well as an overview of our

proposed approaches to address it. Chapter 3 presents our definition of lexical

substitution, along with a detailed explanation of our augmentation method

for lexical substitution. Finally, Chapter 4 o↵ers concluding remarks on this

thesis.
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Chapter 2

Idiomaticity Detection

In this chapter, we describe our system for SemEval 2022 Task 2: Multilingual

Idiomaticity Detection and Sentence Embedding. (Tayyar Madabushi et al.,

2022). We participated in Subtask A which involves classifying multi-word

expressions (MWEs) in context as either idiomatic or literal. Each instance in

the data includes an MWE (e.g., closed book), its language, and its context,

composed of the three surrounding sentences.

Idiomaticity has long been a topic of great interest in the fields of psycho-

linguistics, linguistics, developmental psychology, neuropsychology, and com-

puter science due to its widespread usage (Everaert et al., 2014). Although

its exact definition is often disputed (Nunberg et al., 1994; Wul↵, 2008) and is

not explicitly stated in the task description, idiomaticity is widely identified

with non-compositionality. We define an idiomatic expression as a multi-word

expression (MWE) whose meaning is non-compositional, i.e., cannot be de-

rived from the meaning of its components. For example, the meaning of the

phrase “fish story” used in an idiomatic sense “an incredible or far-fetched

story” cannot be deduced from the meaning of the individual words “fish”

and “story”. In addition, the shared task considers all proper noun MWEs

(e.g. Eager Beaver) as literal.

Idiomatic MWEs are very common in many languages. However, modern

computational models are still having a hard time fully capturing the non-

compositional nature of idiomatic MWEs (Shwartz and Dagan, 2019; Gar-

cia et al., 2021). Explicit identification of idiomatic phrases seems to be a
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promising first step towards solving this issue since it would allow processing

idiomatic MWEs di↵erently compared to compositional phrases. Specifically,

idiomaticity detection could potentially improve machine translation (to trans-

late non-compositional phrases as a unit), word-sense disambiguation (to avoid

assigning senses to individual words in a non-compositional phrase), and se-

mantic parsing (to identify complex predicates and their arguments) systems

(Cordeiro et al., 2016).

To solve this task, we propose using a BERT-based (Devlin et al., 2019)

binary classifier that takes a context sentence, a target MWE, and glosses of

all possible senses of all individual words in the target MWE as input. This

method follows from the intuition that the meaning of a given MWE occurrence

is related to any of the existing sense glosses of its component words only if the

expression is compositional. Therefore, the addition of glosses to the context

of the expression should help the classifier decide whether the MWE is used

in a literal or idiomatic sense. We refer to this method as defBERT.

Our results provide evidence that using glosses from existing lexical re-

sources is beneficial for idiomaticity detection. In particular, our method,

when combined with a type-based unatt heuristic, is among the top-scoring

submissions in the one-shot setting. The heuristic is based on the observation

that some MWEs are inherently idiomatic or literal, regardless of their context,

which is confirmed by our analysis of the development set annotations.

The contributions of our work are as follows.

• We build a BERT-based sequence classifier model that takes advantage

of glosses of individual words in the target MWE.

• We devise a type-based heuristic that takes into account that some

MWEs are inherently idiomatic or literal.

• We evaluate the proposed model on the dataset provided by Tayyar Mad-

abushi et al. (2022) and show that the addition of glosses indeed improves

the performance.

8



Figure 2.1: An example of defBERT input. The input is constructed by
appending corresponding target MWEs and the glosses of individual words in
these MWE to the context sentence and separating them using ”[SEP]” special
token. The input is then passed to a binary sequence classifier. For the sake
of brevity, only a subset of glosses was shown for each word.

2.1 Related Work

Early attempts to represent idiomatic MWEs involve treating idiomatic phrases

as individual tokens and learning the corresponding static embeddings (Mikolov

et al., 2013). However, Cordeiro et al. (2016) show that the e↵ectiveness of

this method is limited by data sparsity for longer idiomatic expressions. Fur-

thermore, Shwartz and Dagan (2019) and Garcia et al. (2021) conclude that

idiomaticity is not yet accurately represented even by contextual embedding

models. Tayyar Madabushi et al. (2021) create a new manually labeled dataset

containing idiomatic and literal MWEs, and propose a method based on a pre-

trained neural language model.

Another line of research used lexical translations for the detection of id-

iomaticity. For example, Moirón and Tiedemann (2006) measures semantic

entropy in bitext alignment statistics, while Salehi et al. (2014) predict compo-

sitionality by presenting an unsupervised method that uses Wiktionary trans-

lation, synonyms, and definition information.

2.2 Methods

In this section, we describe the baseline and our method for idiomaticity de-

tection.
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2.2.1 Baseline

We re-implemented the mBERT (Devlin et al., 2019) classifier baseline follow-

ing the methodology of Tayyar Madabushi et al. (2021). The model takes the

context sentence and the relevant MWE as an input and outputs a label indi-

cating the idiomaticity of the target MWE. The input sequence is constructed

by concatenating the corresponding MWE at the end of the context sentence

after the special [SEP] token.

It is important to note the di↵erences between our re-implementation and

the o�cial baseline provided by the task organizers. In the o�cial baseline,

the organizers add the target MWE as an additional feature in the one-shot

setting, but not in the zero-shot setting. Furthermore, the organizers include

the sentences preceding and succeeding the target sentence only in the zero-

shot setting. In our re-implementation, we add the target MWE and exclude

the preceding and succeeding sentences in both zero-shot and one-shot settings.

2.2.2 defBERT

Our proposed method, which we refer to as defBERT, extends the baseline

model by adding glosses of all possible senses of each individual word in the

target MWE to the input of the classifier. The intuition behind this method

is that the addition of glosses to the input should help the classifier decide

if the meaning of the target MWE can be deduced from the definitions of

the individual words,i.e. if it is compositional. In the example in Figure 2.1,

the disparity between the context in which fish story appears, and the glosses

of the various senses of the words fish and story indicates that the MWE is

idiomatic in this context.

The intuition for this method is in line with the way non-native speakers

can identify idiomatic expressions, provided they understand the standard

meanings of the words which comprise them. Suppose that the vocabulary of a

non-native speaker covers most of the essential words necessary to understand

a language but not idiomatic expressions. Even if the speaker cannot deduce

the meaning of an idiomatic expression in context, they can guess that the
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expression was used in an idiomatic sense because individual words of this

expression do not make sense in the given context.

2.2.3 Unattested Heuristics

In the one-shot setting, we also use a type-based heuristic that we refer to as

unatt. The intuition behind this heuristic is that certain MWEs are inher-

ently idiomatic or literal, regardless of the context in which they appear. If the

training data has no example of an MWE in a particular class, the heuristic

exploits this fact as evidence that the MWE should always be classified as

the opposite attested class. For example, this heuristic always classifies life

vest as idiomatic and economic aid as literal, as these are the only classes in

which these MWEs appear in the training data. In practice, since unatt does

not return a classification output if the training set contains instances that

belong to either class, this heuristic must be used in combination with another

method.

2.3 Dataset

We evaluate the models on the dataset provided by the SemEval 2022 Task

2 organizers (Tayyar Madabushi et al., 2022). The dataset contains context

sentences, target MWEs, and labels that indicate the idiomaticity of the MWE

in the English and Portuguese languages (the test split additionally includes

examples in the Galician language). Label 0 indicates an idiomatic MWE, and

label 1 indicates a non-idiomatic MWE including proper nouns. The dataset

also provides previous and next sentences for context. The dataset was split

into training, development, and test sets. The training set contains 4491 zero-

shot examples, 140 one-shot examples associated with the development set,

and 209 one-shot examples associated with the test set. The development set

contains 739 examples, and the test set contains 2342 examples. In the zero-

shot setting, the MWEs in the training set do not overlap with the MWEs

in the development and test sets. In the one-shot setting, they overlap. Here

is a sample entry from the dataset: “If the UK were to leave, it could trigger

11



a chain reaction” is the context sentence labeled idiomatic where the target

MWE is “chain reaction”.

2.4 Experiments

We now describe our experiments, including the tools and resources, the ex-

perimental setup, the results, and a discussion of our findings.

2.4.1 Baseline and defBERT

We fine-tune the mBERT-based (Devlin et al., 2019) models using the binary

classification objective on the labeled training dataset. In the zero-shot setting,

we train the models only on the zero-shot training set. In the one-shot setting,

we train the models on both the zero-shot and one-shot training sets. In

particular, we fine-tune the models for 20 epochs with a maximum sequence

length of 256, a learning rate of 2e-5, and a per device batch size of 16 using

the HuggingFace Transformers library.1

2.4.2 Lexical Resources

We use BabelNet (BN; Navigli and Ponzetto, 2010, 2012), and Open Multilin-

gual WordNet (OMW; Bond and Foster, 2013) as lexical resources to retrieve

glosses. We access OMW through the NLTK interface Bird et al. (2009)2 and

BN 4.0 through the Java API.

Both BN and OMW contain English glosses for most concepts, but the

availability of glosses in other languages varies. In particular, OMW does not

contain Portuguese or Galician glosses. With BabelNet, we experiment with

two techniques: using English glosses for all languages, and using glosses from

the language of the instance, i.e. the source language, when available. I refer

to these variants as “BN-EN” and “BN-SRC”, respectively. Since defBERT

uses a multilingual pre-trained language model, it can seamlessly handle input

from multiple languages. Furthermore, because of the relatively poor coverage

1https://huggingface.co
2https://www.nltk.org/api/nltk.tag.html
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of Galician in OMW (only 54% glosses are available in this language) and its

close relationship with Portuguese, we experiment with processing Galician

instances as if they were Portuguese.

2.4.3 Development Experiments

Zero-Shot One-Shot
Method EN PT EN PT

0 Baseline 66.2 63.9 87.0 86.7
1 mBERT 74.6 62.5 85.7 85.9
2 defBERT BN-SRC 75.5 64.8 85.4 86.7
3 defBERT BN-EN 75.3 66.4 87.6 86.6
4 defBERT 74.8 64.5 87.1 84.5
5 unatt + defBERT - - 92.0 87.7

Table 2.1: Macro F1 scores calculated on the development dataset in the
zero-shot and one-shot settings. Where not otherwise specified, defBERT is
in the OMW-EN configuration.

Our experiments with defBERT explore the impact of adding glosses

to the mBERT model, including the source and language of the glosses. The

results show that the addition of glosses can improve performance. defBERT

with English glosses retrieved from BabelNet (row 3) improves the overall score

on both EN and PT over the baseline (row 1) in all languages in the zero-shot

setting. The e↵ect is particularly pronounced for Portuguese in the zero-shot

setting, where an improvement of nearly 4% is observed. The results suggest

that English glosses may be preferable to glosses in the source language, a

finding that would greatly simplify work on lower-resourced languages, where

glosses simply may not be available.

Combining the predictions of the mBERT-based models with the unatt

heuristic improves the overall F1 score by approximately 4 points in the one-

shot setting (cf. row 5 vs. row 4).

2.4.4 Test Set Results

Table 2.2 contains the experimental results on the test set. The combination

of defBERT method with the unatt heuristic (row 5) continues to per-
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Zero-Shot One-Shot
Method EN PT GL ALL EN PT GL ALL

1 mBERT 75.1 63.3 61.1 68.2 90.0 83.6 86.6 87.7
2 defBERT BN-SRC 72.0 66.4 57.8 67.2 95.7 88.5 88.9 92.2
3 defBERT BN-EN 73.4 68.4 59.7 69.5 95.0 89.3 87.9 91.8
4 defBERT 71.0 65.6 56.5 66.5 92.4 86.7 88.5 90.1
5 unatt + defBERT - - - - 94.5 89.2 91.2 92.4

Table 2.2: The macro F1 scores on the test dataset obtained from the CodaLab
system.

form well, achieving the best overall result, and the best result in Galician,

demonstrating the applicability of the method to low-resource languages. Even

without the unatt heuristic, defBERT achieves competitive results, though

BN glosses then give better results. In fact, the results without unatt are

just 0.2% below the best overall result.

2.4.5 Shared Task Results

Tayyar Madabushi et al. (2022) present the results of the shared task, includ-

ing the performance of 20 teams in Subtask A in the zero-shot setting and

the results of 16 teams in the one-shot setting. In addition, they reported

the results of the o�cial baseline model. Our best-performing model shows

promising results, surpassing the baseline model in both settings. In fact, our

model’s performance ranks at 14th place in the zero-shot setting and an im-

pressive 3rd place in the one-shot setting, demonstrating the competitiveness

of our approach.

2.5 Error Analysis

We found that the defBERT method performs slightly better by approx-

imately 1% F1, on literal instances compared to idiomatic instances in the

one-shot setting. In other words, the method is less likely to make an er-

ror when given a literal instance. We speculate that this is explained by the

model’s consistent classification of proper nouns as literal expressions. Indeed,

a proper noun is incorrectly identified in only one instance. The fraction of

idiomatic vs. literal instances is 39% in English and 56% in Portuguese.
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Manual analysis performed on the development set corroborates our hy-

pothesis that most multi-word expressions are inherently idiomatic (e.g., home

run) or literal (e.g., insurance company). Only about one-third of the expres-

sions are ambiguous in the sense that they can be classified as either class

depending on the context (e.g. closed book). Our judgments are generally

corroborated by the gold labels, with the exception of proper nouns, which are

consistently marked as literal. The unatt heuristic, which is based on this

observation, obtains a remarkable 98.3% precision and 55.8% recall on the set

of 739 instances in the development set.
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Chapter 3

Lexical Substitution

Lexical substitution is the task of finding appropriate substitutes for a tar-

get word in a given context sentence. This task was first introduced as an

application-oriented alternative to the word sense disambiguation (WSD) task

which does not depend on a predefined sense inventory (McCarthy, 2002).

Lexical substitution has been applied in various tasks, such as word sense in-

duction (Amrami and Goldberg, 2018), lexical relation extraction (Schick and

Schütze, 2020), and text simplification (Al-Thanyyan and Azmi, 2021).

Numerous definitions have been used in the literature to describe lexical

substitution. The existing formulations tend to be vague and/or are incon-

sistent with the evaluation datasets. For example, Hassan et al. (2007) and

Roller and Erk (2016) leave the criteria for lexical substitution to the discre-

tion of human annotators. Studies such as Sinha and Mihalcea (2009, 2014)

and Hintz and Biemann (2016) require substitutes to be synonyms, which cre-

ates a discrepancy with established lexical substitution benchmarks that allow

annotators to provide slightly more general terms (hypernyms) (McCarthy,

2002; Kremer et al., 2014). Most prior work requires substitutes to preserve

the meaning of the original sentence (McCarthy and Navigli, 2007; Giuliano

et al., 2007; Szarvas et al., 2013a,b; Kremer et al., 2014; Melamud et al., 2015;

Gaŕı Soler et al., 2019; Zhou et al., 2019; Lacerra et al., 2021; Michalopoulos

et al., 2022; Seneviratne et al., 2022; Wada et al., 2022). However, as we show

in this work, not all gold substitutes necessarily preserve the meaning of the

sentence taken in isolation.
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We propose a definition of lexical substitution that is more precise and

well-founded. Our aim is not only to address the inconsistency in the litera-

ture, but also to align the task definition with established evaluation datasets.

We draw on insights from natural language inference (NLI), which provides a

framework for understanding the semantic relationship between sentences and

words. According to our definition, the sentence that results from a lexical

substitution must be in the relation of mutual entailment with the original

sentence. For example, position is a suitable substitute for post in the sen-

tence “I occupied a post in the treasury” because occupying a post in this

context entails occupying a position, and vice versa. The entailment criterion

takes into account the implicit background knowledge (Dagan et al., 2005),

which allows lexical substitution to generalize over simple synonym replace-

ment, encompassing a wider range of semantic relations, such as hypernymy

and meronymy (Ge↵et and Dagan, 2005).

The classification of the entailment relation between two sentences requires

the identification of the target word’s sense. For example, position is a proper

substitute for post only if it is used in the sense corresponding to “job in an

organization”. Based on this observation, we develop an augmentation method

that helps to ground the substitutes by incorporating glosses and synonyms

of the target word’s sense directly into the context. Since the word sense is

latent, the method leverages a WSD system to account for the probabilities of

each candidate sense.

We show the e↵ectiveness of the proposed definition and our augmentation

method through experiments on existing lexical substitution datasets. Our

analysis indicates that the proposed definition encompasses gold substitutes

that could not previously be explained by existing definitions. Furthermore,

our empirical evaluation shows that our augmentation method improves the

performance on the lexical substitution benchmarks by up to 4.9 F1 points,

surpassing the previous state-of-the-art models in certain settings.

The main contributions of this paper are as follows. (1) We propose a task

formulation for lexical substitution that is based on entailment and is more

suitable for use with existing datasets. (2) We construct a new automatically
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constructed dataset for lexical substitution induced by our definition. (3)

We demonstrate empirically that augmenting the context with glosses and

synonyms can improve the performance of lexical substitution systems.

3.1 Related Work on Lexical Substitution

In this section, we review the available datasets and provide a brief overview

of the methods.

3.1.1 Datasets

The first English lexical substitution dataset, proposed by McCarthy and Nav-

igli (2007) in SemEval-2007 Task 10 (SE07), consists of 2003 context sentences

with one target word per sentence. The authors ask the annotators to provide

substitutes for the target word in context that preserve the original meaning

of the sentence.

Biemann (2012) construct Turk Bootstrap Word Sense Inventory (TWSI)

that encompasses a sense inventory induced by lexical substitutes for 1,012

common English nouns. It is created by annotating 25,851 sentences with

lexical substitutes using Amazon Mechanical Turk platform, which can be

used as a dataset for lexical substitution.

Kremer et al. (2014) present CoInCo, an ”all-word” lexical substitution

dataset where all content words of a corpus are annotated with substitutions.

The authors argue that the all-word setting provides a more realistic distribu-

tion of target words and their senses. It is important to note that (McCarthy

and Navigli, 2007) and (Kremer et al., 2014) explicitly allow annotators to

provide phrases or more general words when they could not think of a good

substitute.

The SWORDS dataset (Lee et al., 2021) is based on the CoInCo dataset but

uses a slightly di↵erent annotation approach. Instead of relying on annotators

to come up with substitutes from their memory, they are asked to provide

only a binary judgement if they would use a given candidate substitute in the

place of the target word. The data set contains 1,250 context sentences, each
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of which contains a target word.

The task of lexical substitution is not limited to the English language, and

datasets have also been created for other languages. For example, Toral (2009)

create a lexical substitution dataset in Italian, Cholakov et al. (2014) build a

dataset in German, and Miller et al. (2016) provide sense annotations for

the German dataset. Additionally, a cross-lingual English-Spanish dataset is

introduced in the SemEval-2010 Task 2 (Mihalcea et al., 2010). In this dataset,

the target words and sentences are in English, while the gold substitutes are

in Spanish.

3.1.2 Methods

Early methods retrieved candidate substitutes from lexical resources such as

WordNet (Miller, 1995). Various approaches to rank candidate substitutes

used web queries (Zhao et al., 2007; Martinez et al., 2007; Hassan et al., 2007),

ngram models (Giuliano et al., 2007; Yuret, 2007; Dahl et al., 2007; Hawker,

2007; Hassan et al., 2007), latent semantic analysis (Giuliano et al., 2007;

Hassan et al., 2007), delexicalized features (Szarvas et al., 2013a), and word

embeddings (Melamud et al., 2015, 2016; Roller and Erk, 2016)

Pre-trained neural language models (NLMs) have greatly advanced the

field, and their contextualized embedding representation has become a stan-

dard for many tasks, including lexical substitution. Gaŕı Soler et al. (2019)

used contextual embeddings from ELMo (Peters et al., 2018) to calculate sim-

ilarity between the target and candidate substitutes. To fix the bias toward

the target word, Zhou et al. (2019) applied a dropout embedding policy that

partially masks the target word’s BERT embedding. Arefyev et al. (2020) pro-

posed combining masked language model probability score with a contextual

embedding-based proximity score. Lacerra et al. (2021) proposed training a

supervised sequence-to-sequence model that takes a context sentence contain-

ing a target word as input and outputs a comma-separated list of substitutes.

Wada et al. (2022) made use of contextualized and decontextualized embed-

dings (the average contextual representation of a word in multiple contexts).

Yang et al. (2022) injected information about the target word in context and
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used BERT to generate initial candidates. Furthermore, they proposed using

RoBERTa trained on MNLI dataset to calculate semantic similarity score to

further refine the ranking.

Recent proposals of Michalopoulos et al. (2022) and Seneviratne et al.

(2022) leverage knowledge from WordNet to improve the quality of substi-

tutes retrieved from pretrained neural language models. Although these two

approaches are similar to our method, there are some significant di↵erences.

Michalopoulos et al. (2022) injected synonyms by linearly interpolating their

contextual embeddings, while we insert synonyms and glosses directly into the

context. Seneviratne et al. (2022) and the remaining approach of Michalopou-

los et al. (2022) use knowledge from WordNet only in the ranking stage after

candidates had been generated from an NLM. In contrast, our approach in-

jects WordNet information into the NLM’s input from the beginning, which

may produce more relevant candidates initially.

3.2 Entailment-Based Lexical Substitution

In this section, we present the theoretical formulation of the proposed defini-

tion, and demonstrate its suitability through empirical validation.

3.2.1 Lexical Substitution Definition

We anchor our definition of lexical substitution in textual entailment. Let Ct

be a context sentence that contains a target word t, and let Cw be the same

context sentence where t is replaced with a word or phrase w. We define w as

a lexical substitute for t in Ct if and only if Ct entails Cw and Cw entails Ct:

LexSub(Ct, w) , Ct |= Cw and Cw |= Ct

This binary definition can be adapted to the task of substitute generation by

considering a finite set of all words and short phrases. Specifically, the output

of the generation task would consist of all candidate substitutions that satisfy

the above condition.
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Although entailment is recognized as an important substitutability crite-

rion within the NLI community (Ge↵et and Dagan, 2004, 2005; Zhitomirsky-

Ge↵et and Dagan, 2009), it has been largely overlooked in lexical substitution.

A notable exception is Giuliano et al. (2007), who recognize the significance of

the relationship between lexical substitution and entailment. Although their

mutual textual entailment criterion is similar to ours, we disagree with their

conclusion that the mutual equivalence requirement restricts substitutes to

synonyms only. Next, we show that this criterion not only extends beyond

word synonymy, but also naturally allows for the integration of common-sense

reasoning and knowledge about the world.

3.2.2 Semantic Equivalence

In this section, we explicitly spell out our assumptions about the relationship

between lexical substitution and the meaning preservation criteria.

The first proposition states that all contextual synonyms are good substi-

tutes.

Proposition 1. If t and w express the same concept in C then w is a

lexical substitute for t in C.

Proof. When we replace a target word with another word that expresses

the same concept in a given context, the truth conditions of the sentence

do not change. This is because the truth conditions are determined by the

relationships between concepts that are expressed in the sentence. Therefore,

the mutual entailment between Cw and Ct must hold, which by our definition

implies that w is a lexical substitute for t in the context C.

If words express the same concept in some context, they must belong to

the same wordnet synset. A wordnet is a lexical ontology in which words are

grouped into sets of synonyms (synsets), each representing a distinct concept

(Miller, 1995). The suitability of contextual synonyms with lexical substitution

provides a theoretical basis for the use of wordnets to generate substitutes

(McCarthy and Navigli, 2007).

The implication in Proposition 1 is unidirectional; that is, not all substi-

tutes must be synonyms.

21



Proposition 2. If w is a lexical substitute for t in C then t and w do not

necessarily represent the same concept in C .

To prove this point, it su�ces to show one counter-example. Consider the

following sentence from the SWORDS dataset: “Those hospitals were not for

us. They were for an expected invasion of Japan.” where the word planned is

among gold substitutes for the target word expected. While the verbs expect

and plan are not synonyms, this particular substitution is correct considering

the broader historical context of World War II. From the point of view of the

US military, the invasion was both planned and expected. Thus, although the

two words do not express the same concept, the corresponding sentences entail

each other.

Taken together, these two propositions imply that synonymy within a nar-

row context is a su�cient but not a necessary condition for mutual entailment

between the sentences. Thus, mutual entailment provides a more flexible cri-

terion for substitution, which extends beyond mere synonymy and meaning

preservation. The mutual entailment criterion captures the nuances of lexi-

cal substitution better than the existing definitions which are based on strict

meaning preservation, because it takes into account both context and back-

ground knowledge. This is essential to identify a wider range of substitutions

in scenarios such as the ones described above. Furthermore, this definition

may facilitate the job of annotators by breaking down lexical substitution into

two concrete entailment conditions, which are easier to reason about.

3.2.3 Empirical Validation

To validate our proposed definition for lexical substitution, we perform a man-

ual analysis of a random sample of 20 gold substitutes labeled “acceptable” by

humans and their corresponding contexts from the SWORDS dataset. We aim

to assess whether these substitutes are adequately covered by our definition.

Our manual analysis, presented in Table 3.1, shows that 19 substitutes

are successfully covered by our definition. One substitute (row 10), which is

not covered by our definition, is also not covered by the existing definition of

meaning preservation. Furthermore, it seems that the proposed gold substitu-
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Row Context Ct Substitute
w

Cw |= Ct Ct |= Cw

1 I swear. They all thought I was Steve Mar-
tin .

vow Yes Yes

2 “Excuse me,” I said, ignoring Nepthys’
warning look,

mention Yes Yes

3 ...many clinical psychologists already receive
inadequate training

insu�cient Yes Yes

4 Now, will you tell me how you know my fam-
ily?

have
knowledge
of

Yes Yes

5 Please, walk this way. proceed Yes Yes
6 It’s okay, you can trust him. alright Yes Yes
7 They were for (an expected invasion of

Japan)
planned Yes* Yes

8 ...you know some way to locate the undead,
don’t you ?

have Yes Yes

9 But in some areas, the seabass are being
overfished.

location Yes Yes

10 I am glad to be out of the favor-trading scene
for half a minute

moment No No

11 The Persian Gulf War destroyed much of
the country’s medical infrastructure

devastate Yes Yes

12 That was very kind of her. exceedingly Yes Yes
13 ...considers prescriptive authority a logical

extension of psychologists’ role as health-care
providers

rational Yes Yes

14 ...we simply want to discover whether this
individual is in fact, a vampire.

find Yes Yes

15 Energy Secretary Bill Richardson went to
Baghdad in 1995 while a representative for
New Mexico.

elected of-
ficial

Yes Yes*

16 But they liked the way (Jose) has played and
they’re giving him a chance.

enjoy Yes Yes

17 Karnes had his own Jeep, and went to the
beach

head Yes Yes

18 Ochoa has played in the majors for five dif-
ferent teams starting in 1995

commence Yes Yes

19 The new plant is part of IBM ’s push to
gain a strong lead in chip-making beyond
the personal computer business

formidable Yes Yes

20 He ran down a hallway and slipped behind
one of the doors

doorway Yes Yes

Table 3.1: The table contains a random sample of 20 substitutes from the
SWORDS dataset. The target words are in bold. * denotes that the specified
entailment holds if we assume relevant background knowledge. Instances not
covered by existing definitions are highlighted red.

tion might not be of good quality in the first place, so we can treat it as an
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annotation error rather than as an exception to our definition.

We also observe that the two substitutes (rows 7 and 15) that are not

covered by existing definition of meaning preservation are covered by our def-

inition. For example, consider the context in row 15. Generally speaking,

the word representative and the phrase elected o�cial do not have the same

meaning. If someone is an elected o�cial, it does not necessarily mean that

the person is a congress representative. However, the sentence provides enough

historical context to allow for substitution. On the basis of the context, we

could infer that the elected o�cial position refers to a congress representative.

This observation is significant because it shows that our proposed definition

covers substitutes that previously did not match the existing definitions.

3.2.4 Dataset Induced by Entailment

Based on Proposition 1, we propose to use synonyms from lexical resources

such as WordNet to construct a new lexical substitution dataset, which we

refer to as WNSub. This is because replacing the target word with synonyms is

guaranteed to generate sentences that are mutually inferrable from the original

sentences.

To generate the WNSub dataset, we use SemCor (Miller et al., 1994), the

largest corpus manually annotated with WordNet senses. The sense annota-

tions are crucial for our dataset as synonyms are defined in relation to word

senses rather than word lemmas. For example, for the sentence “can your

insurance company aid you in reducing administrative costs?” we retrieve

substitutes help and assist from the synset that corresponds to the annotated

sense of the target word aid. In total, we obtain 146,303 sentences with 376,486

substitutes.

Although synonyms do not necessarily capture all aspects of lexical sub-

stitution, WNSub can be used for pre-training supervised systems, in com-

bination with other datasets. We verify this claim experimentally in Section

3.4.3.
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Figure 3.1: An example of augmenting a context with target word definitions,
and calculating substitute scores. For brevity, not all candidate senses and
substitutes are shown.

3.3 Sense-based Augmentation Method

In this section, we describe our sense-based augmentation method for lexical

substitution. Our approach is based on the observation that knowing the

sense of the target word is key to deciding whether a substitution induces

an entailment relation between the two sentences. For example, position is

a proper substitute for post in some context only if the latter is used in the

sense corresponding to “job in an organization”. We posit that inserting sense

glosses directly into the context will help lexical substitution systems identify

substitutes that are mutually entailed by the original context. Our hypothesis

is supported by prior findings that this technique works well for semantic tasks

such as WSD (Huang et al., 2019) and idiomaticity detection (Hauer et al.,

2022).

Our method is based on two stand-alone modules: a WSD system, and a

lexical substitution generation system. The method is su�ciently flexible to

incorporate new systems as the state of the art on those two tasks continues

to improve. The only requirement is that these systems output probabilities

for each candidate sense or substitute.

The formula below is used to combine the probabilities from the two sys-

tems. Figure 3.1 shows an example of soft constraint augmentation. Let Ct be

a context sentence containing the target word t, w be a candidate substitute,

and s 2 senses(t) be a candidate sense for t in Ct. Under the assumption

that the substitutes depend on the sense of the target word, the conditional

probability P (w|Ct) can be derived by marginalizing the senses out:

P (w|Ct) =
X

s2senses(t)

P (w|Ct, s)⇥ P (s|Ct)
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In the equation above, we model P (s|Ct) using a WSD system, and obtain

P (w|Ct, s) from a lexical substitution system that operates on the context

augmented with sense information.

We experiment with two types of constraints: hard and soft. In the hard-

constraint approach, a WSD system is used to identify the most likely sense of

the target word, which is e↵ectively assigned the probability of 1.0. Next, the

glosses and synonyms corresponding to this sense are retrieved from a lexical

resource and inserted in parentheses after the target word. This augmented

context is then passed to a lexical substitution system, which generates substi-

tutes along with their substitute probabilities. In the soft-constraint approach,

for each possible sense of the target word, a WSD system first computes its

probability, the context is augmented with glosses and synonyms of that sense,

and finally a lexical substitution system generates and assigns final probabili-

ties to candidate substitutes using the formula above.

Soft constraint allows grounding of lexical substitutes in the target word

senses, while taking into account the probability of each candidate sense. We

posit that considering all candidate senses and their probabilities should work

better than committing to a single most likely sense, by improving robustness

against WSD errors. In addition, in some cases, the context itself may not

provide enough information to reliably disambiguate the sense of the target

word. We verify this hypothesis experimentally in the next section.

3.4 Experiments

In this section, we investigate the e↵ectiveness of our dataset and augmentation

method in improving the performance of lexical substitution systems. The

experiments were conducted on a machine with two NVIDIA GeForce RTX

3090 video cards.

3.4.1 Evaluation Datasets and Metrics

We evaluate our methods using test splits from two benchmarks: the SemEval

2007 Task 10 (SE07) (McCarthy and Navigli, 2007) and SWORDS (Lee et al.,
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2021). Each benchmark has its own set of evaluation metrics, which we will

outline in this subsection.

The SE07 benchmark uses best and oot metrics, which measure the qual-

ity of the system’s top-1 and top-10 predictions, respectively. These metrics

assign weights to gold substitutes based on how frequently annotators selected

them. The benchmarks also use mode variations of best and oot, which eval-

uate performance against a single gold substitute chosen by the majority of

annotators, provided such a majority exists. We consider the mode metrics

theoretically problematic because they disregard instances without an anno-

tation majority, and because many instances could involve multiple equally

valid substitutes,

The SWORDS benchmark uses F
10 scores, the harmonic mean of preci-

sion and recall, calculated with respect to the system’s top 10 predictions and

acceptable (F 10
a ) or conceivable (F 10

c ) gold substitutes. A candidate is labeled

as conceivable if it was selected by at least one annotator, and acceptable if

selected by at least half of the annotators. Furthermore, the benchmark in-

cludes two evaluation settings: lenient and strict. In the lenient setting, any

system-generated substitutes that are not in SWORDS are removed. In the

strict setting, all system-generated substitutions are considered. The lenient

settings were originally proposed to compare against “oracle” baselines whose

predictions are guaranteed to be in SWORDS. We posit that the lenient setting

provides an unreliable basis for measuring lexical substitution performance in

real-world scenarios because systems are not provided with a predefined vo-

cabulary of possible words that can occur during testing.

All existing evaluation metrics require a ranking mechanism to select top-k

system predictions, which could be problematic for two reasons. First, there is

a lack of clarity on objective criteria for ranking substitute words. For example,

in the sentence “the FBI said that explicit conversations about the scheme had

been recorded”, it is debatable whether disclosed is a better substitute for said

than declared. Second, the existing metrics reward systems for generating a

specific number of candidates, regardless of how many substitutes actually

exist. This can lead to an inaccurate representation of the system’s ability to
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generate correct substitutes.

Despite these limitations, our method builds upon existing systems that

have been optimized using these metrics, so we have no choice but to use

them for the evaluation. However, we posit that it would be beneficial for

future lexical substitution systems to consider metrics, which do not depend

on substitution ranking, such as the standard F1 score calculated with respect

to all predicted substitutes, .

3.4.2 Comparison Systems

On the SE07 dataset, we compare against KU (Yuret, 2007), supervised learn-

ing (Szarvas et al., 2013a), BERT for lexical substitution (Zhou et al., 2019),

GeneSis (Lacerra et al., 2021), LexSubCon (Michalopoulos et al., 2022), and

CILex (Seneviratne et al., 2022). The reported results are sourced from

Michalopoulos et al. (2022) and Seneviratne et al. (2022).

On the SWORDS dataset, we compare against GPT-3 (Brown et al.,

2020) that uses “in-context” learning, a commercial lexical substitution system

Word-Tune1, and BERT baseline (Devlin et al., 2019) that produces substi-

tutes according to the masked language modeling head. The results of these

models are reported by Lee et al. (2021). We also include the results of Yang

et al. (2022).

3.4.3 WNSub Experiments

The objective of the experiments with WNSub (Section 3.2.4) is to deter-

mine whether the dataset could enhance the performance of two supervised

sequence-to-sequence lexical substitution models when used as a pre-training

dataset.

The first model is our own implementation of a simple supervised sequence-

to-sequence (seq2seq) model. It takes a context where the target word is

tagged with two brace tokens, and generates a substitute word or phrase as a

prediction. We use beam search to generate multiple likely substitutes. Our

1https://www.wordtune.com

28

https://www.wordtune.com


underlying seq2seq model is bart-large (Lewis et al., 2020). We utilize the same

set of hyperparameters for both pre-training and fine-tuning. Specifically, we

train our model for 19,000 steps with a batch size of 64 and a learning rate of

4e-5.

The second model is GeneSis (Lacerra et al., 2021), also a sequence-to-

sequence model. Unlike our model, GeneSis produces a comma-separated list

of substitutes instead of single substitutes, and filters out words that are not

in WordNet. It incorporates a fallback strategy in oot settings. When the

model generates fewer than ten substitutes, additional words are retrieved

from WordNet, and ranked using neural language model embeddings. To

assess the model’s performance based solely on annotated data, we disable

both lexicon filtering and fallback strategy. We use their default settings for

both pre-training and fine-tuning.

We evaluate the models using two di↵erent training approaches. In the

baseline approach, we train the systems on existing datasets, specifically the

CoInCo and TWSI datasets, following the methodology of Lacerra et al.

(2021). In the pre-training approach (+ wns), we first pre-train the systems

on the WNSub dataset, and then fine-tune on the union of the CoInCo and

TWSI datasets. Our evaluation is on the SE07 test set only, as the SWORDS

dataset includes instances from the CoInCo dataset.

The results on the SE07 test set in Table 3.2 indicate that pre-training on

the WNSub dataset does improve the performance of both supervised models.

The only exception is GeneSis evaluated in the oot setting, in which the credit

for each correct guess is not divided by the number of guesses. Thus, there is

no penalty for attempting to fill all 10 candidate substitutes, even if some of

them can be incorrect. However, when evaluated using the standard F1 score

that considers all predictions, pre-training does improve GeneSis’ performance

from 26.8 to 27.7 points. This suggests that the F1 metric may better reflect

the quality of the system when they are not forced to produce a fixed number

of substitutes.
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Models best oot
Yuret (2007) 12.9 46.2
Szarvas et al. (2013a) 15.9 48.8
Zhou et al. (2019) 20.3 55.4
GeneSis (2021) 21.6 52.4
Michalopoulos et al. (2022) 21.1 51.3
Seneviratne et al. (2022) 23.3 56.3
WNSub experiments
seq2seq baseline 9.7 44.0
+ WNSub 10.7 44.8
GeneSis* 19.2 34.3
+ WNSub 19.6 34.1
Augmentation experiments
LexSubGen (2020) 21.7 55.1
+ soft constraint 21.9 57.9
Wada et al. (2022) 21.8 58.0
+ soft constraint 22.0 58.4

Table 3.2: Results on the SE07 test set. *To compare the supervised aspect
of GeneSis, we disable vocabulary filtering and fallback strategy.

3.4.4 Augmentation Experiments

We use WordNet 3.0 (Miller, 1995) available via NLTK (Bird et al., 2009) inter-

face to retrieve synonyms and glosses for the target word for our augmentation

approach.

As our WSD system, we use ConSec2 (Barba et al., 2021). The model

jointly encodes the context containing the target word and all possible sense

definitions and extracts the span of the definition that suits the target word the

most. ConSec also leverages the senses assigned to nearby words to improve

the performance. Since the original implementation outputs only predicted

senses, we changed the source code to capture the probability scores for all

candidate senses.

As our lexical substitution base system, we use LexSubGen3 (Arefyev et al.,

2020). The best-performing model in this paper uses XLNet (Yang et al.,

2019) that contains 340M parameters and injects the target word informa-

tion by combining the substitute probability from XLNet with the contextual

2https://github.com/SapienzaNLP/consec
3https://github.com/Samsung/LexSubGen
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Models F
10
a F

10
c

GPT-3 22.7 36.3
WordTune 22.8 33.6
BERT 19.2 30.3
Yang et al. (2022) 18.3 28.7
LexSubGen (2020) 19.4 29.9
+ soft constraint 21.5 34.8
Wada et al. (2022) 24.5 39.9
+ soft constraint 24.7 42.5

Table 3.3: Results on the SWORDS test set.

embedding similarity of the substitute to the target word.

To test the generalizability of our approach, we also apply our data aug-

mentation method to the model of Wada et al. (2022). Their model is based on

the similarity of contextualized and decontextualized embedding that are cal-

culated by taking the average contextual representation of a word in multiple

contexts.

The results on the SE07 dataset in Table 3.2 show that our augmentation

method leads to an improvement over the base model in both best and oot

settings. In addition, our result of 58.4 establishes a new state of the art in

the oot setting.

The results in Table 3.3 demonstrate that our augmentation approach pro-

duces an improvement over both LexSubGen of Arefyev et al. (2020) and the

system of Wada et al. (2022) in both strict settings. Our results in the last

row of Table 3.3 represent the new state of the art on the SWORDS dataset.

Overall, the experimental results demonstrate that both our augmenta-

tion approach and WNSub dataset improve the performance on the lexical

substitution task.

3.4.5 Ablation Study

To assess the impact of incorporating our augmentation method, we conduct an

ablation study on the SWORDS test dataset. We evaluate the contribution of

synonyms and glosses by removing them individually in separate experiments.

This allows us to investigate which type of information is most beneficial for
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Models F
10
a F

10
c

LexSubGen 19.4 29.9
+ hard constraint 21.2 34.2
+ soft constraint 21.5 34.8
- gloss 20.6 32.7
- synonyms 21.1 33.6

Table 3.4: Ablation study on the SWORDS test set.

the task of lexical substitution.

The results of the ablation experiment are presented in Table 3.4. Re-

moval of both synonyms and glosses simultaneously is equivalent to the base-

line LexSubGen showed in the first row. The hard constraint approach that

depends on a single most likely sense yields lower performance than the soft

constraint, which is more robust to WSD errors, Furthermore, the results indi-

cate that incorporating glosses in the context is more important than adding

synonyms, which suggests that the former provide more information than the

latter. Overall, the results of the ablation study provide further evidence that

augmentation improves lexical substitution systems.

3.4.6 Error Analysis

We perform a manual error analysis of LexSubGen on a randomly selected

sample of 20 instances from the SWORDS test split. We did not find any

instance where the augmentation resulted in missed predictions compared to

the base model without augmentation. However, we found one instance where

the augmentation helped to identify two gold substitutes correctly. Specifically,

the augmentation method aided in correctly identifying overlook and neglect

as substitutes for miss in certain context.
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Chapter 4

Conclusion

In this thesis, we have successfully leveraged the information retrieved from

lexical resources to solve lexical semantic tasks. In particular, we have demon-

strated that augmenting the input with glosses of the target word enhances per-

formance on two lexical semantic tasks: lexical substitution and idiomaticity

detection. Our findings provide strong empirical evidence to support our hy-

pothesis that incorporating lexical information leads to superior performance

on these tasks.

For idiomaticity detection, we have proposed defBERT, a binary sequence

classifier that leverages glosses of individual words in the target MWE, and

unatt, a type-based heuristic that takes into account that some MWEs are

inherently idiomatic or literal. The proposed method and its combination with

type-based heuristics outperforms the baseline model, showcasing the utility of

using glosses for the task of idiomaticity detection. Our top result ranks third

overall in the one-shot setting in SemEval 2022 Task 2. The corresponding

method is applicable to a wide variety of languages. It takes advantage of the

ability of neural language models to seamlessly incorporate textual information

such as glosses, even if it is expressed in a di↵erent language. These results

strongly support our hypothesis that glosses of individual words can improve

idiomaticity detection.

We have also provided a novel analysis of a definition of the lexical substi-

tution task based on the concept of entailment, addressing the inconsistencies

that exist between the definition of the task and the evaluation. We have
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experimentally validated our definition and compared it with existing ones.

Additionally, we have constructed a new training dataset, which is induced by

our definition, from existing semantic resources. To improve the performance

of lexical substitution systems, we proposed an augmentation approach that

directly inserts glosses and synonyms into the context and demonstrated its

e↵ectiveness on both existing and newly constructed benchmarks. Further

research could explore the generalizability of our approach to other lexical

substitution systems and languages.
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