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Abstract 
 

 

Quantitative susceptibility mapping (QSM) has become an area of intense interest in brain imaging 

due to its ability to quantify tissue magnetic susceptibility. QSM deploys a gradient echo sequence 

to produce phase images that are sensitive to susceptibility differences, which can then be 

processed into a susceptibility map. QSM exhibits promising performance in deep gray matter 

where iron-rich regions exist. Iron is paramagnetic and appears in QSM results as a positive source. 

In addition, QSM showed sensitivity to myelin due to its diamagnetic susceptibility. Myelin is 

abundant in white matter tracts, for example. Thus, QSM has been applied to study changes in iron 

and myelin in the brain. Of particular interest is the demyelinating disease multiple sclerosis (MS). 

However, in the same voxel, changes in both iron and myelin can occur which have confounding 

effects on the resulting mean susceptibility. For example, a loss of myelin or a gain in iron could 

have similar increases on the net susceptibility.  

The challenge for conventional QSM has been distinguishing iron deposition (increasing 

paramagnetic component) from demyelination (decreasing diamagnetic component). Recently 

susceptibility separation methods were introduced as a means to solve the problem. The methods 

incorporate the reversible component of transverse relaxation known as R2’ and assume 

diamagnetic and paramagnetic dephasing effects have similar contributions to R2’, while they have 

opposing effects on the phase used for QSM. Utilizing both R2’ and QSM it becomes possible to 

separate the dia- and paramagnetic components. However, the susceptibility separation methods 
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have only recently been introduced and there is no knowledge on the reliability of such methods. 

Particularly for longitudinal studies, high repeatability is necessary for any biomarker.  

In this work, background information to understand susceptibility separation is introduced in 

Chapter 1.  Then in Chapter 2, a study of scan-rescan repeatability is performed on healthy 

subjects. Optimal parameter choices for susceptibility separation are first investigated. In 

particular, variation of the relaxometric coefficient (Dr) was assessed in deep gray matter and white 

matter. This coefficient determines the relative weights of R2’ with respect to absolute 

susceptibility values, and has typically been kept constant. The results show the optimal Dr value 

tends to be larger for dominant component and smaller for minor component e.g. in deep gray 

matter where strong paramagnetic sources exist Dr is larger for paramagnetic component than 

diamagnetic. With optimal choices, the repeatability of the method is examined using Bland-

Altman plots, scan-rescan correlations and interclass correlation coefficients (ICC). The results 

suggest that separation methods are not as repeatable as conventional QSM in both deep gray 

matter and white matter. Conventional QSM had the largest average ICC scores of 0.97 and 0.88 

in deep gray matter and white matter respectively. The separated paramagnetic component had 

ICC of 0.85 and 0.64 in deep gray matter and white matter, respectively. Diamagnetic components 

had the least average ICC scores of 0.45 and 0.45 in deep gray matter and white matter. However, 

the separation methods do offer qualitative distinction of paramagnetic and diamagnetic 

components. Two limitations were found. First, the R2’ map is vulnerable to noise, thus its 

combination use with conventional QSM may propagate the noise into the separation maps. 

Second, the combination of multiple scans requires exact registration which is difficult to achieve 

for lower resolution imaging.  
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In Chapter 3, the conclusions of this thesis are discussed along with limitations and 

directions for the future.  Overall susceptibility separation is an exciting new research field that is 

still in its infancy.  Our work has illustrated both its current flaws and its promise for future 

examination of myelin and iron in the human brain. 
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1 Introduction 

 
This chapter introduces some of the basics of Magnetic Resonance Imaging (MRI) including how 

the signal is formed, Bloch equations, frequency and phase encoding gradients. After the basics of 

MRI, the necessary information to understand susceptibility separation is introduced. 

1.1 Principals of Magnetic Resonance Imaging 

Standard MRI is focused on acquiring images from hydrogen atoms and is well described in text 

books (Robert W. Brown, 2014, Liang Z-P, 2000, Bernstein MA, 2005, Donald W McRobbie, 

2017). It takes advantage of magnetic moment of protons available in our body coming mostly 

from water, but also from small fat molecules.  

A proton has a magnetic moment of µ (TW Redpath, 1988, Slichter CP, 1990) specified by: 

µ =  𝛾 𝐽                      (1.1) 

𝐽 is the angular moment of the proton and 𝛾 is the gyromagnetic ratio. The value for 𝛾 is found 

experimentally and for proton is 𝛾 = 2.675 × 108
𝑟𝑎𝑑

𝑠 𝑇
 . The reason that imaging hydrogen is more 

feasible rather than other atoms which have a magnetic momentum such as oxygen, sodium, etc. 

is that hydrogen concentration is at least 1000 times more than them in the human body. As a 

result, the signal is stronger. 

 

MR signal is ruled by a set of equations called Bloch equations. Basically, Bloch equations predict 

the behaviour of magnetic spins in the presence of external magnetic fields. Bloch equations can 

be described as follows (Robert W. Brown, 2014, Bloch, 1946): 

 

𝑴 = ∑µ𝒊                              (1.2) 

𝑑𝑴

𝑑𝑡
= 𝛾𝑴 ×𝑩−

𝑴𝑇

𝑇2
 −  

(𝑀𝑧−𝑀𝑧0)𝒛

𝑇1
      (1.3) 



2 
 

Where M is the total magnetization vector for the sample and T1 and T2 are spin-lattice and spin-

spin relaxation time respectively. MT is transversal magnetization which is magnetization is x and 

y directions. B is the existing magnetic field and Mz is the total magnetization in z direction. Note 

that the typical assumption is that static magnetic field is in z direction it is also called longitudinal 

direction as well. Finally, Mz0 is the initial magnetization in z direction (Khan, 2013). Figure 1.1 

illustrates a picture of magnetization vector with its longitudinal and transverse components. 

 

Figure 1.1: Components of magnetization vector in longitudinal and transverse planes. 

 

By solving the differential equation (1.3) these two important results are achieved when the spin 

is in a static field: 

𝑀𝑧(𝑡) = 𝑀𝑧,𝑒𝑞 − (𝑀𝑧,𝑒𝑞 −𝑀𝑧0)𝑒
−
𝑡

𝑇1        (1.4) 

                                           𝑴𝑇(𝑡) = 𝑴𝑇0𝑒
−(

𝑡

𝑇2
+𝑖𝑤0𝑡)        (1.5) 

Mz,eq is the longitudinal magnetization in equilibrium and MT0 is the initial magnetization in 

transverse plane. w0 is Larmor frequency: 

𝑤0 = −𝛾𝐵𝑧                   (1.6) 

Bz is the static field present, in this work a 3T Prisma scanner has been used. As a result, in this 

research the static field is 3T. 
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In MRI, signal received by receiver coils is in the rotating transverse magnetization which 

precesses in the transverse plane in the presence of the main static field, giving rise to a rotating 

magnetization that can produce a current in the coils. The longitudinal component (polarization) 

does not rotate and hence produces no new signal, though indirectly the original longitudinal 

component is the original source of the transverse signal. Since the transverse magnetization vector 

is in 2D plane it can be represented as a complex number which has a real and an imaginary part. 

The final output can be considered in form of magnitude and phase as M exp(iφ).  In this case 

magnitude and phase can represent the complex number (figure 1.2). Typically the final generated 

images may include a magnitude and a corresponding phase image. 

         

Figure 1.2: Complex number presentation can be in form of real and imaginary as well as magnitude and 

phase (left), the phase image (middle) and the magnitude image (right) 

 

1.2 RF Pulse, Gradients and Spatial Encoding 
 

In order to rotate longitudinal magnetization into the transverse plane, RF pulses are needed 

(Lauterbur PC, 1973, Liang Z-P, 2000, Mansfield P, 2001). The RF pulse is an alternating 

magnetic field perpendicular to static field causing the magnetization vector be tipped down into 

transverse plane when it is on resonance. The RF field is typically 1000 times weaker than the 

static field. The area under the RF pulse envelope is related to the flip angle which can be adjusted 

by altering the length of the RF pulse or its magnitude, to achieve the desired flip angle. Based on 

equation (1.6) the rotation frequency and flip angle can be derived for a simple rectangular pulse 

of duration ∆t: 
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𝑤𝑅𝐹 =  𝛾𝐵1          (1.7) 

       𝛼 = 𝑤𝑅𝐹∆𝑡           (1.8) 

B1 is the magnetic field caused by RF pulse. After playing the RF pulse out, all the protons are 

tipped with 𝛼 degree toward transverse plane. Since all the spins (magnetization vectors) are 

precessing around B0, the B1 field needs to rotate with the same precessional frequency for 

maximum effect. This frequency is called the Larmor frequency (equation 1.6). For simplicity we 

assume that all the vectors are in a rotating frame which is rotating around B0 with Larmor 

frequency (Rabi II, 1954, Redfield AG, 1955). Therefore, using this rotating frame the transverse 

magnetization stationary in transverse plane.  

Since the spins are precessing at the Larmor frequency around the external magnetic field 

direction, applying an RF pulse at the Larmor frequency can tip the spins into the transverse plane 

regardless of location. To overcome this issue a slice or slab selection gradient is applied during 

the RF pulse which causes a linear magnetic field variation in the slice select direction. Then the 

RF with the desired offset frequency is applied to select the slice of interest. Typically, the RF 

pulse is accompanied by amplitude modulated pulses that generate signal over a specific slice-

selection bandwidth. 

 

In order to acquire image in k-space, MR systems use gradient pulses. These pulses are used for 

encoding each spatial location within a slice. The gradient pulses have a linear relationship with 

spatial location (Paschal CB, 2004; Ernst RR, 2011). As a result, a spatially varying field is 

experienced by spins depending on the location. Note the field components are in direction of B0, 

while the gradient of the field can take any direction 

𝐵𝑧(𝑥, 𝑦, 𝑧) =  𝐵0 + 𝐺(𝑥, 𝑦, 𝑧) . [𝑥, 𝑦, 𝑧]           (1.9) 

∆𝑤𝑧 =  𝛾 𝐺(𝑥, 𝑦, 𝑧) . [𝑥, 𝑦, 𝑧]        (1.10) 

Equation (1.10) explains how these gradient pulses cause a difference in precessing frequency in 

different locations. With taking advantage of the gradient pulses acquiring an image and then 

reconstructing it becomes feasible. 
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Assuming a 3D sequence is being used, then there are 3 gradient pulses in each direction; 

frequency, phase and slice directions corresponding to x, y and z directions respectively. A 

frequency gradient pulse is a continuous pulse occurring simultaneously with sampling in x 

direction with a specific time interval, assuming a rectangular gradient pulse of length 𝜏𝑥, the new 

phase change from the gradient would be 

𝜑𝑥 = −𝛾𝐺𝑥𝑥 ∆𝑡𝑥    (1.11) 

Where ∆𝑡𝑥 is the sampling rate in second (s) and Gx is the gradient in x direction.  For phase and 

slice encoding following equations are used, again assuming perfect rectangular gradient pulses: 

   𝜑𝑦 = −𝛾𝐺𝑦𝑦 𝜏𝑦      (1.12) 

   𝜑𝑧 = −𝛾𝐺𝑧𝑦 𝜏𝑧      (1.13) 

These gradients are played out before frequency encoding and cause the spins to have an initial 

phase shift. Sometimes, a shaped RF pulse accompanied with slice selection pulse in z direction 

(main magnetic field direction) is desired in order to tip down the spins in a specific region. In 

figure 1.3 a pulse sequence for 3D imaging is shown. 

  

Figure 1.3: Pulse sequence for a 3D image is depicted with slice selection. Phase encoding increases every 

repetition time and frequency encoding has a negative lobe causing the acquired signal to reach its 

maximum at the echo time. The shaped RF pulse is played out with a slab selection gradient in order to 
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only tip down the spins in the region of interest. The slab selection gradient is indicated with ‘S’ and is 

followed by a refocussing lobe (R). 

 

To ensure no aliasing, the Nyquist constraint on sampling requires that the sampling rate be at least 

twice the maximum frequency that occurs on the edge of the slice: 

1 =  𝛾𝐺𝑥𝐹𝑂𝑉𝑥 ∆𝑡       (1.14) 

Where FOV is total field of view which is the maximum size captured in the image. 

 

1.3 K-Space and Spatial Decoding 

The signal acquired by gradients is in k-space which is different from image space (spatial space): 

𝑆 =  ∭ 𝑀(𝑥, 𝑦, 𝑧) 𝑒−𝑖(𝛾𝐺𝑥𝑥 𝜏𝑥+𝛾𝐺𝑦𝑦 𝜏𝑦+𝛾𝐺𝑧𝑧 𝜏𝑧)𝑑𝑥𝑑𝑦𝑑𝑧
𝐹𝑂𝑉+
𝐹𝑂𝑉−

    (1.15) 

A rectangular k-space element is defined as: 

𝑘 =  𝛾𝐺 𝜏          (1.16) 

Combining equations (1.15) and (1.16) yields: 

𝑆(𝑘𝑥, 𝑘𝑦, 𝑘𝑧) =  ∭ 𝑀(𝑥, 𝑦, 𝑧) 𝑒−𝑖(𝑘𝑥𝑥 +𝑘𝑦𝑦 + 𝑘𝑧𝑧 )
𝐹𝑂𝑉+
𝐹𝑂𝑉−

𝑑𝑥𝑑𝑦𝑑𝑧   (1.17) 

Equation (1.17) shows the measured signal is the Fourier transform of the spins in the sample. 

Therefore, in order to reconstruct the image the inverse Fourier transform needs to be taken: 

𝑀(𝑥, 𝑦, 𝑧) =∭ 𝑆(𝑘𝑥, 𝑘𝑦, 𝑘𝑧) 𝑒
𝑖(𝑘𝑥𝑥 +𝑘𝑦𝑦 + 𝑘𝑧𝑧 )

𝑘+
𝑘−

𝑑𝑘𝑥𝑑𝑘𝑦𝑑𝑘𝑧   (1.18) 

For calculating the inverse Fourier transform in discrete domain, k-space has to be filled with 

evenly sampled space in each direction. Therefore, k-space steps for each dimension should be as 

follows if using rectangular gradient pulses: 

{

∆𝑘𝑥 =  𝛾 𝐺𝑥 ∆𝑡
∆𝑘𝑦 =  𝛾 ∆𝐺𝑦
∆𝑘𝑧 =  𝛾 ∆𝐺𝑧  𝜏𝑧

𝜏𝑦        (1.19) 
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Note frequency encoding gradient pulse has a trapezoidal part which adjust echo time to be at the 

center of k-space (Tabon SS, 2001). Sampling starts after the trapezoidal part is done: 

𝑘 =  ∫ 𝐺𝑥(
𝜏1
0

𝑡) 𝑑𝑡      (1.20) 

Note that the important relationship between k-space and FOV exists. It can be derived by 

combining equations (1.19) and (1.14): 

{
 
 

 
 ∆𝑘𝑥 = 

1

𝐹𝑂𝑉𝑥

∆𝑘𝑦 = 
1

𝐹𝑂𝑉𝑦

∆𝑘𝑧 = 
1

𝐹𝑂𝑉𝑧

         (1.21)  

 

In figure 1.4 the examples of an image in the spatial domain and its k-space domain are shown. 

Note the center of k-space has the largest amplitude since echo time (TE) happens there. 

         

Figure 1.4: An example of image in spatial space (left) and in k-space (right) 

                 

1.4 Parallel Imaging 

To perform parallel imaging the reconstruction procedure needs to incorporate the spatial 

information from each receiver coils. Having the information then scan time can be reduced by a 
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specific factor. Sensitivity Encoding (SENSE) (Pruessmann KP, 1999) is a common method taking 

advantage of this feature. With the simple assumption that there are two receiver coils, SENSE 

halves the FOV in phase encoding direction hence the scan time becomes half. With the reduced 

FOV, aliasing happens but since it is predictable, SENSE can remove the aliasing. For an arbitrary 

point 𝑟𝐴 in the reduce FOV, each receiver coil receives a signal from 𝑟𝐴 and 𝑟𝐵from outside of FOV 

due to aliasing: 

{
𝐶𝑜𝑖𝑙 1: 𝑆1 = 𝐶1(𝑟𝐴)𝑆𝐴 + 𝐶1(𝑟𝐵)𝑆𝐵

𝐶𝑜𝑖𝑙 2: 𝑆2 = 𝐶2(𝑟𝐴)𝑆𝐴 + 𝐶2(𝑟𝐵)𝑆𝐵

      (1.22) 

C1 and C2 are the coil sensitivity for coil 1 and coil 2, respectively. Obtaining the two signals from 

receivers, aliasing can be removed and the equation can be solved for SA and SB. 

Another commonly used method is Generalized Autocalibrating Partially Parallel Acquisitions 

(GRAPPA) (Griswold MA, 2002). Whereas SENSE tries to retrieve the image from an aliased 

image, GRAPPA generates the missing lines of k-space from an undersampled data in k-space 

(Deshmane, 2012). GRAPPA relies on the fact that every image has repetitive patterns which can 

be predicted. The patterns are due to natural convolution operation that is done by receiver coils. 

Therefore, the information in the missing lines can be obtained from their neighbourhood. The 

combination of the adjacent lines is done with weighting each point in k-space with the coil’s 

sensitivity matrix in k-space. Since the k-space information for each coil is obtained during every 

separate scan, it is called an autocalibrating method. 

 

1.5 Quantitative Susceptibility Mapping 

Magnetic susceptibility 𝜒 is a tissue property that describes the tendency of a material to be 

magnetized when interacting with an external field (Wang Y, 2015). This property is inherit and 

without dimensions, it is usually measured in ppm or ppb. In general, this value can be measured 

in microscopic and macroscopic (bulk) sizes but since in MRI the value for a voxel is important 

the bulk value is commonly used. Naturally three different types of susceptibility exist. 

Ferromagnetism is found in metals such as iron and nickel, and is very rare and happens in just a 

few metals and their alloys. When ferromagnetic item is placed in a magnetic field, its unpaired 
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electrons are oriented in the direction of the external magnetic field and add up their magnetic 

dipole moments causing the item to become a magnet. The ferromagnetic material often retain 

their orientation even after removing the external magnetic field and exhibit more non-linear 

behaviors with respect to external magnetic field. The second type is paramagnetism which is a 

weaker state of ferromagnetism and can be found in materials such as aluminium, oxygen. When 

an external magnetic field is applied the unpaired electron spins are oriented in direction of external 

magnetic field due to the torque provided by the field. When the external field is removed the spins 

return to their random positions due to thermal agitation hence, the dipole magnets in different 

directions cancel out each other and the item is not a magnet anymore. The last group is called 

diamagnetic materials which their induced internal magnetic field opposes the external magnetic 

field. The electrons of every material can be considered as a current loop therefore according to 

Faraday’s law they oppose to change of existing magnetic field. This property exists in all the 

materials due to the nature of electrons but it is very weak hence paramagnetism and 

ferromagnetism can overcome diamagnetism. When they are absent the material is diamagnetic. 

For measuring susceptibility in human brain, since brain is mainly made of water, we expect that 

its tissues will have a susceptibility value similar to water which is -9.035ppm, with subtle 

differences arising from other sources (Arrighini & Moccia, 1968). Since we are in an almost 

uniform region of water, it is the relative difference from that which creates susceptibility contrast 

not the absolute susceptibility values. Therefore, in this thesis when we talk about susceptibility, 

it is the relative difference from the brain’s average susceptibility value.  

The most abundant susceptibility sources in brain are iron and myelin. Iron and myelin have 

positive and negative susceptibility values, respectively. Iron can be found in many forms in 

human body.  Heme iron in blood as hemoglobin is paramagnetic in its deoxy form, but 

diamagnetic when it is oxyhemoglobin. About a third of iron stored in body is in the form of ferritin 

which is paramagnetic. Ferritin depositions in brain are mostly found in deep gray matter e.g. 

globus pallidus, putamen (Duyn JH, 2007; Varsha Jain, 2012). The myelin sheath wrapped around 

the axons is made of protein and lipid which are diamagnetic. Calcium is another diamagnetic 

source in brain but is not as abundant as iron and myelin. Calcium can be found in areas that are 

being calcified (Vinayagamani S, 2021).  

From electromagnetic physics, magnetic field has linear relationship with permeability: 
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𝐵 =  𝜇 𝐻         (1.23) 

The magnetic susceptibility value is related to permeability: 

𝜇 = (1 + 𝜒)𝜇0       (1.24) 

In human body and brain the susceptibility sources are very subtle (𝜒 ≪ 1) hence the changes in 

the external magnetic field are subtle as well. With combining Eq (1.23) and (1.24): 

𝐵 = (1 + 𝜒)𝜇0𝐻 ⇒ 𝐵0 + Δ𝐵 = 𝜇0𝐻 + 𝜒𝜇0𝐻 ⇒ Δ𝐵 = 𝜒𝐵0         (1.25) 

Equation (1.25) is very important since it proves the changes in the magnetic field is linear to both 

susceptibility value and the external field. As a result, the phase shift can be reformulated to reveal 

the effects of susceptibility: 

𝜙 =  −𝛾𝐵𝑇𝐸 ⇒  Δ𝜙 =  −𝛾𝜒𝐵0𝑇𝐸     (1.26) 

Equation (1.26) mentions that by capturing the phase shifts, a susceptibility map can be derived. 

However, this holds for inside an object with a broad uniform surrounding, which is not applicable 

to human brain since there are many different tissues in it each in close distance. Furthermore, 

outside of susceptibility source the equation (1.25) doesn’t hold. For simplicity, it is assumed that 

susceptibility sources are in shape of a sphere and act like magnetic dipoles. With this assumption 

the relationship between the changes in magnetic field and the susceptibility source changes to a 

convolutional expression (Marques JP, 2005; Li L, 2001; Salomir R, 2003; De Rochefort, 2008): 

Δ𝐵 = 𝑑(𝑟) ∗  𝜒(𝑟) 𝐵0                  (1.27) 

Where d(r) is the magnetic field of a unit dipole: 

     𝑑(𝑟) =  
3 cos2 𝜃   −1 

4𝜋𝑟3
        (1.28) 

From equation (1.27) and (1.28) the conclusion can be drawn that ∆B = 0 at locations that d(r) = 

0. This problem makes the inverse problem an ill posed problem. Figure 1.5 shows the dipole 

magnetic kernel in polar coordinates. The convolution in equation (1.27) is done by calculation of 

Fourier transform in k-space and the multiplication by the susceptibility map.  
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Figure 1.5: The magnetic field created by a unit magnetic dipole in polar coordinate 

 

The main task in QSM is deriving the underlying susceptibility map that has caused the field shift. 

For this purpose, several steps has to be taken; phase unwrapping, background field removal and 

dipole inversion. In the following part each of these steps will be explained. 

1.5.1 Phase Unwrapping and Field Shift Map 

The final susceptibility map will be derived from the information lying in the phase map (De 

Rochefort L L. T., 2010; Liu J, 2012; Shmueli K, 2009). But before processing the phase map, the 

phase correction has to be done. Because of the protocols that MR machine algorithms have, the 

output phase is in the range of [-π π). Therefore, there might be several jumps when the phase 

value in the range increased or decreased beyond the range: 

𝜑𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 = 𝜑𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 + 𝑘. 2𝜋       (1.29) 

Where k is a signed integer. Equations (1.29) makes the final phase a map smooth and 

differentiable. There are several methods used is QSM for phase unwrapping such as path based 

methods which try to eliminate the jumps by looking through the adjacent voxel in a specific path 

(Abdul-Rahman HS, 2007; Bioucas-Dias JM, 2007; Jenkinson M, 2003). The methods suffer from 

noise i.e. if a significant noise exists in a voxel in a way that make its difference less than π with 

the adjacent voxel, the method cannot correct it (Robinson SD, 2017). Laplacian phase unwrapping 

is another method widely used in QSM (Li W A. A., 2014). Another newly introduced method is 
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rapid opensource minimum spanning tree algorithm (ROMEO) that is developed for ultra high 

magnetic fields and metal implantations (Dymerska, 2021). 

1.5.1.1 Laplacian Phase Unwrapping 

Based on the fact that Laplacian of corrected and measured phase are equal, the method calculates 

a Laplacian map of the measured phase and then derives the corrected map by taking inverse 

Laplacian:  

∇2𝜑𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 = cos(𝜑𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑) . ∇
2𝑠𝑖𝑛(𝜑𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑) − 𝑠𝑖𝑛(𝜑𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑). ∇

2 cos(𝜑𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑)      (1.30) 

While Laplacian method can handle the noisy singular voxels, it doesn’t have an accurate 

performance in regions very close to susceptibility sources such as hemorrhage (Li W A. A., 2014). 

The Laplacian operation can be done in using matrix convolution in image space by defining the 

3D kernel as follows (Ferdinand Schweser A. D., 2013): 

∇2= [ 

0 0 0

0
1

𝑑𝑧2
0

0 0 0

 ] ,

[
 
 
 
 0

1

𝑑𝑥2
0

1

𝑑𝑦2
𝑐

1

𝑑𝑦2

0
1

𝑑𝑥2
0 ]
 
 
 
 

 , [ 

0 0 0

0
1

𝑑𝑧2
0

0 0 0

 ]   (1.31) 

𝑐 =  −
2

𝑑𝑧2
− 

2

𝑑𝑦2
− 

2

𝑑𝑥2
 

This convolution can be done faster by taking a Fourier transform and doing multiplication instead 

of convolution. The deconvolution also is done in Fourier domain by thresholding the inverse 

kernel in order to avoid dividing by zero (Biondetti, 2016): 

𝐹𝑇{∇−2} =  {
1

𝐹𝑇{∇2}
           𝐹𝑇{∇2} > 𝑡 

   𝑡                   𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒
    (1.32) 

Laplacian method tends to eliminate some background fields as explained in 1.5.2. 

1.5.1.2 ROMEO 

ROMEO is path-based unwrapping phase method developed for both spatial and temporal phase 

unwrapping (Dymerska, 2021). As all the path-based methods, ROMEO finds the most reliable 
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path connecting all the voxels together. This helps the procedure by elimination of noisy 

connections. ROMEO at first, defines a quality map which consists of three different weightings 

using magnitude and phase images: 

𝑊𝑖,𝑗,𝑡
𝜑,𝑆𝑝𝑎𝑡

= 1 − |
Ω (φi,t− φj,t)

𝜋
 |       (1.33) 

   𝑊𝑖,𝑗,𝑡
𝜑,𝑇𝑒𝑚𝑝

= max (0,1 − |Ω(φi,t−1 − φj,t−1) −  Ω(φi,t − φj,t) .
𝑇𝐸𝑡−1

𝑇𝐸𝑡
 |)        (1.34) 

𝑊𝑖,𝑗,𝑡
𝑀 =

min(𝑀𝑖,𝑡 ,𝑀𝑗,𝑡)

max(𝑀𝑖,𝑡 ,𝑀𝑗,𝑡)
      (1.35) 

Where Ω is wrapping operator, i and j are neighbour voxels at time t. M is the magnitude of voxels. 

The temporal weights can be calculated in case gradient echo sequence. In a situation that the 

sequence has just one echo time this term can be omitted. The calculated weights are then 

multiplied and final weights are in the range of [0, 1] with 1 as the most reliable and 0 as the worst 

connection. The algorithm converts the weights into integer values and then sorts the weights to 

increase efficiency (Edelkamp S, 2011, Goodrich MT, 2014). ROMEO starts from a seed voxel 

which has the best reliability and then begins unwrapping throughout its path: 

 

𝜃2,𝑡 = 𝜑2,𝑡 − 2𝜋. 𝑟𝑜𝑢𝑛𝑑 (
𝜑2,𝑡− 𝜃1,𝑡

2𝜋
)      (1.36) 

 where φ 2, t is the wrapped phase measured in voxel 2, θ 1, t is the phase in voxel 1, and θ 2, t is the 

unwrapped phase in voxel 2, all at a given time point t. Voxel 2 is subsequently marked as having 

been visited. New values are added to the queue, including the connections between voxel 2 and 

all of its neighbors not yet visited by the algorithm. When a new edge is drawn from the queue, a 

check is performed to see whether the voxels connected by the edge have both been visited: If they 

have, this edge is removed from the queue. The search for the minimal cost value and the 

unwrapping process are repeated iteratively until all voxels have been visited. ROMEO code is 

available in Julia language (Bezanson J, 2012). Path-based methods are used when accurate voxel 

values are necessary. Whereas Laplacian method causes some large variations across tissue 

(Robinson SD, 2017, Li W., 2011, Hsieh M‐C, 2016, Liu S, 2013). 
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In addition to spatial unwrapping, temporal unwrapping has to be done as well. Temporal 

unwrapping is straightforward and done by checking for continuity of phase during echo times and 

correct the jump. Note that by doing temporal phase unwrapping, another spatial phase unwrapping 

might be needed. In some cases, such as some clinical applications that the image is acquired in 

just one echo, temporal unwrapping is not needed. Figure 1.6 is an example of Laplacian and 

ROMEO on the brain. ROMEO does not provide accurate values at the edge whereas Laplacian is 

more accurate at the edges. 

    

Figure 1.6: Comparison of ROMEO and Laplacian. 

 

 

1.5.1.3 Field Fitting 

When the phase map is unwrapped, total field shift map can be obtained by equation (1.37) for 

single echo and equation (1.38) for multi echo sequence (Gilbert G, 2012): 

∆𝐵 = 
𝜑

𝛾𝐵0.𝑇𝐸
                  (1.37) 

𝑎𝑟𝑔𝑚𝑖𝑛∆𝐵||𝑊(𝜑 − 𝛾𝐵0. 𝑇𝐸. ∆𝐵)||
2
     (1.38) 

W is the weight for the reliable and unreliable phases which is usually the magnitude map. The 

minimization equation put emphasize on initial echoes and reliable phases to obtain the total field 
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shift map. The scale of total shift map is parts per million (ppm) or parts per billion (ppb) as it is 

relative to the B0.  

 

1.5.2 Background field removal 

Total field shift is summation of the external and local field shift: 

∆𝐵𝑡𝑜𝑡𝑎𝑙 = ∆𝐵𝑙𝑜𝑐𝑎𝑙 + ∆𝐵𝑒𝑥𝑡       (1.39) 

External field shift is caused by the inhomogeneity of the magnet field, air-tissue interface, 

chemical shift and imperfect coil shimming (Schenck, 1996). Local field shift is the component 

used for QSM and external field shift is not useful as it has no related information to susceptibility 

map. For filtering the external field shift out, several methods have been proposed. A widely used 

method is variable-radius sophisticated harmonic artifact reduction for phase data (V-SHARP)  

(BingWu, 2012) which is an extension SHARP method (Ferdinand Schweser A. D., 2011). 

SHARP uses symmetric spherical kernel 𝜌 to eliminate the background field. Since susceptibility 

sources of the external field is outside of the FOV the spherical mean value can be used: 

∆𝐵𝑒𝑥𝑡 =  𝜌 ∗ ∆𝐵𝑒𝑥𝑡      (1.40) 

Combining equation (1.39) and (1.40): 

(𝛿 − 𝜌) ∗ ∆𝐵𝑡𝑜𝑡𝑎𝑙 = ∆𝐵𝑙𝑜𝑐𝑎𝑙 − 𝜌 ∗ ∆𝐵𝑙𝑜𝑐𝑎𝑙 + ∆𝐵𝑒𝑥𝑡 − 𝜌 ∗ ∆𝐵𝑒𝑥𝑡 

∆𝐵𝑆 =( 𝛿 − 𝜌 )∗ ∆𝐵𝑡𝑜𝑡𝑎𝑙 

∆𝐵𝑆 = (𝛿 − 𝜌) ∗ ∆𝐵𝑙𝑜𝑐𝑎𝑙  ,     (1.41) 

SHARP defines a radius for 𝜌 then constructs ∆𝐵𝑆 by transforming convolution operation to 

multiplication in Fourier domain then by applying an inverse kernel (𝛿 − 𝜌)−1 to ∆𝐵𝑆 the local 

field shift map is yielded. In general a mask (M) is very common to define the region of interest 

(ROI). Therefore, the way that SHARP is done is shown: 

 

𝐾 =  𝐹{(𝛿 − 𝜌)} 
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∆𝐵𝑆 = 𝑀 𝐹
−1{ 𝐾 𝐹{∆𝐵𝑡𝑜𝑡𝑎𝑙}} 

     ∆𝐵𝑙𝑜𝑐𝑎𝑙 = 𝑀 𝐹
−1{𝐾−1 𝐹{∆𝐵𝑆}}       (1.42) 

F is Fourier transformation and F-1 is the inverse Fourier. The 𝜌 kernel plays an important role as 

in regions close to boundary, a large radius will result in erosion of the image while at the central 

regions a small radius will result in poor accuracy. V-SHARP leverage a variable 𝜌 kernel which 

is small close to boundary and large at center. The inverse convolution in V-SHARP is done by 

the largest kernel in Fourier domain. It should be noted that since the inverse convolution in Fourier 

domain is division, a threshold is needed to suppress division by zero. Another variant of SHARP 

is regularization enabled SHARP (RESHARP) which tries to obtain accurate result close to 

boundary by a regularization parameter (Sun H, 2014). SHARP suffers from lack of information 

at boundary of ROI. RESHARP leverages the fact that most of at boundary contribution is from 

air-tissue interface which is an order of magnitude greater of inter-tissue susceptibility difference. 

Thus, the magnitude of local field at the boundary should be minimized and problem is a 

constrained minimization problem: 

𝑎𝑟𝑔𝑚𝑖𝑛𝐵𝑙𝑜𝑐𝑎𝑙 (||∆𝐵𝑆 −  𝑀 𝐹
−1{𝐾 𝐹{∆𝐵𝑙𝑜𝑐𝑎𝑙}}||

2

2

+ 𝜆 ||∆𝐵𝑙𝑜𝑐𝑎𝑙||2
2
 )   (1.43) 

The 𝜆 is regularization parameter. Concept of RESHARP is making a compromise between the 

first term (fidelity term) and the assumption of having minimal local field. First term used to satisfy 

SHARP condition and second term is an additional Tikhonov regularization. 

Laplacian boundary value (LBV) is another background field removal method widely used in QSM 

(Dong Zhou, 2014). LBV takes the advantage of having a null Laplacian value for external field: 

∇2𝐵𝑡𝑜𝑡𝑎𝑙 = ∇
2𝐵𝑙𝑜𝑐𝑎𝑙 + ∇

2𝐵𝑒𝑥𝑡 

∇2𝐵𝑡𝑜𝑡𝑎𝑙 = ∇
2𝐵𝑙𝑜𝑐𝑎𝑙        (1.44) 

 

Equation (1.44) leads to a Poisson equation that needs boundary value information. Similar to 

RESHARP, LBV assumes the field shift at boundary is coming from external sources as a result 

the local field value is zero at the boundary: 
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∆𝐵𝑙𝑜𝑐𝑎𝑙|𝜕𝑀 = 0      (1.45) 

Now the problem has a solution. But the assumption no field at boundary in some cases might be 

violated as the method is iterating. 

Background field originating from external sources are orthogonal to the local field which has 

sources inside ROI (De Rochefort L L. T., 2010). Projection onto dipole field (PDF) is a method 

leveraging the fact (Duyn JH, 2007). PDF decomposes the field inside ROI into two orthogonal 

components and searches for an external susceptibility map distribution that can fit the orthogonal 

component inside: 

𝜒𝑒𝑥𝑡 =  𝑎𝑟𝑔𝑚𝑖𝑛𝜒‖𝑀𝑊 (∆𝐵𝑡𝑜𝑡𝑎𝑙 − (1 −𝑀) .  𝐹
−1{𝐷 .  𝐹{𝜒}}‖

2

2
    (1.46) 

D is the unit dipole kernel in Fourier domain and W is the weighting matrix and (1-M) is external 

mask. Equation (1.46) is looking for a susceptibility map outside ROI which yields similar field 

shift map inside ROI. When the method converges and the desired external susceptibility map is 

yielded, the local field shift map can be simply derived by subtracting background field from total 

field: 

∆𝐵𝑙𝑜𝑐𝑎𝑙 =  𝑀(∆𝐵𝑡𝑜𝑡𝑎𝑙 − 𝐹
−1{𝐷 . 𝐹{𝜒𝑒𝑥𝑡}})      (1.47) 

Advantage of PDF is not having any boundary related assumption and condition. As a result, there 

is no artifacts at boundary which will propagate into ROI. The external distribution yielded from 

PDF may not exist in reality as it raises from the assumption that external sources must create such 

background map. However, PDF cannot remove the artifacts that are not originated from an 

external susceptibility source such as an imperfect coil shimming which results in inhomogeneous 

B0 field. 

The background field is an order of magnitude greater than the local field shift and varies slowly. 

In other words, the background field consists of low spatial frequency components therefore, it is 

prevalent to use a high pass filter to suppress the low frequency component of the total field 

(Haacke EM, 2009; AH Wilman, 2011). This helps the non-linear methods to also remove further 

background field but it also removes the low frequency component of local field. 

In figure 1.7 different background removal methods has been applied to a subject and result can 

be compared. RESHARP and VSHARP both seemed to perform better further away from the edges 
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of the brain. However, due to the kernel size, RESHARP did not produce results at the brain edges 

(due to erosions) while VSHARP provided inaccurate local field values at the boundaries of the 

brain. PDF provided local field maps that appeared to have least artifact by visual inspection, 

though some residual background fields were still present at the brain edges which could not be 

removed by mask erosion (Karsa, 2018). 

 

 

Figure 1.7: Different background removal methods has been applied to a subject. 

 

1.5.3 Dipole Inversion 

Previously the relation between susceptibility sources distribution and resulting field shift were 

discussed. Equation (1.27) exhibits the relation and equation (1.28) shows the effect of unit dipole 

on the surrounding magnetic field. For simplicity, the dipole effect kernel (equation (1.28)) is 

calculated in k-space: 

𝐷(𝑲) =
1

3
− 

𝐾𝑧
2

𝐾𝑥
2+𝐾𝑦

2+𝐾𝑧
2       (1.48) 

The kernel has singularities at angle of 54.7 ͦ which is called magic angle where D(K) = 0. It makes 

the problem of finding susceptibility distribution given the field shift, an ill-posed problem. As a 

result, the local susceptibility distribution cannot be calculated directly (𝜒𝑙𝑜𝑐𝑎𝑙 =  𝐹{∆𝐵𝑙𝑜𝑐𝑎𝑙} /

 𝐷(𝑲)). To solve the problem several methods have been proposed 
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1.5.3.1 Truncated K-space Division (TKD) 

A simple approach to the problem can be using a threshold (t) to truncate the kernel and avoid 

dividing by zeros: 

 𝐷𝑡(𝑲) =   {
𝐷(𝑲)      |𝐷(𝑲)| > 𝑡 

𝑡               |𝐷(𝑲)| < 𝑡 
                                      (1.49) 

The truncated kernel can be used to derive the susceptibility map: 

𝜒 =
∆𝐵𝑙𝑜𝑐𝑎𝑙

𝐷𝑡(𝑲)
         (1.50) 

The method can avoid noise amplification made by regular dipole kernel but it underestimates the 

susceptibility values in some regions in addition, it comes with some striking artifacts (Schweser 

F D. A., 2013). Some methods have developed the idea of truncated kernel division.  

 

1.5.3.2 Image Space Regularization Based Methods 

The image space regularization based methods are a category of dipole inversion methods that all 

consists of two main components: (1) a fidelity term which ensures the consistency of the resulted 

susceptibility map with the local field shift map (2) a regularization term that tries to minimize 

effects of noise and incorporate additional information. There is a regularization coefficient that 

establishes a balance between the two terms. Therefore, the general minimization function for this 

category is: 

𝑎𝑟𝑔𝑚𝑖𝑛𝜒 ‖𝑊 (∆𝐵𝑙𝑜𝑐𝑎𝑙 − (𝑑 ∗  𝜒))‖2
2
+  𝑟𝑒𝑔(𝜒)      (1.51) 

Morphology enabled dipole inversion (MEDI), Tikhonov regularization and total variation (TV) 

are the popular examples of this category which are explained below:  

(i)  Morphology Enabled Dipole Inversion (MEDI) 
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MEDI first developed by (Jing Liu, 2012). It introduces a new concept for regularization: the 

susceptibility map is related to the magnitude image in regions with high signal to noise ratio 

(SNR). As a result, in those regions susceptibility map should be smooth and not contain artifact:  

𝑎𝑟𝑔𝑚𝑖𝑛𝜒 ‖𝑀 𝑊 (∆𝐵𝑙𝑜𝑐𝑎𝑙 − (𝑑 ∗  𝜒))‖2
2
+ 𝜆 ‖𝑀𝐺𝑊𝐺 ∇𝜒‖1    (1.52) 

M and W are binary mask and weight matrix respectively in ROI. MG and WG are binary mask 

and weight matrix for regions with small gradients in magnitude image, respectively. The 

regularization term is implicitly making the alignment between the susceptibility and magnitude 

map. 

(ii) Tikhonov Regularization 

Tikhonov regularization is another image space regularization base method that accounts for 

overfitting of susceptibility values (Ludovic de Rochefort, 2010). The susceptibility values are 

expected to be small in brain but just relying on fidelity term may result in large values. As a result, 

Tikhonov regularization introduces a L2 norm of susceptibility values which prevents the 

susceptibility map from having abnormal large values: 

𝑎𝑟𝑔𝑚𝑖𝑛𝜒 ‖𝑀 𝑊 (∆𝐵𝑙𝑜𝑐𝑎𝑙 − (𝑑 ∗  𝜒))‖2
2
+  𝛼 ‖𝑀 .  𝜒‖2

2    (1.53) 

Equations (1.53) can be implemented using conjugate gradient method which converge to a 

solution by iteration. 

(iii) Total Variation Regularization (TV) 

Total variation (TV) is a generalized version of MEDI as it assumes the susceptibility map is piece-

wise constant everywhere in ROI (Bilgic B, 2012). Whereas MEDI has the same assumption but 

in regions with low magnitude changes (gradient): 

𝑎𝑟𝑔𝑚𝑖𝑛𝜒 ‖𝑀 𝑊 (∆𝐵𝑙𝑜𝑐𝑎𝑙 − (𝑑 ∗  𝜒))‖2
2
+ 𝜆 ‖ ∇𝜒‖1    (1.54) 

The gradient regularization makes TV to generate a piece-wise uniform map which is easy to 

understand. An issue for the method is that even an ROI is unlikely to have uniform distribution 

across. Therefore, the result might not be very realistic. 
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All in all, image space regularization methods are better options in terms of visualization and they 

have less variability than TKD methods. But TKD can be easily implemented and is faster than 

regularization methods. Figure 1.8 is a comparison of a TKD and an image space regularization 

method, TV. There are less noise is associated with TV and more variations with TKD. In addition, 

some striking artifacts exist in TKD processed map which are mitigated or fully eliminated in 

corresponding TV maps (Sun, 2015). 

 

Figure 1.8: Different susceptibility inversion methods applied on local field shift map. Top row is multiple 

axial slices undergone TKD method. The bottom row is the same corresponding axial slices but were result 

of TV. 

 

 

Overall figure 1.9 shows the pipeline for QSM; the phase image is unwrapped then using the mask 

extracted from magnitude image, background field is removed. At the end, the susceptibility map 

will be derived from local field shift by solving the inverse problem, equation (1.51), (Woojin 

Jung, 2020). 
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Figure 1.9: QSM general pipeline: the phase map is unwrapped and a mask is derived from magnitude 

image in parallel. Then background field is removed and final susceptibility map is obtained. 

 

 

1.6 Quantitative R2’ Measurement 

The MR signal acquired at each echo time consists of a magnitude and a phase component. For R2 

and R2* measurement, the focus is on the magnitude component (M). Magnitude during signal 

acquisition experiences different relaxation processes which are called spin-spin and spin-lattice 

relaxation. The first is known as R2 and the second is known as R1 relaxation. The transverse 

signal’s magnitude is affected by R2 and some dephasing factors with relaxation rate of R2’: 

𝑅2∗ = 𝑅2′ + 𝑅2       (1.55) 

Where R2 and R2
’ are the irreversible and reversible components of R2

*. An R2
* image is acquired 

using a MEGE sequence in order to capture all the factors dephasing the spins. To produce an R2
* 

map, air-tissue background fields may be corrected first (Fernandez, 2000; Du YP, 2009) followed 
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by mono-exponential fitting to the magnitude image with respect to echo times (Pei, 2015). R2
* 

can be affected by diffusion and anisotropic sources including myelin fibers, and may be multi-

component in white matter (Dyun, 2017; S. Wharton, 2012; Sati P, 2013). 

Example brain images of all three transverse relaxation rates will be shown in the next section. 

The magnitude component decay depends on these two relaxation rates as shown in figure 1.10. 

R2 is an intrinsic feature of a tissue while R2
* depends on additional environmental factors such as 

magnetic field inhomogeneity, imperfect shimming, air-tissue interfaces, susceptibility values, etc.  

R2 is also called the transverse relaxation rate and is the result of random interactions at the atomic 

and molecular levels. Transverse relaxation is primarily related to the intrinsic field caused by 

adjacent protons (spins) and hence is called spin-spin relaxation. Transverse relaxation causes 

irreversible dephasing of the transverse magnetization because the processes are dynamic and 

irreversible. Note the additional dephasing in R2
*, arising from R2

’ can be eliminated by using a 

180° refocusing pulse, as in a spin-echo sequence. Hence, in a spin-echo sequence, only the “true” 

T2 relaxation is seen, ideally (Chavhan, 2009). However, the R2  measurement in-vivo comes with 

many difficulties including coping with relatively long inter-echo spacings of many ms (e.g. 10 

ms) that give rise to an apparent R2 that is affected by diffusion. Other difficulties are the problem 

of inaccurate refocusing pulses due to both B1+ field inhomogeneities and slice profile effects 

(J.T. Vaughan, 2001; David L. Thomas, 2005; Haiying Liu, 2002; Ke Li, 2014; Khader M. Hasan, 

2009). Typically, R2 is measured in-vivo with a multiple echo spin echo (MESE) sequence. 

Additional difficulties include the long acquisition time for MESE sequences. Alternatives for 

speeding up R2 acquisitions include the sharing of echoes, by using multiple echo times towards 

each image or using methods such as compress sensing and machine learning to help 

reconstructing the image (Liu F, 2021; Lustig M, 2007; McPhee KC, 2017; Snyder J, 2021). 
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Figure 1.10: T2 and T2* Decay rates of magnitude component 

 

After subtracting R2 from R2
*, R2

’ is yielded. R2’ is referred to as the reversible part of dephasing 

and can be related directly to field inhomogeneity: 

𝑅2
′ =   𝛾 Δ𝐵𝑖𝑛ℎ𝑜𝑚       (1.56) 

ΔBinhom is the magnetic field inhomogeneity across a voxel. Some studies have shown that R2
’  

strongly correlates to brain iron concentrations in normal volunteers, and has higher iron-related 

specificity and smaller iron-independent component (Qin, 2011) (Ordidge RJ G. J., 1994) (Gelman 

N, 1999) (Brass SD, 2006) . For this reason, R2
’ is used to quantify iron levels in patients with 

Parkinson and Alzheimer Disease (AD) (Qin, 2011). The reason that R2 and R2
* are not as ideal 

for the purpose of iron quantification is they contain iron independent components as well. R2
* 

suffers from coexisting water content which can lead to increased R2
* values (Yan F, 2018). R2

* 

images are more sensitive to microscopic inhomogeneities of the magnetic field reflecting iron 

deposition than R2 images (Lehéricy S, 2020). R2 also suffers from the effects of water content 

changes and iron changes which may be difficult to distinguish (Chen Y, 2018). Therefore, all the 

transverse relaxation methods do not reflect just iron content effects. In functional MRI (fMRI), 

separate measurement of R2 and R2
’ has been recognized as an approach to distinguish BOLD 
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responses in parenchyma from responses in large draining veins (Yablonskiy DA H. E., 1994). 

Also, the blood R2 values can be useful to measure tissue oxygen extraction fractions while the 

changes in R2
’ are approximately linearly related to the changes in blood oxygenation level (Ogawa 

S, 1993)  

 

1.7 Susceptibility Separation Techniques 

In recent years, the novel idea of separating susceptibility sources into paramagnetic and 

diamagnetic parts has flourished. Conventional QSM methods were not capable of separating 

susceptibility sources in each voxel because they yield only a net map. Separation methods can 

show the extent of paramagnetic and diamagnetic sources voxel-wise (Emmerich J 2021; Shin HG 

2021). Figure 1.11 shows how conventional QSM and novel separation methods deal with a mix 

of sources in the voxel. 

 

Figure 1.11: (A) The conventional QSM methods only reconstructs the net amount of susceptibility existing 

in a voxel. (B) Separation methods can distinguish the underlying paramagnetic and diamagnetic 

susceptibility sources in a voxel  

 

This separation ability becomes critical when we are not sure about the underlying cause of a 

change in the voxel net susceptibility. For instance, an increase in net susceptibility could be made 

by either iron deposition or demyelination. Separation methods can determine the cause by 

+ = 

≡ 
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independently showing an increase in paramagnetic component (iron deposition) or a decrease in 

diamagnetic component (demyelination).  

Among the separation methods, utilizing information in R2
’ map is common. Usually it is assumed 

that R2
’ map is perfectly made by susceptibility sources. Then the R2

’ map will be directly related 

to susceptibility components in a voxel by a coefficient. Paramagnetic and diamagnetic sources 

coexisting in a voxel that are spherical add linearly to the relaxation if conditions of the static 

dephasing regime are not violated (Julian Emmerich P. B., 2020). 

Julian Emmerich assumes the extra information needed to separate susceptibility sources can be 

extracted from an R2
* map (Julian Emmerich P. B., 2021): 

𝑅2,𝑡𝑜𝑡
∗ =

1

𝑇2,0
+

1

𝑇2,𝑒𝑥𝑡
∗ + ∆𝑅2

∗     (1.57) 

In this model, the different contributions are considered to be mono exponential themselves. T2,0 

is the intrinsic transverse relaxation time of the sample without the influence of any voxel 

substructure. Effects by unknown sample substructure that are not covered by the used model of 

spherical perturbers and external field inhomogeneities are included in the term T2,ext
∗  (Lukas R. 

Buschle, 2015). The influence of randomly distributed spherical objects on the relaxation rate is 

described by the term ∆R2
∗  (Julian Emmerich P. B., 2021). The expressions describing the 

relaxation effects are linear in the susceptibility term: 

∆𝑅2
∗ =

2 𝜋

9 √3
 𝛾 . 𝜂. 𝜒. 𝐵0      (1.58) 

 𝛾 is the gyromagnetic ratio and 𝜂 is the volume fraction. It was experimentally shown that in the 

presence of two coexisting susceptibility sources in the static dephasing regime (SDR) (Julian 

Emmerich P. B., 2020), the overall change in relaxation rate ∆R2
∗  can be written as:  

∆𝑅2
∗ =

2 𝜋

9 √3
 𝛾 (𝜂𝑛𝑒𝑔 | 𝜒𝑛𝑒𝑔 |+ 𝜂𝑝𝑜𝑠 |𝜒𝑝𝑜𝑠|)  𝐵0    (1.59) 

Where 𝜂𝑛𝑒𝑔 and 𝜂𝑝𝑜𝑠 are diamagnetic and paramagnetic sources fraction respectively. 𝜒𝑛𝑒𝑔 and 

𝜒𝑝𝑜𝑠 are the diamagnetic and paramagnetic susceptibility sources respectively. As a consequence, 

the relaxation rate ∆𝑅2
∗ is linear in both susceptibility arguments in the static dephasing regime and 
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relaxation effects add up linearly in an experimental setting if particles with different 

susceptibilities are present within the same volume. This holds only true for small volume fractions 

and in the absence of diffusion effects. Furthermore, it is assumed, that the size of the susceptibility 

sources is small compared to the length scale provided by the voxel size. This assumption causes, 

that blooming effects in relaxation rate mapping can be neglected. 

Another method so-called 𝜒 separation (Shin HG 2021) assumes the R2' relaxation originates 

primarily from magnetic susceptibility sources when ignoring chemical exchange and chemical 

shift effects. In the static dephasing regime, which postulates low diffusivity and low susceptibility 

source concentration, the decay of a voxel signal can be modeled as follows (Yablonskiy DA H. 

E., 1994): 

  𝑅2
′ = 𝐷𝑟  (|𝜒𝑝𝑜𝑠| + |𝜒𝑛𝑒𝑔|)       (1.60) 

Where Dr is a relaxometric constant between R2' and susceptibility. This equation suggests that R2' 

is linearly proportional to the concentration of susceptibility sources regardless of the sign of them. 

The relaxometric constant can be estimated by the ratio of R2' to absolute susceptibility. Figure 

1.12 provides an intuitive depiction of how paramagnetic and diamagnetic sources contribute to 

the R2
’ relaxation. 

 

 

Figure 1.12: Effects of paramagnetic and diamagnetic susceptibility sources on relaxation decay. Both 

components contribute equally to the decay rate 
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Equation (1.60) can be extended to account for negative and positive values, separately: 

 𝑅2
′ = ( 𝐷𝑟,𝑝𝑜𝑠 |𝜒𝑝𝑜𝑠| +  𝐷𝑟,𝑛𝑒𝑔 |𝜒𝑛𝑒𝑔|)          (1.61)  

𝐷𝑟,𝑝𝑜𝑠 and 𝐷𝑟,𝑛𝑒𝑔 are the relaxometric coefficient for paramagnetic and diamagnetic components, 

respectively. Note that this model assumes susceptibility is the primary source for frequency shift 

and R2', while ignoring susceptibility anisotropy effects (J. Lee, 2010) or water 

compartmentalization (S. Wharton, 2015, 2012). By this definition of susceptibility sources, the 

equation for susceptibility sources magnetic field in a voxel can be rewritten: 

  Δ𝐵𝑙𝑜𝑐𝑎𝑙 = 𝐷𝑓 ∗ (𝜒𝑝𝑜𝑠 + 𝜒𝑛𝑒𝑔)      (1.62) 

Combining equations (1.61) and (1.62) yields a loss function to be minimized: 

         𝑎𝑟𝑔𝑚𝑖𝑛𝜒𝑝𝑜𝑠 ,𝜒𝑛𝑒𝑔  ‖ Δ𝐵𝑙𝑜𝑐𝑎𝑙 − 𝐷𝑓 ∗ (𝜒𝑝𝑜𝑠 + 𝜒𝑛𝑒𝑔) + 𝑖2π (R2
′ − (  𝐷𝑟,𝑝𝑜𝑠 |𝜒𝑝𝑜𝑠| +  𝐷𝑟,𝑛𝑒𝑔  |𝜒𝑛𝑒𝑔| ))‖

2

2

 (1.63) 

Equation (1.63) is solved iteratively using a conjugate gradient descent algorithm. The method 

needs an initial map to develop. Such map can be obtained as follow:  

  {
𝜒𝑐𝑜𝑛𝑣𝑒𝑛𝑡𝑖𝑜𝑛𝑎𝑙 = |𝜒𝑝𝑜𝑠| − |𝜒𝑛𝑒𝑔|

𝑅2
′ = ( 𝐷𝑟,𝑝𝑜𝑠 |𝜒𝑝𝑜𝑠| +  𝐷𝑟,𝑛𝑒𝑔 |𝜒𝑛𝑒𝑔|)

    (1.64) 

𝜒𝑐𝑜𝑛𝑣𝑒𝑛𝑡𝑖𝑜𝑛𝑎𝑙 is the susceptibility map obtained by conventional QSM pipeline. Equation (1.64) is 

subjected to restraints for positive and negative susceptibility sources as 𝜒𝑝𝑜𝑠 ≥ 0 and 𝜒𝑛𝑒𝑔 ≤

0. The conjugate gradient solver builds on the initial map in every iteration. 

 

Figure 1.13 is an example of the method established by (Shin HG 2021). The changes between 

conventional QSM and total susceptibility derived from separation method is subtle. The 

paramagnetic and diamagnetic maps are consistent. For better visualization different relaxation 

maps (R2, R2
’, R2

*) are depicted as well. 
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Figure 1.13: Resulting susceptibility maps of the Shin susceptibility separation method as well as 

relaxation maps.  
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1.8 Motivation for the Thesis 

 

MRI is widely used but the signal is dependent on many factors. An area of intense focus is to 

make MRI both more quantitative and more specific to tissue properties. Quantitative measures 

might include volume measures or relaxation times T2 and T1. However, these measures generally 

lack specificity to only a particular tissue change (Stanisz GJ, 2005; Helen M, 2013; Ziemssen T, 

2016). For example, in multiple sclerosis a long T2 time might indicate demyelination, 

inflammation or iron loss, amongst other possibilities (Lehéricy S, 2020).  Recent methods such 

as QSM have provided a route to access more fundamental tissue properties (Elkady AM, 2018; 

Schweser F, 2021).  However, in brain, the susceptibility is highly affected by diamagnetic myelin 

and paramagnetic iron (Schweser F, 2021 ;Liu C, 2015).  In 2021, very promising methods to 

further specify the susceptibility source by performing susceptibility separation have been 

introduced, but these methods have not been tested for reliability, nor examined in detail. For any 

measure to be practical in clinical studies it must be reliable (Emmerich J 2021; Shin HG 

2021).  Thus, the focus of this thesis is examining parameter choices in susceptibility separation 

and testing its reliability in brain using healthy volunteers.  If these methods can be proven reliable, 

they would open the door to quantifying myelin and iron changes in the brain that would be 

valuable for following many neurodegenerative diseases, including multiple sclerosis. 
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2 Repeatability of Susceptibility Separation 

in Brain 

 

2.1 Introduction 

Quantitative Susceptibility mapping (QSM) provides a means to estimate magnetic susceptibility 

from gradient echo phase images (Haacke EM M. S., 2009; Haacke EM X. Y., 2004; Schafer A, 

2009). Magnetic susceptibility sources inside and outside of the brain may affect the magnetic 

field of each voxel which is measured using phase evolution (Rauscher A S. J., 2005; Shmueli K, 

2009; Bilgic B P. A., 2012). The typical reconstruction process involves unwrapping the phase 

images then removing background field contributions and then dipole inversion (Li W A. A., 2014; 

Liu S, 2013; Rauscher A B. M., 2008; Özbay PS, 2017; Sun H, 2014; Ferdinand Schweser A. D., 

2013; Jing Liu, 2012). The field of QSM has evolved rapidly from pure research to clinical studies, 

with susceptibility providing unique insight due to its sensitivity to sources such as calcium, iron 

and myelin (Elkady AM, 2018; Bilgic B P. A., 2012; Yao B, 2009; Liu T E.-W. S., 2013). 

However, a remaining problem with QSM is the lack of tissue specificity to signal change (Wang 

Y, 2015; Schweser F D. A., 2016). 

Two major susceptibility sources in brain are paramagnetic iron and diamagnetic myelin (Qin, 

2011; Carsten Stüber, 2014; Yan F, 2018). Iron can be found throughout the brain, as iron is widely 

used for brain function both for oxygen transport via heme iron and non-heme iron uses such as 

neurotransmitter and myelin synthesis (Williams R, 2012). In the basal ganglia, an area of deep 

grey matter (DGM), the non-heme iron levels are particularly high, while in white matter (WM) 

myelin levels are higher than grey matter. Each macroscopic voxel is likely to contain a mix of 

myelin and iron contributions to susceptibility. However, due to their opposing magnetic 

susceptibility, the two may cancel out phase contrast and thus conventional QSM approaches are 

not able to separate nor quantify the levels of iron and myelin in the voxel (Lee H, 2021; Lambrecht 

V, 2020; Shin HG, 2021). In some areas of overwhelming high iron, like the basal ganglia, it may 

be possible to ignore the myelin contributions and assign QSM changes directly to iron, but more 

generally across the brain the lack of discrimination between iron and myelin changes is 
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problematic.  This is particularly true of diseases like multiple sclerosis (MS) which can have both 

demyelination and iron accumulation (Deh K, 2018; Granziera C & Group, 2021; Wisnieff C R. 

S., 2015).  Loss of myelin and gain of iron would both introduce a similar direction of change in 

susceptibility.  

Hence, methods to separate myelin and iron become important as they can provide a route to a 

more accurate understanding of tissue changes. For example, separation methods could enable 

better understanding of tissue damage and recovery. Focusing again on MS, accurate maps of 

demyelination might be possible, if one could separate iron and myelin contributions (Eskreis-

Winkler S, 2015). Current alternatives to achieve myelin-specific contrast are either time-

consuming like myelin water imaging (A. Mackay, 1994), or lack full specificity like 

magnetization transfer contrast or diffusion (Van Obberghen E, 2018; Welker KM, 2012).  

One solution to improving the specificity of QSM is to pair its analysis with that of the effective 

transverse relaxation rate (R2
*). Fortuitously, QSM is often, though not always, performed with a 

multiple echo gradient echo sequence which enables dual analysis of R2
* and QSM. Several 

methods have been developed to distinguish iron and myelin in a voxel using both R2
* and QSM 

(Samir D. Sharma, 2017; Jafari R, 2021; Zhang Y, 2019; Chen J, 2021). Fortuitously, the 

coexistence of iron and myelin in a voxel may affect the acquired signal decay in a different way 

than it affects the phase evolution. More specifically, magnitude signal dephasing may arise from 

either paramagnetic or diamagnetic sources, while phase evolution (field changes) will have 

opposing directions for para and diamagnetic components (Qin, 2011). Since myelin and iron 

accumulation are both additive for R2
* yet opposing for QSM, it becomes possible to distinguish 

directions of change by examining both methods simultaneously. Schweser et. al. for the first time 

combined QSM and R2
* to delineate iron accumulation and demyelination (F. Schweser, 2012). 

Elkady examined R2
* and QSM changes to try to distinguish myelin or iron, though only iron 

measures seemed robust in DGM (Elkady AM, 2018; 2017).  

These early methods of susceptibility separation still had a large confound of water content 

changes. For example, R2
* might drastically increase due to inflammation adding water content, 

while QSM might not be much affected by water changes.  The use of the reversible relaxation 

component of R2
*, that is R2

’, provides a solution to limit water content confounds and is 

independent from the irreversible tissue relaxation rate R2 (Paling D, 2012; Weiskopf N., 2013). 
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Despite the fact that artifacts related to field inhomogeneity affect the specificity of R2
’ in detecting 

iron, these data suggest that R2
’ may be a more specific measure of brain iron content than R2 or 

R2* (Neema M, 2007). Lee et al. introduced a separation method which builds on QSM and R2
’ in 

order to separate para- and diamagnetic susceptibility sources (J Lee, 2017). The idea was further 

developed by Shin et al. and Emmerich et al, with both groups utilizing three measures: QSM, R2* 

and R2, hence adding an additional sequence to measure R2, as well as the MEGE sequence for 

R2* and QSM (Emmerich J, 2021; Shin HG, 2021). A QSM pipeline has resulted (Shin HG, 2021).  

Currently, the use of both R2
’ and QSM seems the most promising method for susceptibility 

separation into dia- and paramagnetic parts with both Shin and Emmerich using similar 

approaches, although with different definitions of relaxation components (Shin HG, 2021; 

Emmerich J, 2021).  In these papers this separation method had been demonstrated in simulations, 

phantoms and healthy subjects as well as being applied to MS patients, demonstrating clear ability 

to separate diamagnetic and paramagnetic components. However, the repeatability of the method 

remains unknown. Particularly for following changes in an individual, the reliability of the method 

becomes essential. This work examines reliability of this most promising separation method. We 

examine the repeatability in brain of the susceptibility separation method introduced by (Shin HG, 

2021; Emmerich J, 2021) and its sensitivity to parameter choices, in comparison to conventional 

QSM utilizing 24 subjects scanned twice at the same location. 

 

2.2 Methods 

2.2.1 Data Acquisition 

The separation method was tested on 24 healthy subjects (age range of 20 to 49 yrs) who received 

two scans at the same site (Peter S. Allen MR Research Centre, University of Alberta) on the same 

system (3T Prisma, Siemens). The mean time between imaging exams was 15 days. Each subject 

gave written informed consent prior to imaging. The sequence for susceptibility and R2* images 

was a 3D multi-echo gradient echo with TE1=3.8ms, ∆TE= 5.5ms, 6 echoes, TR=37ms, flip 

angle=13ͦ, slice thickness of 1.7mm with 88 slices, in-plane resolution of 0.94×0.94 mm2. The 

protocol for R2 images was a dual echo 2D turbo spin echo TE1=10ms, TE2=93ms, TR=4000ms, 

nominal refocusing flip angle 150ͦ, slice thickness of 3.5 mm with 41 slices and in-plane resolution 

0.9×0.9 mm2. The acquisition times were 5:30 mins and 2:02 mins respectively.  Whole brain B1+ 
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maps were acquired using a dedicated Bloch-Siegert B1+ mapping sequence (turbo-flash base), 

axial-oblique, 1.3x1.3x3 mm3, 40 slices, FOV 240x240 mm2 in 39 sec. The exam also included a 

3D T1-weighted MPRAGE scan for segmentation. 

 

2.2.2 Post Processing and Registration 

For the separation method, the result of conventional QSM is needed as starting point. Also for R2
’ 

both the R2
* and R2 maps are needed. For the conventional QSM, a mask was generated from 

MEGE magnitude images via FSL's brain extraction tool (Smith, 2002) .The phase images were 

unwrapped using the Laplacian approach (Bagher-Ebadian, 2008). Then variable-radius 

sophisticated harmonic artifact reduction for phase (V-SHARP) (Li W W. B., 2011) with 

maximum kernel radius of 9mm was used for background removal and MEDI (Jing Liu, 2012) for 

susceptibility mapping. The R2* maps were derived using mono-exponential fitting of magnitude 

images using all 6 echo times (Pei, 2015). Prior to fitting, R2* maps used a linear field correction 

to the MEGE magnitudes to remove some of the nonlocal components (Sedlacik, 2014). The R2 

maps were generated by modeling the pulse sequence using Bloch equations to account for 

stimulated echoes and then dictionary fitting (McPhee KC, 2017).  

For image registration of scans for each individual, all images from the scan and rescan were 

rigidly registered to the T1-weighted image of the first scan using FSL (Jenkinson M, 2002). The 

multiple gradient echo sequence used the third echo while the dual echo turbo spin echo used the 

T2-weighted echo for registration. This yielded the transformation matrices for each subject that 

were used to transform QSM, R2*, and R2 maps into T1 space of the first scan, providing all maps 

in a single T1 space.  Regions-of interest (ROI) were measured included globus pallidus (GP), 

putamen, caudate and thalamus in DGM and posterior internal capsule (PIC), body of corpus 

callosum (BCC) and optic radiation (OR) in WM. Segmentations were done automatically in the 

same T1 space for regions of interest in DGM using volBrain, (Manjón JV, 2016), while WM 

segmentations used Johns Hopkins WM Atlas, (Oishi K, 2008). Segmentation masks in DGM 

were eroded by one voxel in all the directions in order to avoid any error coming from the edges 

of ROIs. When all the maps were registered, R2
’ was calculated by subtraction of R2 from R2

*. In 

some voxels due to noise or artifact, R2
* might be less than R2. In these cases, voxels with negative 
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R2
’ values were forced to zero. Negative R2

’ values were common at the edges of brain while rare 

in other parts. 

To register all individual data onto a group template, all results were transformed to MNI space 

using FSL package. The T1-weighted images of the first scan for each subject were processed 

using modified fsl_anat script (using 1mm MNI template instead of default 2mm), which provided 

transformation matrices used to transform all the maps from T1 into MNI space. 

 

2.2.3 Susceptibility Separation Model 

The susceptibility separation model used the following that was introduced in (Shin et al 2021), 

and is similar to that introduced by Emmerich et al. to enable paramagnetic and diamagnetic 

susceptibility sources images utilizing both QSM and the information in R2’: 

𝑅2
′ = 𝑅2

∗ − 𝑅2              (2.1) 

R2* is the effective transverse decay rate of the signal when all the dephasing causes are summed 

up. R2 is an irreversible portion of the decay which can be measured by RF refocusing of the 

reversible R2’ portion.  Thus R2’ is calculated indirectly via the above subtraction equation. 

Considering a spherical source with a constant magnetic susceptibility, in the case of a static 

dephasing regime, diffusion effects can be ignored, and the dephasing rate is linearly related to the 

susceptibility source (Julian Emmerich P. B., 2020). In general, this can be extended to coexisting 

para and diamagnetic sources: 

𝑅2
′ = ( 𝐷𝑟,𝑝𝑜𝑠 |𝜒𝑝𝑜𝑠| +  𝐷𝑟,𝑛𝑒𝑔 |𝜒𝑛𝑒𝑔|)       (2.2) 

      

𝐷𝑟,𝑝𝑜𝑠 and 𝐷𝑟,𝑛𝑒𝑔 are the relaxometric coefficients for paramagnetic and diamagnetic components, 

respectively, which are multiplied by the absolute value of the negative and positive susceptibility 

components 𝜒𝑛𝑒𝑔 and  𝜒𝑝𝑜𝑠. As introduced in (Shin HG 2021), the loss function that the method 

is trying to minimize is: 

𝑎𝑟𝑔𝑚𝑖𝑛𝜒𝑝𝑜𝑠, 𝜒𝑛𝑒𝑔 ‖𝑊𝑟 · {𝑅2′ − (𝐷𝑟,𝑝𝑜𝑠
̅̅ ̅̅ ̅̅ ̅̅  · |𝜒𝑝𝑜𝑠| + 𝐷𝑟,𝑛𝑒𝑔̅̅ ̅̅ ̅̅ ̅̅ · |𝜒𝑛𝑒𝑔|)}   + 𝑖2𝜋 · 𝑊𝑓 ·

{𝑓 − 𝐷𝑓 ∗ (𝜒𝑝𝑜𝑠 + 𝜒𝑛𝑒𝑔)}‖2
2
+ 𝑟𝑒𝑔(𝜒𝑝𝑜𝑠, 𝜒𝑛𝑒𝑔)                       (2.3) 
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Where f and Df are the local field shift after background field removal and magnetic dipole kernel, 

respectively.  For in-vivo experiments 𝐷𝑟,𝑝𝑜𝑠̅̅ ̅̅ ̅̅ ̅̅ =  𝐷𝑟,𝑛𝑒𝑔̅̅ ̅̅ ̅̅ ̅̅ . An implicit constraint for positive and 

negative components is that they must retain their sign and cannot have values more or less than 

zero, respectively. The relaxometric coefficients are assumed to be spatially invariant. Wr and Wf 

are weightings for the R2’ and local field shift terms, respectively. The loss function makes a trade-

off between R2
’ and QSM information. The term 𝑟𝑒𝑔(𝜒𝑝𝑜𝑠, 𝜒𝑛𝑒𝑔) is a regularization term that 

prevents susceptibility values from becoming unrealistically large. 

In the original work, 𝐷𝑟,𝑝𝑜𝑠̅̅ ̅̅ ̅̅ ̅̅  was calculated as the slope of R2
’ versus susceptibility using 5 iron-

rich DGM regions including all subjects. In this work, 𝐷𝑟,𝑝𝑜𝑠̅̅ ̅̅ ̅̅ ̅̅  was calculated independently for 

each subject, and only the three largest iron-rich regions were used:  GP, caudate and putamen. As 

in (Shin et al 2021), the fitted slope also assumes that the line passes through the origin. The same 

value was used for 𝐷𝑟,𝑛𝑒𝑔̅̅ ̅̅ ̅̅ ̅̅  (Shin HG 2021). Equation (2.3) was solved using the iterative conjugate 

gradient method. The stop criterion was 
∆𝜒𝑝𝑜𝑠+𝑛𝑒𝑔

𝑛

𝜒𝑝𝑜𝑠+𝑛𝑒𝑔
𝑛−1  < 0.01 or the iterations exceed 15. 𝜒𝑝𝑜𝑠+𝑛𝑒𝑔

𝑛  is 

the sum of 𝜒𝑝𝑜𝑠 and 𝜒𝑛𝑒𝑔 at nth iteration and ∆𝜒𝑝𝑜𝑠+𝑛𝑒𝑔
𝑛 = 𝜒𝑝𝑜𝑠+𝑛𝑒𝑔

𝑛 − 𝜒𝑝𝑜𝑠+𝑛𝑒𝑔
𝑛−1 . The same stopping 

criterion was used in the original work. The weights are defined to reduce the contribution of 

voxels with unreliable R2
’ 

                         𝑊𝑟(𝒓)  =  {
 𝑊𝑓(𝒓)/10      𝑤ℎ𝑒𝑟𝑒 𝑅2′(𝒓) > 30 Hz 𝑜𝑟 𝑅2′(𝒓) < 1 Hz,

𝑊𝑓(𝒓)                                 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.                                 
      (2.4) 

The regularization term is (Shin HG, 2021):  

𝑟𝑒𝑔(𝜒𝑝𝑜𝑠, 𝜒𝑛𝑒𝑔) =  2 ∙ 𝜆1‖𝑀𝑀𝑎𝑔(∇𝜒𝑡𝑜𝑡𝑎𝑙)‖1 + 𝜆1‖𝑀𝑅2
′ (∇𝜒𝑝𝑜𝑠)‖

1
+ 𝜆1‖𝑀𝑅2

′ (∇𝜒𝑛𝑒𝑔)‖
1
+

𝜆2‖𝑀𝐶𝑆𝐹(𝜒𝑝𝑜𝑠 − 𝜒𝑝𝑜𝑠,𝐶𝑆𝐹)‖2
2
+ 𝜆2‖𝑀𝐶𝑆𝐹(𝜒𝑛𝑒𝑔 − 𝜒𝑛𝑒𝑔,𝐶𝑆𝐹)‖2

2
         (2.5) 

where 𝜆1 and 𝜆2 are regularization parameters, ∇ is a gradient operation, 𝜒𝑡𝑜𝑡𝑎𝑙 is a total 

susceptibility map calculated as the sum of 𝜒𝑝𝑜𝑠 and 𝜒𝑛𝑒𝑔, 𝑀𝑀𝑎𝑔 is a binary edge mask from 

magnitude (Liu T. L., 2011) 𝑀𝑅2
′  is a binary edge mask from 𝑅2

′ , 𝑀𝐶𝑆𝐹 is a binary mask of 

ventricular cerebrospinal fluid (CSF) and 𝜒 ∙ ,𝐶𝑆𝐹 is the mean positive (or negative) susceptibility 

in 𝑀𝐶𝑆𝐹 (Liu Z. S., 2018). In this work 𝜆2 was set to zero as CSF regularization worsened the 

results. 𝜆1 was experimentally set to 2. The problem was solved using iterative conjugate gradient 
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method. In each iteration the values of positive and negative components were checked to ensure 

they didn’t exceed zero. The 𝜒𝑝𝑜𝑠 and 𝜒𝑛𝑒𝑔 maps are initialized as the solution of the following 

two linear equations:  

𝐷𝑟,𝑝𝑜𝑠(𝒓) · |𝜒𝑝𝑜𝑠(𝒓)| + 𝐷𝑟,𝑛𝑒𝑔(𝒓) · |𝜒𝑛𝑒𝑔(𝒓)|  =  𝑅2′(𝒓), 

𝜒𝑝𝑜𝑠 + 𝜒𝑛𝑒𝑔 = 𝜒𝑐𝑜𝑛𝑣𝑒𝑛𝑡𝑖𝑜𝑛𝑎𝑙 𝑄𝑆𝑀    (2.6) 

Convergence of the method depended on regularization choices. Using large 𝜆1 (𝜆1 >1) helped the 

method to converge at maximum 5 iterations while small choice of 𝜆1  (𝜆1 <10-3) had an adverse 

impact which intensified the existing noise. The method did not converge with small 𝜆1. 

All the implementations and codes were done in MATLAB (version R2020a; MathWorks, MA, 

USA). The codes are available upon receiving a reasonable request. 

 

2.2.4 Statistical Analysis 

Intraclass correlation coefficient (ICC) for all the components was measured and reported in the 7 

ROIs; GP, Putamen, Caudate, Thalamus in DGM and PIC, BCC and OR in WM. The ICC 

estimates the ratio of between-subject variance to the total variance which was calculated based 

on a single-rating, absolute agreement, 2-way mixed-effects model (Koo, 2016).  

Paired t test and Bland-Altman plot are methods for assessing agreement, and Pearson correlation 

coefficient is only a measurement for correlation, and therefore, they are nonideal measurements 

of reliability (Bruton A, 2000; Bland JM, 1986; Brown BW, 1962; WG, 2000). A more practical 

measurement of reliability should reflect both the extent of correlation and the degree of agreement 

between all the measurements. Intraclass correlation coefficient (ICC) is the desired index 

reflecting both indices (Koo, 2016). There are several types of ICC scores which has specific 

application for different types of experiments. The ICC used in the paper is based on two-way 

mixed effects model, absolute agreement and single rater (Koo, 2016). For an N by 2 matrix where 

N is number of subjects (24 in this paper) done 2 scans, the ICC score in each region is calculated 

as follows: 

                                                       𝐼𝐶𝐶 =  
𝑀𝑆𝑅−𝑀𝑆𝐸

𝑀𝑆𝑅+𝑀𝑆𝐸+
(𝑀𝑆𝐶−𝑀𝑆𝐸 )

𝑁

         (2.7) 
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Where 𝑀𝑆𝑅 and 𝑀𝑆𝐶  are variance of mean squared rows and columns, respectively. 𝑀𝑆𝐸 is the 

variance of mean squared error. Error is the difference between the two scans. The ICC score is 

equivalent to the ratio of between-subject variance to total variance (McGraw, 1996): 

                                                        𝐼𝐶𝐶 =  
𝜎𝑟
2

𝜎𝑟
2+ 𝜎𝑒

2+ 𝜎𝑐
2 = 

𝜎𝑟
2

𝜎𝑇𝑜𝑡𝑎𝑙
2          (2.8) 

Where 𝜎𝑟
2, 𝜎𝑐

2 and 𝜎𝑒
2 are variance between rows, columns and the error in each value.  

Pearson correlation was calculated for each ROI and Bland Altman (BA) plots together with 

correlation plots were used for better visualization of the data (Klein, 2021). The plots compare 

conventional QSM, total separation, paramagnetic and diamagnetic components of sources. 

Histograms of several ROIs have been depicted in order to provide insight into separation method 

procedure. In addition, spatially normalized maps obtained by averaging each component across 

all the subjects in MNI space were measured. The normalized maps are calculated for conventional 

QSM, total, para- and diamagnetic maps from separation method and for relaxation maps (R2, R2
’ 

and R2
*). Furthermore, we study the effects on repeatability of varying Dr. The metric used for 

evaluation is the relative error 𝑒 between scan and rescan in ROIs: 

𝑒 =  
∑

𝜒1−𝜒2
(𝜒1+𝜒2)∗0.5

𝑁
            (2.9) 

𝜒1 and 𝜒2 are susceptibility values of scan and rescan, respectively and N is number of subjects. 

 

2.3 Results 

An example of the separation method is shown along with relaxation maps and conventional QSM 

in figure 2.1 and 2.2; the slice is from the spatially normalized maps of all subjects in MNI space 

and a single subject, respectively. The conventional QSM and total separation results are consistent 

with each other. There are a few subtle differences. The paramagnetic map shows strong contrast 

in iron-rich GP and putamen in DGM. The WM tracts such as internal capsule in the diamagnetic 

map also are vivid. The results of conventional QSM and paramagnetic and diamagnetic maps are 

shown in Figure 2.3. This figure shows two slices, one from DGM and one from more superior in 

the brain, of both scans.  
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Figure 2.1: Susceptibility separation and its base images in normalized MNI space derived from all subjects. 

Conventional QSM, Results of applying separation method and relaxation maps. Total separation 

(paramagnetic + diamagnetic) is consistent with conventional QSM both visually and quantitatively. The 

paramagnetic component has large values in GP and Pt as expected. The diamagnetic component has small 

values in DGM iron-rich ROIs such as GP and Pt which confirms the regions have a small portion of myelin. 

The diamagnetic map is large in WM tracts containing high amount of myelin such internal capsule (IC). 

Note, the diamagnetic map shows the absolute values. The R2, R2
* and R2

’ relaxation maps in the bottom 

row illustrate the source relaxation images. Susceptibility maps have units of ppb while relaxation maps 

use s-1. For DGM a segmentation map is also shown overlaying on a subject’s conventional QSM in the 

QSM 

Diamagnetic Paramagnetic 

Separation Total 

R2* R2 R2’ 

Segmentation 
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first row. The colors red, green, yellow, blue and cyan indicate CSF, caudate, thalamus, putamen and GP, 

respectively. 

 

 

 

 

 

 

 

  

 

Figure 2.2: Susceptibility separation and its base images of one subject. Conventional QSM, Results of 

applying separation method and relaxation maps. Total separation (paramagnetic + diamagnetic) is 

consistent with conventional QSM both visually and quantitatively. The paramagnetic component has large 

values in GP and Pt as expected. The diamagnetic component has small values in DGM iron-rich ROIs such 

as GP and Pt which confirms the regions have a small portion of myelin. The diamagnetic map is large in 

WM tracts containing high amount of myelin such internal capsule (IC). Note, the diamagnetic map shows 

the absolute values. The R2, R2
* and R2

’ relaxation maps in the bottom row illustrate the source relaxation 

images. Susceptibility maps have units of ppb while relaxation maps use s-1.  

 

 

QSM 

Diamagnetic Paramagnetic 

Separation 
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R2* R2 R2’ 
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Figure 2.3: Results of conventional QSM and the separation method on two scans of a subject. The top 

pictures show top brain and bottom pictures show deep gray matter. The left column pictures are 

conventional QSM results, the middle and right column are paramagnetic and diamagnetic maps, 

respectively, resulted from applying the separation method 

 

The data from both scans for 7 ROIs are depicted in figure 2.4 as scatter plots, with conventional 

and total QSM, as well as paramagnetic and diamagnetic components all shown on each plot. In 

DGM compared to WM, generally the values of scan-rescan show a better consistency and 

repeatability except in thalamus where susceptibility values are small.  
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Repeatability and bias are examined in more detail in Figure 2.5 which demonstrates the BA plots 

for all ROIs. In iron-rich regions, GP, Putamen and Caudate, the diamagnetic component has small 

mean but large error which indicates that the diamagnetic component in iron-rich regions is not 

reliable. The means of scans in Caudate are in the range of [-15, 0]ppb while the error is within [-

4, 6]ppb. The corresponding means range of GP and Putamen are [-5, -1]ppb and [-15, -7]ppb and 

their error ranges are [-5, 2]ppb and [-6, 6]ppb, respectively. The WM regions are more disparate 

as in PIC a shift between conventional QSM and total separation is observed whereas total 

separation values are the same as conventional QSM in OR and BCC. These differences in PIC 

arise from a few reasons. First, the net susceptibility value of PIC from conventional QSM is more 

negative ([-48, -20]ppb) than BCC ([-20, -6]ppb) and OR ([-30, -12]ppb). When the net value is 

highly negative, the gap between paramagnetic and diamagnetic is large as well. Such a large gap 

can be observed in PIC (figure 2.5(e)). As a result, a relatively small paramagnetic component is 

expected in order to be highly diamagnetic, which is true in PIC. Second, the R2’ in PIC is lower 

than BCC and OR which leads to smaller absolute values for both diamagnetic and paramagnetic 

components. It can be verified in figure 2.5(h) when R2
’ values of PIC in red circles are closer to 

zero. Together these two cause the paramagnetic value in many voxels to be zero and then equation 

(3), in order to adjust loss for R2
’, starts decreasing only the diamagnetic values as the paramagnetic 

is already zero and cannot decrease. Then the net susceptibility is shifted towards zero. The first 

reason which is a significant gap between the components, caused the same issue in GP where an 

observable shift occurred in total separation compared to conventional QSM. The standard 

deviation (SD) and limit of agreement (LOA) were calculated for all the methods and components 

together. 
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Figure 2.4: Scatter plots from both scans illustrate the range of values with all methods plotted in each panel 

(total and conventional susceptibility, diamagnetic and paramagnetic components).  For better visualization 

of the diamagnetic component the absolute value is plotted. GP (a), Putamen(b), Caudate (c) and Thalamus 

(d) are DGM regions which (except thalamus) show a large difference between total separation and 

conventional QSM. BCC (e), OR (f), PIC (g) are WM regions. All the charts include conventional QSM 

(blue circle), total separation (red circle), paramagnetic component (green asterisk) and diamagnetic 

component (pink asterisk). All the values are in ppb. The black line indicates y=x. 
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Figure 2.5: BA plots for the 4 DGM and 3 WM regions showing the four susceptibility outcomes, as well 

as R2
’ BA plot for the 3 WM regions. The BA plots use a variable y-axis to show the spread of the data. GP 

(a), Putamen (b), Caudate (c) and Thalamus (d) are DGM regions. Except Th, the rest have tiny diamagnetic 

components which causes a shift in total separation with respect to conventional QSM. BCC (e), OR (f), 

PIC (g) are WM regions. All the charts include conventional QSM (blue circle), total separation (red circle), 

paramagnetic component (green circle) and diamagnetic component (pink circle) (plots a-g). For easier 

visualization, instead of actual value, the absolute value is used for diamagnetic components only. The R2’ 

BA plot of 3 WM regions (h) is depicted for better illustration of their differences. 
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The ICC scores for all the 7 ROIs are illustrated in figure 2.6. Overall, the best scores belonged to 

conventional QSM in both DGM and WM regions with average scores of 0.97 and 0.88, 

respectively. The diamagnetic component had the lowest scores in both DGM and WM regions 

with average scores of 0.45 for both. For paramagnetic components, GP had the largest ICC score 

(0.98) and thalamus the least ICC score (0.81) in DGM. BCC had the best and PIC had the worst 

overall performance in WM with average scores of 0.74 and 0.59 over all the components and 

methods, respectively. For the paramagnetic component the largest and least ICC indices in WM 

belonged to BCC (0.69) and PIC (0.48), respectively. For the diamagnetic component OR (0.61) 

and PIC (0.27) had the largest and the least ICC scores, respectively. Due to aforementioned 

reasons, PIC is not as reliable as BCC and OR when the separation method is used. In conventional 

QSM, PIC has a larger score (0.88) than OR (0.85) but when the separation method is used PIC’s 

ICC scores drops dramatically (0.72) while OR is barely affected (0.84). Overall, the total 

separation had larger scores comparing to paramagnetic and diamagnetic components, but total 

separation serves no distinct value over conventional QSM. R2
’ relaxation showed a significant 

variation in DGM and WM and overall R2
’ is less reliable than conventional QSM. Therefore, total 

separation which is compromise between conventional QSM and R2
’, had scores between these 

two. 
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Figure 2.6: The ICC scores of DGM and WM regions. The DGM regions due to their high iron content 

show a high repeatability in their net susceptibility values by both total separation and conventional QSM. 

The diamagnetic component has the lowest repeatability in both DGM and WM, overall. PIC is the least 

repeatable ROI in WM and Thalamus is least repeatable ROI in DGM. Total separation showed a stronger 

repeatability comparing to diamagnetic and paramagnetic components; however, the purpose of the method 

is the separation of components. 

 

The Dr values from all subjects had a mean of 151.3 and SD of 20.1. In addition figure 2.7 shows 

the correlation and BA plots for Dr. The correlation coefficient was 0.79 and the slope of fitted line 

was 0.89. The limit of agreement (LOA) was 20.4 and the SD of the data was 10.4. Effects of 

varying the relaxometry coefficient Dr in paramagnetic and diamagnetic components are shown in 

Tables 1 and 2, reporting the relative error between scan and rescan in each ROI. In these tables, 

the same Dr value is applied for all subjects, unlike the results reported earlier that use an 

independent Dr calculation for each scan. Optimal Dr for best repeatability varies with structure 

and component. Best repeatability for Dr was in the range [180, 230]s-1 for paramagnetic 

components in DGM and diamagnetic components in WM. In contrast, the best repeatability was 

achieved with the lowest Dr tested (45s-1) for the diamagnetic component in iron-rich DGM, or 

paramagnetic in WM. In thalamus where there is no dominant magnetic component, para- and 

diamagnetic components had the minimum error at Dr = 230s-1. 
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Figure 2.7: The correlation and BA plots of relaxometric coefficient (Dr). (a) correlation coefficient was r2 

= 0.74 and the slope of fitted line was 0.89. (b) The BA plot shows a limit of agreement (LOA) of 20.4 and 

SD of 10.4. The Dr values are clustered in the range [120,180] with one outlier at much higher levels due 

to extremely high R2
’ values in the three ROIs arising partly from artifacts in the R2* maps.  

 

Table 1: Paramagnetic component mean (M) relative difference error (%) and percent standard 

deviation (S) over all subjects for different Dr values. The lowest errors are bolded. 

Dr (s
-1) 45 80 115 180 230 310 420 640 

 M S M S M S M S M S M S M S M S 

GP 4.8 0.05 4.0 0.04 3.6 0.04 3.2 0.03 3.3 0.03 25.0 0.48 57.7 0.56 7.16 0.05 

Thalamus 

(Th) 
15.2 0.16 15.2 0.15 15.1 0.15 14.9 0.14 14.7 0.13 19.7 0.20 45.9 0.41 15.1 0.15 

Putamen 

(Pt) 
11.1 0.09 10.2 0.08 9.5 0.07 8.6 0.07 8.0 0.06 18.8 0.25 45.8 0.41 10.7 0.12 

Caudate 

(Ca) 
10.5 0.10 9.6 0.09 9.1 0.09 8.4 0.08 8.0 0.07 25.7 0.30 58.7 0.56 13.1 0.13 

BCC 6.04 0.06 6.34 0.07 6.73 0.07 7.76 0.07 8.62 0.08 13.5 0.21 27.3 0.31 12.8 0.11 

PIC 24.8 0.15 27.9 0.18 29.4 0.19 28.5 0.20 27.1 0.18 42.6 0.44 91.6 0.61 44.7 0.36 

OR 12.2 0.09 13.1 0.09 14.4 0.10 17.4 0.13 19.4 0.15 32.0 0.32 54.5 0.50 44.6 0.34 
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Table 2:  Diamagnetic component mean (M) relative difference error (%) and standard deviation 

(S) over all subjects for different Dr values. The lowest errors are bolded. 

Dr (s
-1) 45 80 115 180 230 310 420 640 

 M S M S M S M S M S M S M S M S 

GP 10.8 0.08 19.6 0.12 39.1 0.21 79.3 0.50 124 0.54 68.2 1.29 141 0.58 67.9 0.46 

Thalamus 

(Th) 
15.5 0.16 15.4 0.16 15.3 0.15 14.9 0.14 14.4 0.14 18.9 0.25 42.6 0.43 15.3 0.13 

Putamen 

(Pt) 
14.9 0.12 16.9 0.14 18.5 0.15 20.2 0.16 20.5 0.17 38.7 0.56 74.0 0.61 37.7 0.35 

Caudate 

(Ca) 
14.9 0.13 18.2 0.15 21.4 0.17 25.2 0.21 29.1 0.22 55.1 0.90 1.06 0.72 55.3 0.42 

BCC 5.61 0.06 5.51 0.06 5.42 0.06 5.26 0.05 5.16 0.05 7.24 0.10 18.0 0.22 6.85 0.07 

PIC 17.5 0.11 15.8 0.10 14.5 0.10 12.7 0.09 11.7 0.09 24.2 0.35 61.2 0.50 17.6 0.25 

OR 10.4 0.08 10.0 0.07 9.65 0.07 9.09 0.07 8.73 0.07 16.6 0.23 34.7 0.40 12.1 0.12 

 

For paramagnetic maps in DGM, the optimal scan-rescan difference errors were 3.2%, 14.7%, 8% 

and 8% in GP, thalamus, putamen and caudate, respectively. While optimal diamagnetic errors in 

WM are 5.2%, 11.7% and 8.7% in BCC, PIC and OR, respectively. As paramagnetic is the minor 

component in WM, its error rates are larger than diamagnetic in the measured WM tracts. The 

errors for paramagnetic maps in WM are 6.04%, 24.8% and 12.2% in BCC, PIC and OR, 

respectively. Since diamagnetic is the minor component in DGM (except Th), its errors are higher. 

Diamagnetic errors in DGM are 10.8%, 14.4%, 14.9% and 14.9% in GP, thalamus, putamen and 

caudate, respectively. 

 

2.4  Discussion 

The separation method showed lower repeatability than conventional QSM in terms of ICC scores 

in both paramagnetic and diamagnetic components as well as the total value. Yet the separation 

method ICC scores are interpreted to have good repeatability. Scores from 0 to 0.5 means no 

repeatability, from 0.5 to 0.75 means moderate, from 0.75 to 0.9 means good and from 0.9 to 1 
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means excellent repeatability (Koo, 2016). The total separation’s ICC scores were only slightly 

less than conventional QSM from 0.01 to 0.03. The diamagnetic component exhibited the least 

ICC scores in all the measured ROIs.  Overall, the paramagnetic and diamagnetic components 

showed less repeatability in comparison with conventional QSM. Significant gaps between 

paramagnetic and diamagnetic components and low R2
’ values have impact on the total separation 

and repeatability. These two agents in some regions can lead to a shift toward zero in total 

separation depending on the extent of the two effects. PIC, GP, caudate and putamen are examples 

where the shift occurs.  

The separation model was developed to distinguish the paramagnetic and diamagnetic components 

in each voxel which needs a combination of information from local field shift and R2
’. Local field 

shift is subject to many noise sources such as changes at air-tissue and tissue-vein interfaces and 

noises at edges where harmonic background removal is not able to perform well. A possible way 

to reduce artifacts is finding an optimal pipeline for conventional QSM whose results are adaptive 

with the separation pipeline. Furthermore, R2
* maps vary between each scan depending on the 

head tilt, subject motion, magnetic field inhomogeneity and shimming (Zhang Y, 2019). Head tilt 

in WM leads to different tract orientations. The change in orientation due to anisotropy effects of 

susceptibility sources will create a different local field shift (Kaden E, 2020; Li W W. B., 2012). 

Due to the mentioned reasons several patients had a shift and change of variance in their R2
’ 

histograms as several subjects were found to have their head tilted.  

The current separation model does not consider fat-water chemical shift, water 

compartmentalization and susceptibility anisotropy (Shin HG, 2021). While the R2
 mapping 

pipeline is quite repeatable, the shifts in R2
* can cause problematic maps. Figure 2.8 contains 

difference maps of a subject’s two scans as well the two scans. The artifact occurred in GP is 

indicated with red circle. Conventional QSM (left column) had no sign of artifact while the 

paramagnetic component (right column) and R2
* (middle column) have a black region in GP. The 

artifact arose from the large difference between the two scans. This artifact at first originated from 

R2
* and then propagated to R2

’ and then to the paramagnetic map. Since conventional QSM can 

remove the field disturbance and inhomogeneities in the background field removal stage 

(Schweser F R. S., 2017), the disturbed field existing in R2
*, didn’t exist in local field shift. Maybe 

a proper background field correction method for R2
* images can mitigate this issue. 
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Figure 2.8: The difference maps of a subject from scan-rescan illustrating an artifact originating from the 

R2* map. Top row, middle row and bottom row indicate scan 1, scan 2 and difference maps respectively. 

Left column, middle column and right column indicate conventional QSM, R2
* and paramagnetic maps 

respectively. 
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Another path to explore is trying a local relaxometric coefficient (Dr) for each ROI. As it might 

help the separation method to account for anisotropy and non-spherical susceptibility effects. So 

far, a global Dr is estimated from iron-rich regions in DGM (Shin et al, 2021) first and then 

extended to the whole brain. However, the method could suffer from overestimation of Dr, since, 

conventional QSM underestimates susceptibility values when compared to ground truth methods 

(Samir D. Sharma, 2017). In addition, calculation of R2
* relaxation rates by mono exponential 

fitting requires small voxel sizes to ensure a minimal contribution from background field 

perturbations. However, the voxel size is also controlled by available scan time and SNR limits 

which might lead to a slight overestimation of relaxation rates for lower image resolution 

(Emmerich J, 2021).  

The relaxometric coefficient plays a significant role in repeatability assessment. Choosing a 

constant Dr for a subject was used in the previous works (Shin HG, 2021; Emmerich J, 2021). 

Here, we used a separate Dr calculation for each subject and scan. However, as table 1 and 2 

suggest, when using a predefined global Dr for all subjects, least repeatability errors were shown 

to vary with structure. The results show if the dia- or paramagnetic component is dominant the Dr 

coefficient with least error will be in range of [180, 230] but if the component is minor, optimal 

choice of the coefficient will be much reduced, in this case to the lowest value tested (45s-1).  Note 

that the experimental Dr values used in most of this work used determined from strong 

paramagnetic sources in DGM, but produced Dr values slightly below the range given above. 

In addition, using a local Dr might overcome the anisotropic effects in WM which the global Dr 

cannot overcome. A possible path to explore could be evaluating impacts of varying Dr. The idea 

can be further extended to evaluation of varying Dr,pos and Dr,neg. In equation [2.3], the 𝜆1 value 

adjusts regularization weights. Varying 𝜆1 can affect the Dr value as high regularization supresses 

changes from the data fidelity term. Thus changing 𝜆1 could alter the optimal Dr values. 

Furthermore, we tested using a mean Dr for each subject based on their two scans, rather than an 

independent Dr for each scan. This only slightly improved ICC scores in WM but had no change 

in DGM. 

A possible way to improve the separation method is improving R2
* and R2 which are the two 

components of R2
’. The sequence used for R2 mapping in this work had low resolution in the slice 

direction (3.5mm) due to SNR limitations of 2D sequences but also to keep scan time reasonable. 
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Thus the slice dimensions for R2 mapping was much larger, and may have been affected by 

boundary partial voluming, particularly near CSF. To mitigate effects, ROIs were eroded by one 

voxel and R2 maps were interpolated to the same voxel dimensions as R2* maps. A higher 

resolution R2 mapping sequence might be possible with 3D methods, though these can be time 

consuming. On the other hand, R2
* showed less robustness to noise and also less repeatability than 

conventional QSM and R2 due to the presence of field inhomogeneities (Leutritz, 2020). Only a 

simple signal correction for linear background fields was performed using adjacent voxels 

(Sedlacik, 2014). Ordidge et al. developed a method of field inhomogeneity correction that allows 

the separation of global and local field inhomogeneities, leading to more accurate T2* 

measurements and hence, T2′ values (Ordidge RJ G. J., 1994). This approach relies on repeat scans 

with varying slice refocusing gradients. 

Another difficulty with the separation is motion within scans or between scans. While rigid 

registration can correct for between-scan motion, the background field is altered if the head is tilted 

differently. Within scan motion could be improved with prospective motion correction to correct 

patient motion in brain (Maclaren, 2013).  

 

2.5  Conclusion 

This work measured repeatability of a susceptibility separation method at 3T. The results 

demonstrated a reduced repeatability factor in the susceptibility separation components with 

respect to conventional QSM. The paramagnetic component performed best in iron-rich deep grey 

matter, while the diamagnetic results were similar in deep grey and white matter. The reduced 

repeatability largely was due to R2
’ variability originating from R2

*. Low resolution R2 imaging 

also can lead to contamination from CSF, if not carefully managed which can result in large 

paramagnetic and diamagnetic components. The  Dr value for highest repeatability was found to 

be varying depending on whether paramagnetic or diamagnetic components dominated. Overall, 

qualitative depiction of the paramagnetic and diamagnetic components was achieved, though 

further improvements is susceptibility methods are warranted for precise quantitative results. 
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3 Conclusion 

 

The purpose of this work was facilitating QSM as a contrast method to identify iron and myelin 

inside brain by splitting the QSM signal into diamagnetic and paramagnetic components. Although 

QSM is relatively new compared to relaxation measures T1, T2 and T2*, it offers unique contrast 

directly related to tissue magnetic susceptibility value, and is seeing widespread use, even in 

clinical studies. 

Conventional QSM uses a typical pipeline to find a net susceptibility map from the phase image. 

This net susceptibility map doesn’t contain direct information about the individual paramagnetic 

and diamagnetic sources in a voxel. Instead, it provides the net sum of all para- and diamagnetic 

components. Susceptibility separation methods (Emmerich J 2021; Shin HG 2021) have been 

recently introduced in order to address this problem. The methods use information in the R2
’ map 

along with a QSM pipeline to extract paramagnetic and diamagnetic sources in each voxel. So far, 

the repeatability of the methods has not been assessed. High reliability is necessary for further 

usage of this method in clinical studies, particularly if the ultimate goal is tracking changes in an 

individual. The focus of this thesis was the assessment of reliability of susceptibility separation in 

brain. 

In chapter 2 the separation method (Shin HG 2021) was compared with conventional QSM. 

Although the method was able to achieve a paramagnetic and diamagnetic map and as a result a 

total map, it was not as reliable as conventional QSM. Intraclass correlation (ICC) scores 

(McGraw, 1996) were calculated for conventional QSM, total separation, paramagnetic and 

diamagnetic components. Overall, the best scores belonged to conventional QSM in both DGM 

and WM regions with average scores of 0.97 and 0.88, respectively. The diamagnetic component 

had the least scores in both DGM and WM regions with average scores of 0.45 and 0.45, 

respectively. Paramagnetic component and total separation had smaller scores than conventional 

QSM in all the measured regions in DGM. The DGM ICC scores for conventional QSM fell in the 

range of [0.93, 0.99] ([0.98, 0.99] excluding thalamus) whereas the corresponding ranges for 

paramagnetic component and total separation were [0.59, 0.98] ([0.89, 0.98] excluding thalamus) 

and [0.92, 0.98] ([0.97, 0.98] excluding thalamus), respectively. In WM the ICC scores for 

conventional QSM were in the range of [0.85, 0.91] while the corresponding ranges for 
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diamagnetic, paramagnetic components and total separation were [0.27, 0.70], [0.48, 0.69] and 

[0.72, 0.91], respectively. In addition, the effects of the relaxometric coefficient were investigated. 

The results showed the relaxometric coefficient tends to be larger for dominant component and 

smaller for minor component e.g. in deep gray matter where strong paramagnetic sources exist, Dr 

is larger for paramagnetic component than diamagnetic. While in white matter where diamagnetic 

sources are dominant, Dr is larger for diamagnetic component than paramagnetic. 

A major limitation occurred when one of the diamagnetic or paramagnetic components is expected 

to be less than 0.01ppm in an ROI. This caused the opposite component to keep decreasing in order 

to satisfy R2
’ condition. As this reduction had randomness in it, the overall repeatability was 

reduced. In addition, the repeatability of each component was significantly less than conventional 

QSM with the diamagnetic component having the least amount of repeatability. 

The separation method is sensitive to the perturbations occurring in the magnetic field from outside 

the voxel including tissue-tissue or air-tissue interfaces. While conventional QSM, due to its 

background field removal stage, was quite robust to this noise. The perturbations impacting the 

R2
* map are propagated to the R2

’ map. Since in the separation method R2
’ directly affects all the 

components, the noise easily propagates. Further improvements to removal of background field 

effects in R2* might improve this situation. 

Overall, this work presented some of the issues associated with separation methods and assessed 

their repeatability. The separation method showed promising performance but the method still has 

room to improve. 

 

3.1  Limitations 

Although many pipelines for every stage of QSM has been designed and developed, QSM suffers 

from lack of a gold standard. Calculation Of Susceptibility through Multiple Orientation Sampling 

(COSMOS) (Liu T S. P., 2019) is considered a gold standard method but it needs several 

acquisitions with different orientations each time. Maintaining a head tilt for in-vivo experiments 

is difficult and multiple experiments are time consuming, thus the COSMOS approach is rarely 

undertaken. However, recent studies such as the QSM challenge have demonstrated that many 
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QSM reconstruction methods can approach the ground truth of QSM. Nevertheless, each QSM 

algorithm leaves some imperfections (QSM Challenge 2.0 Organization Committee, 2021).  

Conventional QSM and separation methods do not consider anisotropy effects of susceptibility 

sources, which is prevalent in white matter (Wisnieff C L. T., 2013; Li W W. B., 2012; Wharton 

S, 2012; C, 2010; Kaden E, 2020). Without considering anisotropic effects in WM tracts, the QSM 

methods fail. Furthermore, the assumptions made in separation methods are valid in a static 

dephasing regime where diffusion effects are negligible (Yablonskiy DA H. E., 1994; Yablonskiy 

DA S. A., 2018). As a result, orientations and implicit assumptions in QSM methods are major 

limitations. In addition, the separation method dedicates all the field perturbation effects in R2
’ to 

susceptibility sources whereas, fat-water chemical shift, patient motion, imperfect shimming, air-

tissue or vein-tissue interface, etc. could be other factors causing the magnetic field perturbation 

(Huanzhou Yu, 2008; Filippo Del Grande, 2014; Schenck, 1996; Varsha Jain, 2012; Berglund J, 

2020). 

Background field removal is a stage that is done before susceptibility inversion. Several methods 

have been developed for removing the background field (Rauscher A B. M., 2008; Ferdinand 

Schweser A. D., 2011; Sun H, 2014; Özbay PS, 2017) but none of them can remove background 

field near edges effectively. They are either inaccurate or erode the image a few voxels. Therefore, 

in important cortical regions, QSM fails to obtain an accurate map which translates to susceptibility 

separation inaccuracies as well. The erosion at the edges does not affect QSM in DGM.  

All the limitations on conventional QSM affect susceptibility separation methods as well since, 

separation methods use the processed maps in conventional QSM as the input. A limitation 

affecting only R2 mapping is the sequence and parameters used for T2-w imaging. As shown in 

chapter 2 the resolution plays a significant role in the regions close to (cerebrospinal fluid) CSF. 

CSF is known for its very low R2 relaxation rate (Kwon JW, 2012), and any partial volume effects 

could alter neighboring voxel mean values. The QSM and R2
* images used a resolution of 

0.94×0.94×1.7 mm3 while the R2 map had the resolution of 0.9×0.9×3.5 mm3 which is more than 

two times greater in the axial direction.  While interpolation can equalize voxel sizes, better results 

may be achieved by matching acquisition voxel sizes. The original work by Shin also had voxel 

size of 1×1×2mm3 for both QSM and R2 images. 
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A further limitation is the measurement of R2’ was a 3D sequence was used for R2
* but only a 2D 

method for R2.  This led to not only voxel size differences in the slice direction, but also differences 

in the shape of these voxels, owing to the 2D slice profile. 

The separation methods assume susceptibility sources just affect the voxel’s relaxation rate which 

is not true all the time. Beside anisotropic impacts which alter both QSM and R2
’, the susceptibility 

source acts as a dipole creating a magnetic field based on equation [1.26]. In some cases. A 

susceptibility source could be located at the edge of a voxel as a result the perturbation in the voxel 

is almost equal with the adjacent voxel. In DGM due to its uniformity and shape, this is less a 

concern but in WM where tracts are narrow and anisotropic effects are not negligible, the issue 

becomes important. Another limitation arising from R2
* is the overestimation of R2

* values that 

happens in mono-exponential fitting. Since mono-exponential fitting requires small voxel size to 

ensure minimal contribution from background perturbations. The small voxel size leads to a low 

SNR. The overestimation of R2
* due to the low SNR might lead to slight overestimation of the 

relaxometric coefficient, Dr  (Julian Emmerich P. B., 2021).  

An additional limitation for R2
* and R2 measures in this work has been the assumption of single 

component decay. In particular, voxels with myelin present will tend to have trapped myelin water 

that has a far higher relaxation rate than typical intra-extracellular water (A. Mackay, 1994). 

Finally, the susceptibility separation method relies on multiple acquisitions which can always be 

subject to patient motion and registration errors. Alternative methods of susceptibility separation 

that rely on only one acquisition, using only QSM and R2
* might overcome this. 

 

3.2  Future Directions 

The conventional QSM and separation methods have room for improvement. Separation methods 

benefit from any improvement on conventional QSM since conventional QSM results are used 

directly in separation methods. In QSM, edges are the most challenging regions to deal with. Since 

edges are not well defined in phase unwrapping (first stage in QSM) and usually they have 

boundary value problems (Li W A. A., 2014). Then during background field removal, edges are 

not accurately processed and become eroded or otherwise their assigned value is not reliable 

(Robinson SD, 2017). The erosions are common in DGM QSM, but when QSM in cortical areas 
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is desired the edges need to be reliable. New QSM algorithms that do not require an independent 

background removal step may help solve the edge problem with QSM such as single step QSM 

and machine learning approaches (Chatnuntawech I, 2017; Wei H, 2019). 

Considering a localized Dr is a possible development for the separation method. It means each 

region or even each voxel might have their specific Dr instead of being global. This can to some 

extent compensate for anisotropic effects of susceptibility sources in WM tracts. However, this 

needs to be done without sacrificing the accuracy as segmentation might allow for noise and also 

some regions (such as edges) might not be reliable to have a local Dr. The localization could 

include both paramagnetic and diamagnetic relaxometric coefficients. Dr adjusts the extent that the 

separation results are dependent to the R2
’ information. Using a localized Dr needs to be 

implemented with caution since in regions with overestimated R2
’ values, Dr is also overestimated 

which can amplify the noise at the output. 

A 3D sequence to acquire R2 map is desirable for future works. Since, a 3D sequence has the 

capability to acquire an image with high resolution, it is already the standard for R2* and QSM 

which were acquired at much higher resolution than 2D R2 maps.  Ideally spatial resolution would 

be matched between both QSM and R2 images. Being time consuming is a major downside of 3D 

R2 mapping methods. Use of a 3D dual echo spin echo might be a possible solution, along with 

further means to reduce scan time. A way to reduce scan time might be using compressed sensing 

(Lustig M, 2007) or machine learning in image processing (Liu F, 2021). By taking advantage of 

these novel methods, images can be acquired partially. Then the fully reconstructed version is 

obtained by using the methods. However, training an artificial network to produce the desired 

results may require significant effort and time.  

The separation method can also be applied to patients with carotid plaque to distinguish intraplaque 

hemorrhage (IPH), which is the characteristic of vulnerable plaques from calcification which is an 

indicator for a low risk plaque (Liu XS, 2012). So far, CT imaging is the standard for identification 

of carotid plaque stenosis but it cannot accurately diagnose IPH (Zhou T, 2019). IPH and calcium 

have opposite magnetic susceptibility. IPH is highly positive while calcium is highly negative (Liu 

T S. K., 2012 ; Chen W, 2014 ). As a result the separation method, when is sufficiently developed, 

can be applied in order to distinguish the two plaque characteristics. 
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