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EXECUTIVE SUMMARY 

This report is to present “Virtual Server Performance Analysis over an MPLS Network”. It 

compares the server's CPU and network performance under normal load and high load. It also 

aims to explain the basics along with the performance of SANs from a customer perspective. It 

also goes through overall configuration including security. A part of this report sheds light on 

benchmarking. Some of the other parts briefly discuss the Openfiler Operating System. 
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1.0 INTRODUCTION 

This report contains the results achieved after configuring virtual servers over an MPLS network 

through utilization of tools like iozone and the built-in performance reporting mechanism in 

ESXI-4.1. It also demonstrates several physical server specifications, virtual server 

specifications, SAN configurations, performance analysis and benchmarking. 

This report includes an analysis of network performance under normal conditions and when a 

large amount of data is being transferred. It explains the use of MPLS/VPN and sham link with 

emphasis on SANs and the basic configuration of the Openfiler OS. 

1.1 Server Specifications 

The servers used in my tests are as specified in Table 1, Figure 1 and Figure 2. 

Table.1. Server Specifications 

Feature Server-PE-1 

 

Server-PE-2 

CPU type Intel Xeon Intel Xeon 

Memory 4GB 16GB 

 

Processor 3.36GHz 

 

3.36GHz 

Hard disk 300GB 200GB 

 

L2 cache 1MB 

 

1MB 

 

System bus 800MHz 800MHz 

OS support 64bit 64bit 

LAN cards Gigabit supported Gigabit supported 
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Figure 1. Server-PE-1 Summary 

 

  

 

Figure 2. Server-PE-2 Summary 
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1.2 Network Device Specifications  

The network devices used in my tests are as specified in Table 2. 

Table. 2. Network Device Specifications 

Features 2900-Routers 2800-Router 2600-Router 

Brand Cisco Cisco Cisco 

NVRAM 255Kb 240Kb 32Kb 

Flash 254464Kb 62720Kb 32768Kb 

Ports Gigabit Gigabit Fast 

 

1.3 Performance Strategy 

To improve the performance of the servers, the following guidelines were used.  

 All RAM chips available in the lab were utilized to allocate more RAM per server. 

 Dedicated a larger fraction of the physical server to the virtual servers. 

 Used SCSI instead of IDE, because SCSI is faster than IDE. 

 Used fixed size Virtual Hard Disk. 

 For performance analysis, I used iozone and some built-in tools in VMware.   
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1.4 Network Diagram 

Figure 3 shows an MPLS-enabled network. CE-1 is configured with OSPF to the service 

provider network (PE-1). PE-1 is configured with OSPF. PE-1 is also configured with BGP. An 

IBGP session is configured between PE-1 and PE-2. For provider network routing, an IGP is 

configured. For the purpose of this network, OSPF is used as the IGP. The provider network is 

configured with OSPF. 

  

CE-2 is also configured with OSPF. A sham link is configured between PE-1 and PE-2 for 

redundancy. A layer 3 VPN is configured between CE-1 and CE-2 clients.  

 

There are two physical servers connected to routers PE-1 and PE-2. Both servers and the CE 

clients are in the same VPN so that they can communicate with each other. This network design 

is scalable. We can add more servers for additional clients in different VPNs.  

 

I have configured server PE-1 with virtual FTP, VNC and SAN servers while in PE-2 server, 

FTP and VNC have been configured. The SAN server is providing services to both CE-1 and 

CE-2 clients.  
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Figure 3. Network Design 
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2.1 Virtual Servers Specifications 

Below are the technical specifications of FTP, VNC and SAN servers. Figure 4 through Figure 8 

show memory and other resource allocations to the virtual servers. 

2.1.1 File Transfer Protocol Server 

Resources allocated to the FTP server are as shown in Figure 4. 

 

Figure 4. FTP Server 

 

 

 

2.1.2 Virtual Network Computing Server 

Resources allocated to the VNC server are as shown in Figure 5. 

 

Figure 5. VNC Server 
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2.1.3 Storage Area Network Server 

Resources allocated to the SAN server are as shown in Figure 6. 

 

Figure 6. SAN Server 

 

    

PE-2-Server-FTP 

Resources allocated to the FTP server are as shown in Figure 7. 

 

Figure 7. FTP Server 
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PE-2-Server-VNC 

Resources allocated to the VNC server are as shown in Figure 8. 

 

Figure 8. VNC Server 

 

 

2.2 Network Configuration Strategy 

Different technologies have been implemented to enhance network performance. These 

technologies are discussed below. 

 

2.2.1 Multi-Protocol Label Switching Technology (MPLS) 

MPLS is a packet forwarding technology that uses labels for forwarding decisions. With MPLS, 

the layer-3 header analysis is done just once to enter in the MPLS domain. MPLS could be used 

for the following reasons:  

 

Virtual Private Networking  (VPN) 

VPN is a network technology that creates a secure network connection over a public network 

such as the Internet or a private network owned by a service provider. Large corporations, 

educational institutions and government agencies use VPN technology to enable remote users to 

securely connect to a private network. A VPN can connect multiple sites over a large distance 

just like a WAN. VPNs are often used to extend intranets worldwide to disseminate information 

and news to a wide user base. Educational institutions use VPNs to connect campuses that can be 

distributed across the country or around the world. 
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Traffic Engineering 

Traffic engineering is a method of optimizing the performance of a telecommunications network 

by dynamically analyzing, predicting and regulating the behaviour of data transmitted over that 

network. Traffic engineering is also known as teletraffic engineering and traffic management. 

The techniques of traffic engineering can be applied to networks of all kinds, including the 

PSTN, LANs, WANs, cellular telephone networks, proprietary business and the Internet. 

 

QoS enablement 

One of the primary benefits of MPLS-based services is the ability to support QoS. It plays a vital 

role for companies that provide voice and video services. 

 

Cost Savings 

Depending on the specific mix of applications and network configuration, MPLS-based services 

can reduce costs by 10% to 25% over comparable data services (frame relay and ATM). As 

companies add voice and video traffic, cost savings can rise to as much as 40% network wide. 

 

Improved Performance 

Because of the “any-to-any” nature of MPLS services, network designers can reduce the number 

of “hops” between network points, which translates directly to increased response time and 

improved application performance. 

 

Disaster Recovery 

MPLS-based services improve disaster recovery in a variety of ways. First and foremost, data 

centers and other key sites can be connected in multiply redundant ways to the cloud (and thus to 

other sites on the network). Secondly, remote sites can quickly and easily reconnect to backup 

locations if needed, unlike with ATM and frame networks, in which either switched or backup 

permanent-virtual-circuits are required. 

In this project i have focused on the use of VPNs.  
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2.2.2 Layer-3 VPN 

A VPN is a private data network that makes use of the public network infrastructure while 

maintaining privacy and reservation through the use of a tunnelling protocol based on an MPLS 

network. In my project I designed the VPN in such a way that all servers and customer edge 

routers are in the same VPN so that the servers can be reachable from every client behind the 

customer routers. 

 

Ping result from CE-1-Client station to : 

(a) PE-1-Server 

Figure 9 illustrates the ping result from CE-1 client to PE-1 server. 

 

Figure 9. Ping PE-1 Server 

 

 

(b) PE-2-Server 

Figure 10 illustrates the ping result from CE-1 client to PE-2 server. 

 

Figure 10. Ping PE-2 Server 
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Ping Result from CE-2 Client Station to : 

(a) PE-1-Server 

Figure 11 illustrates the ping result from CE-2 client to PE-1 server. 

 

Figure 11. Ping from CE-2 to PE-1 Server 

 

 

(b) PE-2-Server 

Figure 12 illustrates the ping result from CE-2 client to PE-1 server. 

 

Figure 12. Ping from CE-2 to PE-1 Server 

 

 

2.2.3 Sham Link 

A sham link in OSPF is used in case MPLS network goes down. When we configure a backdoor 

sham link, OSPF gives priority to that link, which we actually don’t need when we have an 

MPLS network. This link should be configured in such a way that it becomes active only if the 

MPLS network goes down. 
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Figure 13. Sham link configuration at PE-1 Router 

 

   

 

Figure 14. Sham link configuration at PE-2 Router 
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3.0 Introduction to Storage Area Networks 

A SAN's primary purpose is to transfer data between computer systems and storage elements. A 

SAN consists of a communication infrastructure, which provides physical connection, and a 

management layer that organizes the connection, storage elements and computer systems so that 

data transfer is secure and robust. The term SAN is usually identified with block I/O service 

rather than file access service.  

A SAN can also be a storage system consisting of storage elements, storage devices, computer 

systems and/or applications plus all control software. In this project I designed a SAN with an 

MPLS network rather than a traditional LAN. The SAN server is connected to the PE router and 

is accessible throughout the MPLS Network.  

 

3.1 Openfiler 

To configure the SAN, I used Openfiler, which is an operating system. Openfiler can use a lot of 

characteristics to share files. When you have set up the application you have the possibility to 

develop disk volumes and share information from the SAN. 

For example, this configuration can serve the objective of creating an iSCSI SAN. Numerous 

users use this software with dedicated machines in VMware workstation and ESX server. It is 

supplied in 32-bit, 64-bit, ISO, VMware ESX server and XEN appliances. It is a totally free 

application that can be put in every single laptop or computer ranging from the previous ones to 

a high efficiency tower. It supports LDAP and has volume-management, enabling simple storage 

management. 

Openfiler is a storage management approach, and is a standalone Linux distribution. It supports 

all the main network directories. It is also easy to use. Once installed, we can access it via a Web 

interface and configure it graphically according to our needs. 

3.2 Openfiler Installation and Configuration 

The step by step installation procedure is: 
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1. Download ISO for Openfiler and connect to virtual server. Upon restarting the 1st screen 

that appears is shown in Figure 15. 

 

 

Figure 15. Setup step-1 

 

 

2. Press ENTER. 

Figure 16. Setup step-2 
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3. Click next and select a keyboard. 

 

Figure 17. Setup step-3 
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4. Click next and configure partitions. 

Figure 18. Setup step-4 

 

 

5. Click next and configure networking.  

Figure 19. Setup step-5 

 

 

 

6. Click next and set Root password. 

Figure 20. Setup step-6 
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7. Make sure to disconnect .ISO before clicking reboot. 

Figure 21. Setup step-7 

 

 

8. Now we can access Openfiler via web interface by entering Openfiler IP address and port 446.  

 

Figure 22. Setup step-8 
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Configuration: 

1. Initial Information/Status page. 

 

Figure 23. System information 

 

 

80 GB virtual hard disk was used.  



  

 
 

 U n i v e r s i t y  O f  A l b e r t a  C a p s t o n e  P r o j e c t  R e p o r t  
 

Page 29 

Figure 24. Disk Information 

 

 

 

 

 

 

 

 

 

 

2. Two volumes were created. The 1st one is shown below. 

 

Figure 25. Disk Vol-1 

 

 

 

The 2nd volume is. 

Figure 26. Disk Vol-2 
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3. RAID is configured. 

Figure 27. Raid Vol 

 

3. Before setting up an iSCSI target, make sure that service is enabled under “SERVICES” 

as shown in figure below. 

 

Figure 28. SAN Services 
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4. Now click on iSCSI target setup and configure it.  

 

Figure 29. iSCSI Target Configuration 

 

 

5. Click on Lun Mapping and map it. 

Figure 30. Lun Mapping 
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For security purposes CHAP authentication is added.  

 

Figure 31. CHAP Setup 

 

 

Now it’s time to setup client as an iSCSI initiator. In my case I used Windows-7 and Ubuntu as 

an iSCSI initiator. 

In Windows-7 click start to get the administrative tools and then click on iSCSI initiator. 

 

Figure 32. ISCSI Initiator 

 

 

When the screen in Figure 33 appears, write down the SAN server IP and click connect. 

Figure 33. IP Configuration 
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Now right click on the My Computer icon. Then click on manage and select “Disk 

Management”. The screen shown in Figure 34 will appear.  

 

Figure 34. Disk Management  

 

On this screen we can create as many drives as we want. They will all look like they are locally 

attached. In my case I created drive H named “online” for testing purposes.  

 

 

 

 

 

 

Figure 35. My Computer 
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3.3 Setting up Ubuntu as an iSCSI initiator  

 Open a terminal window and issue the following command: 

iscsiadm –m discovery sendTargets –p 192.168.2.3 

 

Once discovered, we can create partitions same way as we did in Linux.  

 

 

 

 

 

 

 

 

 

 

 

 

 

4.1 Performance Analysis 
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In general performance means the accomplishment of a given task measured against present 

known standards of accuracy, completeness, cost and speed. 

 

4.1.1 Client’s Perspective  

From the client’s perspective, performance means how quickly and accurately the requested 

services are provided by the server.  

 

4.1.2 Server’s Perspective  

From the server’s perspective, performance means how quickly and accurately the requested 

services are being performed by the server. Server performance is said to be satisfactory if it 

performs many requests in a short amount of time. 

 

4.2 Servers-PE-1 Performance Analysis  

Server performance has been analyzed under normal and high load of data transfer and is 

discussed below. 

4.2.1 Under Normal Conditions 

(i) File Server:  File is transferred at speed of 10.3 Mbps as shown in Figure 36. 

 

Figure 36. File Transfer Status 

 

 

 

 

 

 

Figure 37 shows that CPU usage is almost 45% while 7 GB was transferred.  
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Figure 37. CPU Performance 

 

 

Figure 38 demonstrates that data was received at the rate of 2 Mbps, with a maximum of 8.5 

Mbps.  

 

Figure 38. Network Performance 

 

 

Table 3 elaborates that the data transfer started at 4:31AM. Initially data was received at the rate 

of 2 Mbps which reached a maximum of 8.5 Mbps at the time slot between 4:31:20 to 4:31:40. 

This means the data rate reached a maximum in 10 seconds. This is documented in Table 3. 

  

 

 

Table 3. Data Transmission 
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Time Usage 

Data transmit rate 

- 4000 Data receive rate Data transmit rate 

Data receive rate - 

4000 

6/26/2012 4:30:40 

AM 0 0 0 0 0 

6/26/2012 4:31:00 

AM 2086 26 2059 26 2059 

6/26/2012 4:31:20 

AM 7512 70 7442 70 7442 

6/26/2012 4:35:00 

AM 6356 31 6324 31 6324 

6/26/2012 4:36:40  0 0 0 0 0 

 

(ii) Virtual Network Computing (VNC) Server 

In this case two VNC connections were established to the VNC server from the Windows-7 

client. Figure 39 illustrates the CPU usage, which is almost 50%. Even at this load, the key 

strokes and mouse responses was still very quick. Response time was totally acceptable for users.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 39. CPU Performance 



  

 
 

 U n i v e r s i t y  O f  A l b e r t a  C a p s t o n e  P r o j e c t  R e p o r t  
 

Page 38 

 

 

Figure 40 illustrates no conspicuous load on network when establishing VNC connections. 

Initially the rate at which the server received data was only 2 kbps. This reached a maximum of 6 

kbps.   

Figure 40. Network Performance during VNC 

 

 

 

 

Table 4 shows that a few kilobytes were transferring, and network usage is 95 kbps.  
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Table 4. Data Transmission 

Time Usage 

Data transmit rate 

- 4000 Data receive rate Data transmit rate 

Data receive rate - 

4000 

6/26/2012 4:52:20 

AM 26 24 2 24 2 

6/26/2012 4:52:40 

AM 18 16 1 16 1 

6/26/2012 4:53:20 

AM 19 17 1 17 1 

6/26/2012 4:53:40 

AM 95 88 6 88 6 

 

(iii) Storage Server 

Figure 41 shows a file transfer from client to SAN server. 

 

Figure 41. Data Transfer Rate 

 

 

 

 

Figure 42 demonstrates a clear 10% CPU usage when copying a 7 GB file from client to SAN. 
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Figure 42. CPU Performance  

 

 

 

Figure 43 proves the maximum rate at which the SAN server received data was almost 9 

MB/sec.  

 

Figure 43. Network Performance 
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Table 5 depicts the maximum network usage was 8.8 MB/sec. 

 

Table 5. Data Transfer 

 

Time Usage 

Data transmit rate 

- 4000 Data receive rate Data transmit rate 

Data receive rate - 

4000 

6/26/2012 

5:00:20 AM 0 0 0 0 0 

6/26/2012 

5:00:40 AM 653 12 640 12 640 

6/26/2012 

5:01:00 AM 6140 102 6037 102 6037 

6/26/2012 

5:01:20 AM 8567 139 8428 139 8428 

6/26/2012 

5:01:40 AM 8878 155 8722 155 8722 

       

4.2.2 Under High Load 

Virtual server performance analysis is discussed below. 

(i) File Server 

Figure 44 shows CPU performance when more than 20 GB data were transferred to the FTP 

server. Under high load, CPU usage was 46.76% which was 0.76% less than the CPU usage 

under normal load.  
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Figure 44. CPU Performance 

 

 

Under high load, when 20 GB data was being transferred to FTP server, the maximum rate at 

which the server received data was 1.5 Mbps and at that time network usage was 1.2 Mbps.  

 

Figure 45. Network Performance 

 

Figure 45 gives a graphical representation of network performance, whereas Table 6 gives the 

tabular version of network performance. 
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Table 6. Data Transmission Rate 

Time Usage 

Data transmit rate 

– 4000 Data receive rate Data transmit rate 

Data receive 

rate - 4000 

6/25/2012 

9:47:00 AM 0 0 0 0 0 

6/25/2012 

9:47:20 AM 512 8 504 8 504 

6/25/2012 

9:53:20 AM 5509 25 5484 25 5484 

6/25/2012 

9:53:40 AM 6205 32 6173 32 6173 

6/25/2012 

9:54:00 AM 7135 33 7101 33 7101 

6/25/2012 

9:54:20 AM 7422 35 7387 35 7387 

6/25/2012 

9:54:40 AM 6895 32 6862 32 6862 

6/25/2012  6158 28 6129 28 6129 

 

(ii) Virtual Network Computing 

There was no evidence that VNC performance slowed down while the server was being accessed 

by many users at the same time. I tested 10 VNC connections on different ports and the 

performance was almost the same as when accessed by only 2 users.  

 

(iii) Storage Server 

Figure 46 illustrates the CPU usage, which rises to 28% when transferring 20 GB of data to the 

SAN. 

 

 

 

 



  

 
 

 U n i v e r s i t y  O f  A l b e r t a  C a p s t o n e  P r o j e c t  R e p o r t  
 

Page 44 

Figure 46. CPU Performance 

 

 

Figure 47 shows that under high data load, network usage reached a maximum of 8.1 Mbps. 

 

Figure 47. Network Performance 

 

 

 

 

 

 

 

Table 7 shows that the maximum rate at which server received data was almost 7.5 Mbps.  
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Table 7 Data Transmission Rate 

Usage 

Data transmit 

rate - 4000 Dat a receive rate 

Data transmit 

rate 

Data receive rate 

– 4000 

0 0 0 0 0 

1161 19 1141 19 1141 

5429 94 5334 94 5334 

8140 300 7839 300 7839 

7788 283 7504 283 7504 

7294 162 7132 162 7132 

7459 222 7236 222 7236 

7001 163 6837 163 6837 

6360 155 6205 155 6205 

7253 170 7082 170 7082 

 

4.3 Server-PE-2 Performance Analysis 

The aerver connected to router PE-2 has been analyzed under the conditions that are explained 

below. 

4.3.1 Under Normal Conditions  

Different servers have been analyzed under normal conditions. 

(i) File Server 

Figure 48 shows a 15% CPU usage under normal conditions. 

 

 

 

 

 

 

 

 

 

Figure 48. CPU Performance 
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Figure 49 shows the maximum rate at which the server received data was 6.6 Mbps; network 

usage was almost 7 Mbps. 

 

Figure 49. Network Performance 

 

 

 

 

 

 

 

 

 

 

Table 8 shows the tabular form of the graph in Figure 49.  

0

500

1000

1500

2000

2500

3000

3500

0

10

20

30

40

50

11/17/2002
7:41 AM

11/17/2002
7:53 AM

11/17/2002
8:05 AM

11/17/2002
8:17 AM

11/17/2002
8:29 AM

M
H

z

P
e
rc

e
n
t

Time

CPU Performance

Usage Usage in MHz

0

2000

4000

6000

8000

11/17/2002
7:27 AM

11/17/2002
7:39 AM

11/17/2002
7:51 AM

11/17/2002
8:03 AM

11/17/2002
8:15 AM

K
B

p
s

Time

Network Performance

Usage Data transmit rate - 4000
Data receive rate Data transmit rate
Data receive rate - 4000



  

 
 

 U n i v e r s i t y  O f  A l b e r t a  C a p s t o n e  P r o j e c t  R e p o r t  
 

Page 47 

 

Table 8. Data Transmission Rate 

Usage 

Data transmit 

rate - 4000 Data receive rate 

Data transmit 

rate 

Data receive rate 

- 4000 

0 0 0 0 0 

4276 55 4221 55 4221 

6065 75 5990 75 5990 

6790 79 6711 79 6711 

6693 55 6638 55 6638 

6543 60 6482 60 6482 

6569 57 6511 57 6511 

1034 5 1029 5 1029 

0 0 0 0 0 

 

(ii) VNC Server 

Figure 50 shows a remarkable rise in CPU usage, which is 45% during connection establishment. 

 

Figure 50. CPU Performance  

 

 

Figure 51 shows performance graph during VNC connection establishment. The maximum rate 

at which the server received data was only 3 kbps, and network usage at that time was 30 kbps.  
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Figure 51. Network Performance 

 

 

Table 9 is the tabular representation of VNC connection establishment.  

 

Table 9. Data Transmission Rate 
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4.3.2 Under High Load 

In this section, analysis of virtual servers has been carried out under high load of data transfer. 
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(i) File Server 

Figure 52 illustrates the maximum data rate at which server received data was 6.5 Mbps and 

network usage at that time was 6 Mbps. 

Figure 52. Network Performance 

 

Table 10 represents the data of Figure 52 in tabular form. 

 

Table 10. Data Transmission Rate 
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It has been found that the performance of the VNC server is not noticeably affected by 

establishing many connections on different ports.  All key strokes and mouse clicks were 

responding with an acceptable latency. 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5.0 Benchmarking 
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Benchmarking is the process of evaluating the performance of servers running different tests. 

5.1 Benchmarking for SAN 

In the SAN sever, two hard drives were utilized and then two logical volumes were created.  In 

one volume, a 15 GB RAID-5 was configured. I named it media-2. The other volume, which I 

named media-1, was 30 GB, normally partitioned. It is used as Windows partitions for clients. 

The software used for benchmarking is called iozone, which is a command-line oriented file 

system benchmark tool. The benchmark generates and measures a variety of file operations. The 

command used to generate the output displayed in the screen shots below was:  

iozone -Rb –l5 –u5 – r 4k –s 100m. 

This command generates an Excel file with 5 records per process in which every write and read 

is 1 GB with 4kb record size.  

Read – Indicates the performance of reading a file that already exists in the file system.  

Write – Indicates the performance of writing a new file to the file system.  

Re-read – After reading a file, this indicates the performance of reading a file again.  

Re-write – Indicates the performance of writing to an existing file. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5.2 Benchmarking from CE-1 Client 
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5.2.1 To Media-1 

Figure 53. Benchmarking CE-1 to Media-1 

 

5.2.2: To Media-2 

Figure 54. Benchmarking CE-1 to Media-2 

 

 

5.3 Benchmarking from CE-2 Clients 
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5.3.1 To Media-1 

Figure 55. Benchmarking CE-2 to Media-1 

 

 

5.3.2 To Media-2 

Figure 56. Benchmarking CE-2 to Media-2 

 

6.0 CONCLUSION & RECOMMENDATIONS 



  

 
 

 U n i v e r s i t y  O f  A l b e r t a  C a p s t o n e  P r o j e c t  R e p o r t  
 

Page 54 

In this project virtual servers using an MPLS network under normal conditions and under high 

data transfer loads have been tested to assess their performance. For testing purposes, a concept 

of connecting virtual servers to provider edge routers and keeping them in one layer-3 VPN has 

been introduced. An MPLS sham link is used for redundancy. 

 

All clients and servers were in the same VPN to prevent unreachability. I used two physical Intel 

servers, installed ESXI-4.1, and configured virtual servers. An FTP server and a VNC server 

were configured on both physical servers while Openfiler for storage was configured on the PE-1 

server. In addition to the above, an SSL certificate has been configured for secure data transfer. 

The VNC server was configured in such a way that all users can VNC only via a secure channel. 

 

CentOS 6.2 is considered to be the preeminent server OS, because it provides a free enterprise 

class computing platform to anyone. It is free, stable and there are many online free resources 

available. For reliability and security purposes, the SAN was configured in the open source 

operating system called Openfiler. This is a modified version of Linux which provides an iSCSI 

target for iSCSI initiators like VMware ESX and Windows. 

 

As with a physical computer, the overall objective in improving virtual server performance is to 

eliminate any performance bottlenecks. In general, the more processors, RAM and hard disk 

space that exists, the better the virtual server's performance will be. It is recommended to 

overestimate the amount of RAM required to run the host OS, virtual servers and the guest OS. 

Performance drops dramatically when a virtual machine runs out of available RAM and starts 

paging. In addition, poor host OS performance turns directly into poor virtual machine 

performance. It is also recommended to use iSCSI and SANs to enhance virtual hard disk 

performance.  
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Recommendations for improving disk performance: 

 

 Use a hard disk solution that allows fast access, such as a SCSI hard disk, a redundant 

array of RAID, or a SAN. 

 Put each virtual hard disk on a dedicated volume, SCSI hard disk, RAID or SAN. It is 

easiest to put virtual hard disks together with their associated virtual machine 

configuration files on a RAID or SAN because this keeps everything in one place. 

 Put virtual hard disks on a different physical disk than the host OS. 

 Defragmentation should be done on a regular basis, if a dynamically expanding virtual 

hard disk is configured. A fixed-size virtual hard disk uses a reserved block of storage 

space, which means that data is less likely to be fragmented as it is stored. 

 In order to free up more physical disk space it is necessary to “compact” the hard drive. 

 

Recommendations for improving network performance: 

 

 Distribute the networking load. If several instances of a virtual server are running, the 

networking load should be distributed between them in the same manner as the physical 

servers.  

 Physical network adapters should be added. Dedicating at least one physical network 

adapter to each virtual machine is highly recommended for best performance.  

 Configure a separate VLAN to host the virtual server. 

 The network should be monitored regularly so that corrective steps may be taken to 

improve network performance.  
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