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ABSTRACT

. " . . . .‘1 ‘ . . ) ' f
The -purpose of this thesis 1is to examine current

microprogramming usage and consider future application

4

areas. A survef of past usage ana an explanation of a
typical microprogramming approach is presented. Cemparisons

of microprogrammlng with software' and hardiate . are

Q

) abstracted for their relative advantages and d1=advantages.

Present appllcatlons are tev1ewed for user and manufacturer

1

benef1t. Future ucage is e;trapclated from present usage
and current pnedigtionc fd& é lndustry in both the

hardvare and software segments. - - ‘' .
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for appllcahlllty..blavplf N n
1.2 Generg;'Qon51deratlon5jand Deflnltéggg,, S

- : N toe
LA ‘ } L RN - | i
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T " ' e \ ‘
2 ‘ 1”": " o ! ( ,
' / !ls\(
‘ , / 'CHAPTER I
[}
' N ' [ o Q
T o L \ ' , -
o . TERMINOLOGY . v
Vi - . ] ot . o
i T ) : ' ‘
1.1 Introduction R | P , v

]

Computlng Science over the past aecade. WHOV;iuhy,‘ahd when

this development came about is the concern of the first pa'ftt

-of'this thesis. ' The role that it pldys in the eyes of .the

\manufactmrer and user is éons1dered 1n Chapter III. /?uture
o : ~, i R ‘ R
aréas of - applxcatlon “in current systems, rlanguage

B

N chroprogrammlng hasl’ developed as “"a ‘key field "in‘,

Ve

4

processors, system performance monltors, telecommun1cat10ns a

equlpment,»;m1n1computers' andv.time‘vsharlng' systems . are

.evaluated. in terms 'of microprogrdm comtrol.; Developlng

»

-,

' mlcroprogrammlng and examlnes the varlous‘.user_pqategorles

/. L R Lo

The concept of m;croprogrammlng was fzrst 1ntroduced by17~;5j

ey

‘architeCtures _are - con51dered for_’, their" ‘uSe' v,of.

m1croprogramm1ng.~;-Chapter ,V restates the dlsadvantages of‘

wllkes [35] 1n 1951.y In hlS paper The Best ggx to Des_gn anf“'.




. } .
f Voo EER /‘ \ Ly
v ’, [

r' | L ‘l:’ | | | ‘ | v' krl
l

latlng Machine hé PrOPosed a sYstematicw\i7

‘Automatic Ca

' A '

procedure for computer control loglc de51gn.~' His ‘aﬁggoach
con51dered the' execut;on' of an 1nstructidn as a serles of
Seguentlal and/or parallel reglcter to. regrster transfers

which hep llkened jto _the executloh of steR= 1n a program “'

A

'(1nc1ud1ng state' dependent 'transfers). » The steps «of' af

mlcroprogram are’ mlcr01nstruct10ns. , . S ,
‘ 4 .‘ . o . ‘ :" . o B ".. . ‘ T

!

”ﬂilkes' or191na1 idea was ‘to. use microprogrammlng to

a1d in the des1gn of computer control loglc ulth a read only
memory (ROM) bechnlgue. ?He noted -the pOSleLllty. of a-
8

read/wrlte control memory but guestloned the need for such a
k

\

de51g In a later 11terature SULvey on mlcroprogrammlng,

lwllkes [36] recognlzes the valldlty of a read/wrlte memory.
. - . <1'f:.,

1

. A mlcroprogram s constltuent 1nstruct10ns re\“fEtched

from a read only control memory whose read time apptoxlmates\

- o’
the CPU cycle tlme. Rou Cannct be changed dynamically as'
ﬁ_oppoSed to the read/urlte mémorles mentloned,'uhlch provide,
.for dynamlcally alterahle 1nstructlon sets, and user and‘f
manufacturer m1crorout1ne llhrarles.v mhe appllcatlon gflfatépm’

s

dynamlc Hrltahle ‘control store 1ntroduces 31m11ar'proh1emsf

e

to those encountered alth o¥erat1ng systbms and maln nemory

{

: management.(}

‘”Problems that u111 have to be approached are,;”’”J

/ . B ,,,"

“t

the develffpent of paglng technigues for wrltable

‘~store f manag lent,,f 1nterrupt handlers ;ﬁqui

e

\ mlcroprOgrams and dlspatchlng alggrmthns

A
[
* 5%




R 3ﬁr¢ ) ~ .
, Nt e S A i : -
‘mlcroprograms..,~j\ . ‘/'fy' oo
%f\ifA .formal deflnltion of mlcroprogramming is provided bY
N ‘/‘. .' :"

Husson in his  bock/.

chroprogrémmlng. ',Pr;nc;p~g§v“;ggg o

' Practices as:-
L EREEEeRER 0%

P ...ma techni ue for de51gn1ng and 1mp1ement1ng the?*
’ codtrol “fu ?ctlon of a'data processing ‘system as a
... . sequence cof/ control signals, to 1nterpret fixed or ,
! ‘dynamlcalﬁg changeable data. processing’ functlons. < ;

f;These control signals,’ organlzed on.a.word basis &
- and ‘stor¢d in a fixed . or dynamlcally changeable'p
. control .memory, represent the, states 'of | the
AJ 151gnals‘ ich’ control (the ' flow of 1nformat10d v,
© "between: the executing ' functions and the orderlyv:y'k‘
: -tran/;tlon betueen these signal states.r" '-w S

A

! ' i .
"Thé"deflnltlon 1s conclstent wlth Wllkes" concept ::of'

‘mlcroprpgranmlng but goes further“ to 1nclude dynamically

i . o

"alter'ble- controli‘memory, 1t 1s .the o deflnltlon ‘.used

thrkhghout the remalnder of the thesis.' ) f’ : -

eE ;o . . ‘ . C "

& ’ DI

b i
/‘Dlstinct from the control function of a computer sys

! P \y]-"

e ) ’ "\; ‘ ‘l ' "‘~ ) | "‘,, e i . .‘ v-‘
R i A K & s : KT : |
{gt..‘attrlbutes of the system as seen by the ./ L.
prograpmer. .. It 'represents - ~ the conceptual !

C;structurg ;of "'the . functional" behaV1our of the

- }fsystemt s dlStlnCt ‘from the organlzation of- the -

T data . £l ., controls, logical deslgn, and phyelcal ,
i?.y51nplemén qticn. -Z.A;-,& SR e el

“..

"\

;fof the compute - 1t 1s‘def1ned by the mlc;oprogramsf




: " B ‘ oo ' . IR
T y s ’ ,". P
» \ | v‘ . \ y_[v ” | ‘ ‘ "' “‘
ulcroprogrammlng .15- La” ' tool. for. both ‘desigq~§¥and”
1mplementat10n, that can . be '.used ﬁio~ greht,“edvantage\\in,

: . o ) | 1\‘kf‘i R B
reallzlng C a,T'machlne's{“(or. ‘a grouQ of ‘maChineS')
architecture,'MAI | addltlon to the“ reallzation -~ of ~a

' I ‘. -‘\" N Y K

; —\' ;‘: »' « f .
partlcular *system,‘ m1croprogramm1ng can allow’ a, system to o

emulate the archltecturelvof 'qnother achlne._” ROSln [26]

n o)

deflnes an emulator as-f" R T e

’ \ - . \_“D. ‘ !‘!. .

ees @, ccmplete‘ set of m;croprograms whlch .when

1mbedded in a control store, deflne a machlne..J' B
The deflnrtlon 1ncludes the baslc set of mlcroprograms ‘as an'
emulator;for the‘machlne:-, SR L " '_j T e

o ] + R ) ) o ‘n‘ . o :.“Q;“‘u o
‘ A A . . i o

\

’In add1t1on to the uordvmlcroprogrammlng,, other terms

have ‘aisog been used to express that concept. Opler [17)
used the term 'flrmware' to represent mlcroérogramsz whlch ‘ilﬁ
‘eare used beycna the orlgxnal arch1tectura1 de51gns.'meeiﬁﬂy;

term 'easyware' has been used, hut maybe even more apt

“underware" v{‘-~g= ' g(“*;tg,,*';'y.,*;"il e ‘Tf\”i
] . f ; tfg *feym:v;v PRI
k a

aiﬁ nic io rogra ’g dr?#f?
ed prbé‘e‘s‘"s’r\f [213., '

[

;sets :outﬂ'severale characterlzing’ deflnltlon'*ih ch glve a1;f¥§

v.n..:. »p‘\-, i

means"ft describlng

microprogammed CPUs ;Nlth con51stentﬂ

duration; of




. daths;,‘ A Hmonophase 1nstructlon controls the executlon ﬁor
. one clock cycle\ whergac‘ polyphase 1n<truct16ns have fﬁf
\‘ : o ) Vo . \ o \ B T

duratlon of | tuo or moré clock pulses.f These tw0“technIQues ”fﬁ

r

o \
havé SOmetlmes been referred to as vertlcal and horlzontal

i A

'y

mlcroprogrammlng. f Generally they are consrdered dist:nct
'\‘_'

\ : strateg1es for theV opt1m12atlon‘ of he‘«control
o A w
.‘ !

ot :avallahle fihﬂ the 'CBD, whlle horlzontal m1croprogramm1ng

ﬁ“prov1des for ‘the.foptimal‘ qeherationg of control 51gnals.
.wlth1n the CPﬁV:(sometim%s .refe;red‘q}b as SOft and hard

*

"\

;fmlcroprogramm1ng respectlvely)., it ;'j . o
R ~aNW L N H» ,',,. . e | :

f [ B L. YPH : | ‘s : ‘_

(b) ParalleL and ‘serial 4'executlon descrlbe ‘“the e

L \ vk
o overlapplng of m1cr01nstruct10n executlon. Under parallel

v

Vbxecutlon,ﬁsome form oﬂ 1nstructlon look-ahead fsl,used‘ﬁatfﬁ'”

'.branch°: pdlnts,;f wlth‘”

‘the"v;aadres%?ng  5off"i£he'”foextf"f€”

(\mlcr01nstruct10n overlaﬁplng the executaon of the present?"
\ : b oo ’
'ﬁWserlal‘ executlon, the addre551ng of the

s _,,l
‘\.

[

dLne only when tp data a path



. ~ + ) | o
. h o ' . >
nono(1\ bit in the mLcroinstruct}on por data path) to

complete encbding(logz N+1 bits for N data ‘paths).
LA { "

< The c%ncep;s of a mwmicroprogram, microinstructions,
. emulation, coaputer architecture, virtual and host machineb
are fundamental to a gtudy af micr0programming. The terms
monophnse, pOlyphase,'seria}. parallel and eﬂcoding provide
'a terminology for comparison of microprogrammed machines. .

|

1.3.Supmary

) { chr?ppogramming in present and developing systems has
large application, ‘for reaspns uhich vill be looked into
later. The future of ‘computer systems in .general will

ultimately decide the appllcatiﬂn areas of m1croprogranming.
Technological developneqﬁs in the fields of memorles,
peripheral prccessors and telecommunlcatlons equipment ;111‘

dictate -an ‘incregsed usage in computer systems ot a
;educlion in applizkiion. The position of niéroprogranlingr
. is .oné .of flux, 1t will either grov or be replaced but not
tennin at-a constant level of application. Thg assessnent
of the future Fosition of nicroprog;amninq.relative to the
‘computer iﬁdustry in,genéral-is'the aim of this thesis.

. . Coy ) : s : '
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CHAPTER II

Sy
A

-
3

HARDWARE ~ SOFTWARE CONSIDERATIONS
| h )

b ’ V)
' .

2.1 Introduction

-
[y

LA
-

‘a ., historical. reviev of

. t‘.~: . ’
This chapter will give

microprogramming . to ' oriefit ‘the reader to the. past

developments in the field.. The state of the art will ‘be

* presented in the form of a brief literature review followed

by a comparison of microprogramming to  hardware and
software. This comparison ‘viilrillustrate the advantages
and disadvantages relative to the traditional components of

&
computer systess.
. ¢

-

2.2 Historical Review |
[}

_ : .
Historical reviews of computer science are available to

Y

the reader in more complete form than this author will try,

»

to assehﬂle. Some ofﬁ\Qhe better freviews‘ being; Rosen's
Blectronic Computers: ) Bistorical Survey, Rosen's
Prograiming Systems and Lapquages: A Bistorical Survey, and
.Wilkes' Thé Growth Of Interest In Bicroprograssing: A
’L;tegatugg -Survey. In addition to general  historical

- .
. -

-

‘ ‘ : o o 7 -{

v

-



. e .
* \ Bt
\ o 3{“ +

wsurveys, the reader has many papers of hgkrpveryscope'
available in mos\ﬁareas of computer sciéhce. Thége ,papérs
provide exc;llent bibliqgtaphies éointiﬁg to the hackgréund
vork in a specific area of interest. | The gpprbéch taken
here is to providé the readEn‘;ith’the essentials, so that
‘he méy see the reasons for micropfogramming's position lin

computer systems today.

It was pointed out in Chap}er I that ﬁilkes provided
the idea for ccntrol-<logic desigp. His first suggested
design is' worth examining for historical reasoﬂs, és Gell as
the ;clarity vith which-it presents the concept. ‘Figure 2.1

ives the structure éf his microprogram control. The
controi—logic contains a register- ﬁ(n), a decoding tree,
clock.signal, control matrii C, a sequencing matrix S, 'and

a

? deéisibn'logic (conditional flip-flop).



-
~a,

.t Register R is initially loaded from an e%ternal source ,

0! |

C Matrix S Matrix
r : - SR EERRN
| e I-"“‘f*'fff“*‘*‘*f“f#fift"“
{ |-—=-= tttett-——————t——tetttet——-
ClOCK | Decoding |-~--*ttettt————~——t--t1+{teet-—-
------ >] Tree I————=etttttt-———————t-——ttettte—
: L A== tttete————-—t--tttetet—
| - .l‘f‘“"ff'ff?‘“‘f“‘Q“f?'?ff"“ !
. 1 RERR A S-ttettee---
ERIRENED IIIIII B 4 AR ERRE
l‘ A i | ' " l l ' l
v | R Reg(N) | Control l l '
L y Lines | | '
A PR e W !
| CLFE L0
Delay r—— ‘ 3 { Conditional
DR | P N { Flip-Flop
) L .
! . ‘ | o
| )/ Bit Bus ‘ N
L < -'7‘_1

Figure 2.1: Wilkes Original H}croptogram Control _

L}

E J

, : /
with the address in cecntrol nemory‘ of the ‘startigj

. . C
/

ﬁicroinsiiuction for ‘the next amicroroutine. Cn a clybk
- ' ' \ ' s . - / '

pulSe register R is gated intovthe decoding tree tq.‘seiect>.

Fon e

'the next unique microimstruction (activates & . gingle

horizontal line). The horizontalf line feeds into the ¢

matrix of vertical control lines which may be ihteréonnectgq.



P - o8

r:pélyphasé technique ‘is ehplbfed’in the CPU..
e . i | :

10 -

v

by - impedence couplers causing.the appropriate control lines

to be activated. These control lines are éﬁnnected to the

CPU's ppysical units (Such as addérs, sh;fteis and contral

registéts), either through a decoding sequence or directly.'

‘The S matrix is pulsed by the same: microinstruction

generating the address of the instruction- to be executed

next.  This selection can be made condi tional by'ihe use of
l . B s PN ‘ M (. '
logic to COmbine an output 'from one or many elements in the

+

/. CPU, via a ﬁlip-flop(PF), with ‘the ' active horizopta;

-

lineé(IBM 360,50 supports 64 way branching). ‘The ‘address is

' delayed back to the R register for execution in the next

4

¢

cycle. Contrcl memory is organized in 'seqdences 'fi:}
microinstructions which 'perfotm;;thef desired functid

(é.g.‘didgnostic tests, - multipl&,! divide or‘ s§e¢ia1

application'dependeng*iéptines). In this séﬁeﬂg\no decoéing

' is donme _to pulse the control linés, it is a direct ome to.

"~

one translation. ‘in Redfield®s [21] notation this‘uduldb"be

' considered, Bonophase, serial and littie encode,'-The wvidth’

of the Rou'wotd is given‘by the number -of 'lines emanating

from - the C.and S matrices, The width of the s matrix is N

the same as the R register., The‘h patrix width iS'aebendent 

on the anmount of_‘paiailelism, encoding and whether a

! s T Wt . L e ’ \ [4 ! v'h
, Husson [12]: in ‘chaptet II# gives .an eipiutionqry_

i e

- deécniption3df\§hé - modifications and‘ﬂéipansioﬁgv‘nadé"f&Og&

I



Wilkes' -original idea. He works ‘‘through a series of

-

diagraams explaining the effects . of modifications and the

reasons for thenm.

»

.vMiCroprogrdmming ‘was first ' 1mp1emented by Hilkes and

h1s group at the University of Cambridgef~ i, the MEQSAC 2.

¥
Several other one shot 1mplementnt10ns Were done within the

next few years including the CIR&US [1] computer, but the

first commercial \usev vas by IBM on thelr 7950, a Stretch

*

computer . with special h1gh speed file proce351ng

. . +
equxpment [36].. The stored logic vas used ‘to complemen

conventlonal inStructlon set. Users could deflne‘tom
file processing sequences (in the stored logic) ‘and use ther

as instructlons., W1th the announcement of their’ systen 360

series, in 196u IBM 1ntroduced the largest example of: stored,

logic control. Tucker [32] glves a complete description of

: -

‘system 360 mlcroprogramming and severai reasons for its use:

[ . ‘ ‘
1.. Emulation - microprogrammed simulators for old

systems on the never systenm ‘366; ' Typically-
IBM provided.'emuiatorstdfor the 1400 series
eguipment on the 360/20 and 7090 emulators yonv
the 360/65 (additlonal hardvare 1s used to
-.facilitate'_spec1al 7094 operations} in  the
Cemulator). . o
2, gggégtihi;itx - uniforam. instruction sets from

the snnlleStj computer in a serles;~to. the

N N .
. . .
* . . = . P - .
F : L Lo -~ 3

~n
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, 'largest. : The . ~'sSmaller

PUs  using

"microprogrammihg' to  implement the

. fedtures that are hardwvare
1 ‘ . ) ‘ . ) .l‘ ‘ . )
Systens in the seriles. : \

more

same’

on the larger

3. Flexibility - changes in the fCtdre can " be,

- effected with less eipénse‘th

LN
'

n required'to

replace end redesign hardnare control—loglc.

+IBM' had reason to be pleased wlth

decision when they, decided to change

theln

12

ttéir?.

real' arithmetic ' routines. This <change was .

rymade. gdicklj and at quimal expense - to

.. IBHM [26]._. ' ' - .?
4, glggggiggncstic§ - - hardware . diagnostic\
dicrorodtines vere idcluded._' These_'rcdtines

have greater 'resolving pcwer than~softuare

» dlagnostlcs in .the detectlon of €rrorSs [19]

¥ i}

In 1965 RCA anncunced the Spectra 70 serles of cowputers

' which -’ the‘\model 45 wes mlcroprogrammed: ’ Benjanln [QJ .

5\

of

explalns the approach taken by RCA inm 'mlcroprogrammlng the

| Spectra 70 model us. 'The u5 ‘vas mlcroprogrammed to be

1

archltecturally similar to the IBH 360...Control memory

~

- organized uith two stacks, 102u VQrds(SG bits),

\ -
‘ 1nter1eaving hetueen stacks. The access tlme of

I

uas‘
"wlth~~._

cne' stack

‘belng 960ns but uith interleav1ng the effective access time

NG

'\‘is reduced to u80ns., Husson [12] goes 1nto the

detall

Athe structure and microprcgrammlng technigue used.,_,'

of

ktd )
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. urltable rcontrol store,» (HCS) was Standard Computer,.

Severai neuscomputer systems were 1ntroduced follow1ng‘

i ‘ . \

, system 360 uith guite extensivewmicroprogramming facrlities.

. ® : ‘
_In 1957, Interdata‘ introduced the nddel 3 .Xhich had a

e

Atransformer read on1y~ control .store. - Interdata then in

: guick $uccession introduced two other models, 4 (1968): and 5

|
(1910),,bothohav1ng a simiiiar:type of‘control:memory to the

model 3 Suhseguently several other manufacturers

» -

introduced microprogramned models, Cincinnati Milacrom CIP-

2000 (ROH), Micro Systems uicro 800 (ROM) , and Spiras ‘model

lm

~65 (RQH) (1nformation taken,from Clapp (sh.

N o . .
1 o A : LY

‘The first major system to be 1ntroduced vith a separate

i

Corporation s IC—GOOOE 1n '1967. In 1970 _ standard Computer

Corporation introduced .the ' most dramatic example of this

type of control, the HLP 900 u51ng what Rakoc21 [20] coined‘
Aas‘” an  inner comguter. Flgure 2.2 shous a typical
configuration wlth the inner conputer. as a 'separate unit’

’u1th1n* the system.' In the inner computer, shown in Figure

2 3, more . than the conventzonal control logic - is present

' _The inner computer'Sv struc;ure 1nclndes ’a_ schedbler,

‘translators.‘ and“ decoders.‘ A\ The scheduler &'»bontrols-

comuunication hetween elements fof the external function

stations, uain menory, I/O channels,"arithmetic unit,Té

s

'7 reglsters and console.'f A translator accepts an emulated"

instruction and then deternines then address “in coq;roli -

i

R . ;"“‘““'T‘"“""" P A RSP B
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memory vhere the microroutlne begrns. The encoded flelds in
'd
the m1croinstruct10n are bandled by the decoders to generate'
° e

- the remalnder of the 11ne pulses. The ‘wini englne coqtrols
‘the actlon of the. wlred -in- seguence (ROM segment of control
memory) and writable oontrol menory.: The HLP—900 llke\the

_system 360 has gquite extensive' microdlagnost;cs,‘ which o

provide a very _high degree of“fault resolution with the
mininum amount of operatlng ‘hardware‘,(refered to*'as the\

,hardcore of fthe .machlne)4_necessary ’ Q?%' dlagnostlc
. . ) AN

routines.tor¢unttion;

The “most recent addition.to the field of WCS is IB}i's

'system' 370/165 [13], ’whioh employs‘ monollthlc hrltable

&

control store 1n add1t1on to Rou. The Ron'contalns most of

. L&

. the 1nstrnct10n set and some spec1allzed routines, uhlle the

NCS contalns the 'remalnder oﬁ the 1nstruct10n set, the -

I -

serles 7000 llulators, and the dlagnostlc rou&iﬁesh,;ﬂ
‘ : ; i ‘

o : : L - S
W,
Hlorodlagnostics on- the 370/165 1nc1ude.‘reergf)£
5 § ‘ .
*~‘onresxdent routlnes. ' The resident routines pnovlde error,

' “checklng of the 1nput 11nes to the more 'extenste non-
K N ‘,é:‘*‘" -
, re51dent dlagnostlc routlnes, whlch are kept .on magnetlc\;f

‘oi“

',dlsk cartrldge and read by a dedlcated I/O dev1ce when thenﬁ'

‘u-CPU 1s in dlagnostlc mode. The use of bootstrapplng furtherf,

'V;mlnimlzes hardcore regulrements..“

) " ) c v B LA
t « £ . S ’ . LR s Ll
R T N ) O N T W

",sIn dddition}fto CPU’miérdprogrénming;ﬁsystéh5310Juses




[LEN

microprogrammlng  for its 3830 disk | Cohttoller."flmhé”
icroroutine 1°adln9 ri:qced“.m’;/ similar to that of the -

Py

Ao . R . . o o Co , N
CPU. . - SO SN
(. ' ' N

N,
/

. The two systems,\ﬁlﬁ#QOO and'370/165,;are state*bff'the
. . [} o ) .".r" ) o
art implementations ‘of WCS. . These tuo are the largestﬂ

\

systems currently employing mlcroprogrammlng to thls degree.

h,early ih'1971, S S S ‘”Id h. 3 lvég

N

;Greater development in State of the art 1mp1ementat10ns “can

be seen ;in mlnlcomputers.l~For example, Mlcrosystems have

introduced a completely microprogrammahle machlne, the ulcro"

.”=1600, while Nanodata ‘d Corporatlon : released ~  the

speciflcations‘ for their' microprogrammahle machlne Qu-1,.

The Qu 1, developed as’ﬁa ‘MJCroprogramming,‘laboratory
machlne, 1s descrlhed hy R051n et al [25] Nanodata“inithe‘

.

QH'1 PrOVlde‘a" tvo’ 1eve1‘~structure,f a nanostore and a

';15 not sacriflced for de51gn convenience o

f§opt1na11ty‘

g

’mlcrostore._‘ Their nanoprogram stored 1n the nanostore,'ﬁ

' are horliontal polyphase nano—prlmltlves thch are employed
"to vrite routines for the mlcrostbre. ' The ,use ‘of‘*a tuo“;'
 1evel l‘control store. allous archltectural 1ntegr1ty as e

:;de51red by the manufacturer uhlle offerlng the flexlhlllty

‘(‘

fcof the mlcroprcgrammed system to the user,.v The nano-uf_ﬂ

tjprimitlves are the cr1t1ca1 design prohlen and must prov1defggl

i
[P B

f?f6f~ a‘ w1de spectrum of control 51gnals so that flexibllltY

., w o)t
: .

jhardwarefaf”

‘fThe definltloniandjlnplementatlon of user nanof
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‘fPresently mlcr0programm1ng enjoys a’ . very lar e
L

n the computer 1ndustry aﬂd spec1f1cally the ‘user

.,

Hicroprogrammlng " offers,l ufordﬂ'\certaln
S , . /. . i
‘applygétlons, a vlable alternat1Ve \to\.both hardware and

jsoftuame.fi ;f‘ﬁdg

. ‘ . ' ~ . .
L Q SO e o » :
f S S, Ce | . o [ T

Ve ' ST : . .
y",“v‘ L i R ' , . . .,.‘.,‘I + . L . N
i | i o N
L Y ' . ‘ '
b : [
e o

o | .
SRR R L o : v
4A2.31y;cr09gggggmm1ng'g§ ﬁgrdwagg L ot

":C1appﬂfiﬁ h1s artlcle Apgllcatlon gf i_ggg;ogrggﬁigg)
S - DA IR
[ .[B] enumerates four -categorles of comparlson“ betaeen

;miékoprogrammlng and hardvare- flelelllty, cost, speed and‘
Ky . R o _ } :
5re#§ah1h1ty.z "" _;,,f;'-ﬁ .

r§;ghe greatest advantage mlcroprogrammlng ‘has; OVer'
d ,f\ ' ! S

"[hardware_ is Vthe fle21b111ty 1nherent 1n the host " machlne};,

RIE
[

Tallowlﬁglfuture ;nforceen regulrements to be accommodatedha
gu;tha‘{alnimum=of hard‘ machln modlfacatlon.J Ex1st1ng?
“‘fcaﬁaﬁiint'es can. be: upgraded to make use of Lﬁe' algor1thms“7
"“&proeggures.'l Harduare procurementsiean‘bevstandardized’

A

51ngle harduareti

’!multlplefjcomputer. user. i €. a'

;.host machlne;fcahsihé,ﬁ
jx/representﬂ7the architeéture {6ﬁ1f5n3fﬁ

," e
- SRR

)» SRS
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o mlcroprogrammed "computer B enjoys eeVerai“_cost

‘.advantagesl over ccnventlonal CPUs. A standandlzed hardware.“

" . i N . Con

r'de51gn leads to sav1ngs 1n the’ de31gn and fabrication tlmes.

'Haldecker [33) in comparlng ﬂja,‘ convqntlonal ' éga

)
AN u.

' mlcroprogrammed CPU found that 1091c reguirements, excluding

~ﬁexpéétedb1n

control memory, uere wlthln 5 10 per cent‘o 

each;other Hlth
) \ ) ‘ ) v" i :" 1 v‘ ) “ .I .‘ | -
85 per cent of the mlcroprogrammed macdin s logic suitable-
. ) \. \ . . . Nt E

S S el
for large scale integratlon(LSI), aS'oppos‘ ‘to‘50 peﬂ‘ cenit

- M'

of ‘the convent10na1 CPU. ‘Further c'ost1 savlngs can be-

;’.machlnes, bedﬁuse of reduced techn1c1an tralnlng time and
: EA ' B! '
‘_hlgh resolutlon mifrodaagnostlc 'routlnes.-? Dupllcatlon of "

mlcroprogrammed CPU' through forecast cost

o

"reductions'Qﬁin* LSI fabricatlon(ﬂornbuckle [10]). L Lover j

|
\

‘hardware malntenance costs are expected for mlcroprogrammed

e ~ a

8

harduare fac111t1es can be reduced by the assxgnment of many

"ftasks to the ,mlcroprogrammed machlne, The replacement of

[ TR

fjegulpment by a computer and operatcr to prevent dupllcatlon L

‘fhlgh,wguallty,, relatively -1nexpensive .lmalntenance' -free

I

.‘-.

0
i

r
can be uneconomlcal 1f an unegultable substlt.tlon 1s made.

: " Ve ‘!‘ :

In generaﬁ’ gpeed 1s the hardware 9CPU's strongest

adVantage where s'

T
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o Bolyphase execntlon giVes ,a speed 1ncreqse hnt*“‘alsO‘ﬁ

1ncreases 3"theg- Ron ‘ iord Hldth whlch increases hcdStLlf
RIE . Cah T
Encodlng, whlch reduces the Rou”word wldth, grves ]a, speed;

- 1ncrease - bnt requlres more.wcomplex _and less‘ flexlble'f(

decodlng harduare.; In a uell de51gned hardware machlne therh

CPU can be expected to operate at memory Speeds, uhereas the

o ‘ ‘
speed of a mlcroprogrammed CPU 1s dependent on the number of
o m1cr01nstrnctlcns executed ‘1n ,one maln \memory cycle and
'w' TR g r. ! . : " \

thern relatlve pouer. R T f‘ R
. ‘ ‘ Yo , 1 T PR Y e N

‘ The orderly structnre Jof ¢ mlcroprogrammed ,computer'“
v . ' ’ : . D

prov1des t] re&iableilctructnre that cén - be fabrlcated wlth

"fewer nniqne hardware 'components, allowlng a ~¢51mpler
oo RN . . r e :| o '
*1?‘construct10n procednre to ‘be 1used In mnltlple ,ﬁ'

: " : ‘ ; : \ IR BERRLY '

‘fppllcations, a common hardware base for each component Of
. " |‘1 “‘ N

‘the}‘ systen can;\reduce the amount of harduare backupa

:

l.;p reqnlred. NA s1ngle mlcroprogrammed computer can be used" toh'

:{f back up,‘ wlth the approprrate mlcroprograms, all computershr
e : R T IE CtRT SR s
”.‘1n a’ serles of appl1cat1ons.“ jj‘;_~"ﬁ:¢i;¥ - L

el e } R R P ‘_'- -

gtThe;fleigpilityQQ£ Qa mlcroprogrammed computer 1eadsfr
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be encountered with the: use of i&croprogramméd control. For
' \

'example, in a timtshaging enviro%ment where interruptability

is necessary, very complex microroutines could lead to poor

resource utilizatxon for the whole . §ystem. IBH on the 370

. ‘\’ﬁ

series for their newv instruction, mGVe character long (MVCL,
moves. up to. 16 Hegabytes ~at onéey have provxded for the
. - \

ninterruptabllity of this 1nstructién so that the CPU, tan

continue t§ sexvlce°other 1nterrnpts. ' %

i “ " . 1" PR
T : , .
»

.,»,

-
«

{ IR : _ -
Clapp (5} “has 'doqé a very geod analysis of thié area
aﬁd'_hés‘ comfpared mﬂfroproéramming and software on  the

following points: speed, cdst and reliability.

+

He enumerated the attributes of software functions

#

wvhich if present will generally yield a speed increase . wvhen

gici@prog’ranmed: ' "’4 &
‘ 1. CPU  bound functlons, ot dependernt ‘on

. input/outpnt transfer time.

2. unctions with ingxqediate results vhich ‘do-

l‘ /‘,,5; «‘“

" . not have to bek 'EWed after the function is

t

o HF L ‘
fovides an easy vay

t

XA A v
(d3fficult with' the

1)

- A ' .
' other codes. For some applications a cost disadvantage ' can

¢



A, | , | oo

regular machine's instruction sat (falls Beydnd
the *~ power of the current idgtductions but is
.not logically prohibiteds. : |
‘ 5. Sequences which are digh in address generation
functidné‘dnd low in execution time. |
A speed incgease can almost always be expected if a software
routine is microcoded. 'Patzer'and vandling (18] have done a
comparison of ‘'microprogrammed ‘and software square root
foutines. The microroutine demcnstrated a'constdnt cost per
bit of the result, whereas the software routine had a
decreasing cost per bit.as the mumber of bits increased.
The absolute cost per 'bit remained latger for the

-

microroutine. . '

.The cost of .2 microprogrammed computer is dependent on

the extent of application in the system. Two goals are

-

possible:~ compleuént, or replace . the sof tvare systea,

Hicroprogranming to conplemeat the systen can lead to cost
-

savings in thgjﬁprm of:- fasﬁgfhjgf\vare development, easier

et

debugging ptocedures and pore efficient source software. To

operating system in
\

microcodeiuill be far more expen ive, lelss rigorously tested

program all»ot a, large part of

apd’ very diffi‘t:ult .to modiff [5). Firavare vill be more

expensive to produce than: valent software, until a

standardized high level ' microprogramming. language is

'c

,developed. ' | - - o o NN
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at -considerable savings over

comparable sof{uaré'protection; Special ‘instructions used:

hY ! v

by multiprogramming environments can be made uninterrcuptable

vith firamware implementation.

2.5 supmary

’ ‘ L ,
Microprogramming has evolvkd in cogplter systems due to

the interest of the manufa'tUrers in the cost advantage

.offered by microprogrammed machines. The ‘advanrages of

- k)

microprogyraemaing. such ’ as . flexibility, cost  and

speed (softwvare) outweigh the 'disadiantaga§, the 1lack of

-~

portability ° and compatability(upwards); "How and where

5

microprogramming is used in the future is dependent upon,ﬁhe'

(

reactibn of the manufacturers and the users . to the

increasing viability of mlcroprogramming as an alternative.'

)



CHAPTER III

APPLICATIONS

The advantages of rmicroprograumiag,ﬁ as outlined in
Chapter IIX, QO‘not_in-tbeuselves predefine what will be a:
successful application. Manufacturer and user have diverse:
requirements vhile trying to aChleve the same objective, a
cost effectlve systen. The user sees mlcr0programming in
the role of a software support facility aud as such wvould
like . the ‘ capabillty of accessing and wmodifying the
microcode. - At ' present the manufacturer sees
Amicroprojranming As_aﬁ excluéive%tool for the iméleuentation
of funotions wvhich he determines to be,of value. . This is
bqseﬁ“oﬁ‘observatiou of‘the'techniques used to' microprooram
hnd ’the quéntity of inforuation pade availible to the user.
fThe areas of application that the- menufacturer ‘andf user;
groups have currently found successful will nOH be exanlned{
Even thongh they do benefit both srdes, some of the areas
‘have been divided and placed vhere this ‘author feels is nost
A'appropr;ate._» Section - 3&" ‘looks ,.at'!ktée use of u

T
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microprogramming in the design of computer systems. Section

3.5 deals with a cross examination of the major areas of
A

application and their implications.

[ . .
A

3.2 Manufacturers Applications - ¢

'ihe manufacturer of hardvare computer systems. has
generaliy employed ‘microprognamning to- maxinizs ﬁhe cost
benefit to‘himself; ﬁhe,areas'uhere »mionopnogramning have
Abeen used wmost béneficially are; diroct ooerating system

support, micrcprocessors,' microdiagnostics and emulators.
. . Ut . 3
!

These areas are oriented tovard benefitting the manufacturer

!
i

more than the user. D o ' .

3.2.1 Operating System Support . ' ' : .

Modern operating systems, mnltiprogramnino and timé.
!sharing, require nany cf heif‘ routines to be enecuted
repeatedly. Clapp [5] has sa1d that 1nstruct1ons wlth high
sxeontion _frequency can _‘be microprogrammed to. goodv
advantage.- fwerkhelser [34] has set out three criteria forA
nicroprogramming a process in an operatlng system-~ have a
high freguency of use, must be well defined, and be heyond
‘the scope of the v1rtna1 nachine instructions. | Por theitb
operating systems_ thet nannfacturers have microprogranned
sone of thelr systen routines. ;-In' general the easier‘

. l
‘rontines have heen inplenented.“‘:These;lnclnde bootstrap."




‘ L . ' ‘ , ; ' . LTS ‘;.
loaders, store -and fetch rprotection; interrupt traps,

subroutine 'Iinkage and instruction re-try. The lack of

'general operating system procedures being 1mp1emented can_ be

attributed to the high cost, in time and programming'gffort,
to develop'the~micéorontines; : e

~ Hubeérman in The Principles of Operation of the Venus

Microprogram describes the picroprograms and software

routineés used’ to implement a multiprogramming operating

systen.'_'The‘ philosophy of that development group vas that

the vork required for ' the implementation can be greatly

rednced by having ‘an architecturally compatible_nachine.

.Their operating system ‘=upports named virtual memories,

recursive and reentrant routines, debugging interrupts and a
microprogrammed'multipiexor channel. The instruction,set-is )

COmpletely defined by microprograns.: -uicroroutines'nere

1'§ritten to perform - job management functions. CPU

.

scheduling, job - queue management and v1rtua1 addrees to real

‘address mapping.‘ When a page fault is found, the memory.
mapping microprogram calls a software routine to handle' the o
'page~in/page-out function. The resqltSvof this‘project Here.

,‘that by‘ allowing the archftectural specifications to
»1nﬁ1uence the deSign, thereffort in softuare development vas‘

~rednced suhctantially.

’

Replacenent ‘of. operating cystems witnt)nicroprogranmednﬁ,

-routines -negates’ - thev past developnent and nan-hoursl

ey R ) o
FP - e !
L - e . . i .
. L . . . . . o L
v . B « N : . i *
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dedicated to produce these software systems,.  g o
L

3.2.2 Microprocessors . : e o

’Tne small general ‘purposev CPU» ‘tefefied to as‘ a
‘ microprocessor,‘ is\ m1croprogrammed for lo¥ cost and high
fiexibilityi They are su1teble for - coupled CPU netuorks
vhere processor hlerarchles ex1st- ‘ f : 5: S

Hornbuckle and ‘Anccna -f10] Aescribe the 1LX-1 (ROM)

e

computer which is miéropnogramméble. The 1X-1 is small and:
flexible and can be used-as a 'peripheral coptroller, sPecigi'
purpose: machine or as described;in tpe article, a real time:

1 1
i

signal processor. -

! / ") ' A

. ‘ ‘ . SN , | .
The . Microprogrammed Control ygypit as déscribed by’

Roberts et al [;2j‘;£“a high speeq, execqtiné‘inguf outputk
, Erocessor ahd"interrup£ handlen Eor =tne Na#gl.'Reseerch
' Laboretory L‘Signal Proce551ng Element(SpE) ' Tnefioesign‘
v;.cr1teria vas sFeed but not‘at the fexpenSe Lof‘ flexinility.

V‘The »control ‘unit ‘wes' required _tg be abple to ccntrol all

»,hardware elements in the SPE. ,.A,Qmicroprogrammed approach

'f'was chosen fas 1t met the requ1rement for flexiblllty and

E) "" . < o -
£y ’
et . B B “ . i
/

o

- speed [22]

IBH [13] uses a microprocessor ulth wcs in system 370‘ﬂ

’*ffor thelr' dxsk controller.‘ Perlpheral controllers ‘are,(‘\

'cjiideally sulted to mlcroprocessor applicatlon. IBH's mosti“'
"\. ».” ‘4‘..> . ) - L ‘\ —:’ .

FE BN . SN . Lo
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cecent annoumCememt(1573)‘ included the 370u commu:ications'
comtroller as a replacement for the 270x ' series. The' 3704
can rmn ‘1n emulation modé. to emulate the Zf%x series or in
the Network Control \Program(NCP) . mode. It is a' stored
program ‘line .controller(max 64K local memory). Integrated
‘.I/O elploys additional circuitry vithin the. processor under -
) mlcroprognam control to replace présent hlgh cost Chamnels
‘uaholick and Schuar2e11 [1%] examine this type of control.
;3.2.3 Microdiagnostics |

.part“ of the . firmaare smpport routines ‘include
dlagnostic checks on the performamce of the harduare lo9gic.
‘These routines cannot check the logical con51stency "Qf  the -
-,system's architecture or detect the presemce of 1nterm1ttent
and tran51ent faults. =Log1C failures are the prime target.

: of microdiagncst1cs,
The pfimar] reasons for current: mlcrodiagmostlc usage‘

“a;e to 'pro#ide‘ cqntrolled ahnormal termination. dynamlc«

:system reconfiguration 1m case oéifaults, and a high degree;

of fault reeolution. nrltahle control ,store _usage has"'“

\greatly 1ncreased the spectrum of the , mlcrodlagnostlcf3'

routines that a system can support [19] Hidespread use of

7wm1crodiagnost1cs will take systems one step closer to being' o

iffault tolerant and self repairlng [19]



| 3,2:“7Emulatore

‘

/

v ) | \ .
problems is the key to success; o

1. Happlng the image of the target machine, into

the host machlne. Defining the target machine
in terms ofvthe host machineFS'resources:
An 1A ‘ =S

!

( 2. Selection and 'imnlementation of | machine

instructions; to be microprogrammed, to

complement the host machlne's inetruction set

and fac111tate the target machlne def1n1t1qn.
3. .Llnkage from,emulatlon node to host mode of

.operatlon. Host systems reguire a control

’Vstore load(phy51cally or electronically) and

an 1n1t1al program "load (IPL, ‘the initial

o

stages of operating system start up) ulth the
! w ]
target machine's ‘systen paraneters.~ S

. Develop an operatlng structure under which Zhe

emulator is run.

A

Inn‘ addltIPn t general overall de51gn problens,

emulation has several ‘special prpblems'”;

1; One to oné napplng of the subjecb I/O deV1ces

1

- deflnltlons of the target I/o dev1ces in terms _

of the physical host devxces.‘AI f:; Lo

'2;”(Datag convercion and translation from:vthe‘

v

- . . H ] . N ’ . ., -
* Lo . ' . B L e U v . E

1nto the I/O system. The phys1cal and logical’

" 28

In lthe design of emulators, solution of four major’

170
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'vouts).

o
target I/o routlnes to the host I/O dev1ces.

?
! i

'Overlapplng I/0, and CPU emulation for better

A 4

target nachine performance. '

ﬂExceptlonal condit1ons. Problems t at must be

solved with addltlonal harduare or software.‘

A

. Integrated emulators as 1ntroduced by IBH [13] solv

major problems of’ I/0 emulatlon and emulator de51gn.

I

emulators run . as problem programs under the control K

Aoperatlng system and offer several advantages leadln

" better

resource ,utlllzatlon . in  a - multiprogra

environpent through;‘
= ‘ . ‘

1.

2.

3.

Reduction in ' the number of ‘IPLs, no mode

- switching  for enulators. An' IPL althougn

‘wbefore the' IPL, all ‘exeCuting‘Qjobs:"must

[}

-fbefore the IPL. - tl‘t. R fv;7'

A}

Greater system flex1b111ty,-on11ne systems can

%

,emulatlon ‘mode proce351ng. o

‘A

‘Linkage between CPU and I/O(lnterrupts or tlme””'

1

e the

Thesef?

£ the‘
g to

mning

requiring only two  ninutes to perform does

- cause ‘the isystem to be stopped. 'ueaning

“termlnate and '@b‘,ne( . jobs, can be.aecepted,

[run‘ contlnuously wlthout 1nterruptlon»‘lhy‘-

_Bétter input-output handllng.; I/o“modules‘fdrfifj

e each 'emulator accept the I/O calls thenV”'

"‘1nterpret and 1ssue calls to operatlng systemf;_.

“‘access methods. }y;';jﬁg"f



. ) .

4
! \

\’uachdhe 'mapplng ‘and“ peratlon code selection aS?[;gé'F
najor problems of emulator de51gn. I/O ;emulatlon‘“ig‘,ndw
.reduced‘ to' the creatioa of the 1nterface routlnes hetHeQ; 7 
the system I/O packages and the emulator.,

oo ‘ * -

3.2.5 COnclueions

' The use .of microprogramming . in. operating'tsjstém§'

: hlcrbprocessors,f emulaters’ and mic:ediagnOSticsfhave-10qg
~useful llves ﬁcompafed to - develepmeﬁt " tinme, gthetefone‘
optimization (hard mieroprogramming) of‘thejCOntrolusignaxé

is economic. ' '

3.3 ggggwﬁppiicatigngﬁ‘ -.: . ' IR

The ‘user v1ews microprogramnlng as a cost effectlve

‘means whereby he can create a. machlne whlch will mOQe 7

dlrectly meet hlS needs.\ At the tlme of purchase a computgr

: system can be an unknown guantlty.- Power and versat111§y

\\4‘ »

A; are gualltles that the salesman has attached to a partlculqt

a mach1ne ‘uithcut nececsarlly explalnlng thelr 1mp11cat10ng

As faniliarlty Hlth a partlcular machﬁge grows, the USQt

;beg1ns to ‘appreciate the p0551h1e appllcatlons thaf can b

3

’tried and where hls emphas1s should be put;v Only ‘then does f
»~‘jhe reallze thg/real meanlng of power and versatlllty 1n th&t

. KB A B B e
o I . L | ; S ce e
B : ) . e E—
H . \
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4 ' a ‘, »\ v . l“"“ ‘ \\ ‘
3The concept\ of pouer gand flexibi‘ 'vuill:pe;‘

\ '\-w:_. e

\ l

’ﬂ» system.

R ‘ . o
Sl examineduln ‘more detail in a lafer chapter.;‘ Bowever, hrs

i\ a S : v L \

]i machrne ‘,must have the powery to,_perform his tasks’

".‘

f‘economically and the vercatlllty ‘to perﬁorm a broad Spectrum

i of thesewtasks. 'What should a user look for in a computer

”, archltecture SO, as "to guarantee hlS future flnanclal and

technologlcal p051t10n? Does' his~ present system prov1de'

features§that uill be <upported in the future?

’

,v ; L
B -~

tok .

v . . . o SN

]

' 3.3.1 Opefation Code Compatibility ,‘“Hf’ R
[ ‘f:‘ operation cOde\p compatlblllty over a single

' i ' ' > N A. \ ! . W . '
anufacturer'svllne of. computers is ja characterlst1c of
. 3 ' : I . - L

thlrd generatlon ccmputer systems.r »IBH\ offers it with

,microprogranmed machlnes, while Unlvac and ¢nc offer siouer“

‘.,5. RN

i . . ' Y

‘,hardvarevfor‘the lower end df thelr llnes; ,ﬂ£é~f\;\.,“
o - TR N

ST COmPatlbllltY benef1ts the uSer for tuow“reasons;;“\

RN mlnlmlzes program convér51on and personnel retralnlng costs.q

1

For these reasons, the user 1s able to stay nith state f

O
'»'.

the art equ1pment 1n a developing 11ne of 'omputers, and can,

!

lpthus ac# ve hetter performance at a lower cost(shoun 1n the

. ki ok ﬂ : P
decreasihg costs for computer hardvare, e g.xon the IBH 370

tv‘

serles, mouollthlc memory lS half of the prlCe for core
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'1greater"polarization‘ toward problem' ori%nted languages.
l,\‘ :

'Qperating system deSLgners are turnlng to hlgh level system
programmlng langnage cuch Ia PL360 t37], Algol ‘on the

Burroughs computers, and BLISS [38] for\<the larger DEC

- ‘ ' ’ o ¥ ' . -t \ N .
machlnes. C S ‘ R

Why them. is ltr‘important"ﬂto; have 0perat10nk:code

+
y o
.t

compatablllty? ' Thev“‘reason ’ isi eff1c1ency._vf,using .

Dljkstra's [6] concept of levels of abstractlon in ‘computer
systems, programmlng langﬂages can be con51dered levels of .
" abstraction of‘the‘,real machlne; :-The"more abstract or

’ Lo

l’furtherf'from 'the machlne, the less eff1c1ent i's. the code..”

. Hicrocode or harduare control 51gna1s are closest machine g
1 ) . ,

code next, assembly languages, hlgh level~!and problem'

orlented languages 1ast.‘ Dlrect language orlented machlnes
\c1rcnmvent the problem of abstraction but are less flexlble

I

51nce only problems sulted to expre551on in the languai '.of"

' TN

the machlne are read1ly solved._j»ag -;gﬂaﬁ‘.uﬂl 'Wiigﬁ; -
: L : ) o .‘.4;‘ : ;‘ N ,"_“ ‘,‘. Lo ».‘-’. . w ,

Operat1ng systems nust be 8ff1c1ent forfreasons of

\

\..»‘ !

Lo \I:
cost.v System overhead or the amoupt of proce551ng performed

by the operatlng system relatlve to problem process1ng t1me

; o
A

szt be kept to a mlnlmum.\ From an 1nterna1 polnt of vlewF

ca

'fin
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Co e L 3 o
'3.3.2 Special PurpoSe Machines . . - o

\processor‘~cane be an eff1c1ent economlcal solutlon to the

. .W
Every ,tlme .a[ user loads 'a’ program into a general

purpose machlne he vleus 1t as a SpeC1al purpose machlne to

solve h1s partlcular problem., He wants SOmethlng that uill

execute h1s task eff1c1ently through sound de51gn, rather‘_”

than the use of extravagant computer resources. ‘A suggested

'
i

1mplementatlon is HCS ‘Hlth dynamic fnode_;swltchlng for.

"efficient‘”resourcep utlllzatlon. " in'"this'»way'~a 51ngle

Voo

- need for a spe%lal purpose machlne.h

"

\

o

B ; L . et ' ) P [

» . . .
. . [ [N . ' R Vi . . L !
PPN - . B ,o . f . .,

T e \ ‘ .
3.3.3 Speed and Flexibility ‘ ' )
Ry ”The'user oan look forward to speed increases\ w1th

- "o \ '

mlcroprogrammed machines 1f a multl-moded apprcach 1s usedff;t'

chroprogrammed control 1s 1nherently slower than hardua e

hl‘ : '

control therefore any speed 1ncreases have to be achleved by

R
!

1;fle11b111ty.{ The user can achleve cost galns(reduce source

esigned appllbatlou:machlne) through ithe',appllcatlon ,of

w

[y

Vthe~ advantageous ﬁusgf of the mlyroprogrammed machlné's:élj
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'

- 3.3.4 Conclus%ons

'
| fhe'atéas‘ofxgarect dpplicatioq and concern of the‘user.
can ge classed as scft qicroptogrémuing i;plementations. A
patt;chlar user application vill in general have | a very
shprf-life(hésed 6& the parallel development of conventional
software prograﬁs uhiéh have an expected 1life of 30
_ﬁonths [1u]i\aqd thus requires al short leadl timé‘bto be
économicaliy viable. As.a reéult,’for,microprogiamming to

be an alternative to softvare the instruétions nust be of a

vertical nature(easy to use and versatile).

\

Bell [3]‘boints'to microp;ogranﬁing,as a desirab}e tool
for the 'design .of logic systemé, vhich, is cons%g;ent\wigh
the original ccncept 'as advaﬁcedl by Wilkes [365. The
advantage of micrOprdgramming.in the design 6f«logic based
Systens is the regularitj'vhich' is inCOrpqugyd -into the
&esign. - This 15' futthér‘ supporfed'Lﬁy tge s§ktablity of

' lnictoprogralued rachinds to LSI fabrication techniques [33].
. £ ;,,1 ‘ ' ' .

Stabler (31] shovs that it is possible to have, by

‘transtoruagions, 6n the states of the coqtrqi unit, wmachines

k. that are all qperations”unit‘(harduare.qgchine)“or have all

\

‘sigﬂbls .generated by the ,contféli ~unit  (totally
"liCtOprngalled). He suggests thht‘.t£e=‘¥se of these

1



-~

A

transformations without coﬁpﬁtational assistapce will be

impossible. The formal definition of the operations unit,

: ) ~ 4 :
control wunit apd the transformations will pake machine

assistance fpossible. Schlaerpi [29] describes . the
. - : ~
development of the LOTIS language for logic, timing and
ki !

sequencing description. - He progoses thqpﬂthis ~1énguage is

suitable for hardvare system descriptions and the synthesis

' Of dataflows. The vork in this field shows a trend to

b

gt ‘
automatic computer design.

»

The . solution "to " both | manufacfurers and users
application‘p:oblems is to provide two ievels of ccntrol
memory. ROM for haré ‘
appl;cations. cf, the gser. While the solutjon may be
obvious,; its very.liniggd use would point to a reluctance on

the part, of the nonanufacturer to allow the user access to

microcode. 0Op to the preseﬁ% tine Standarg- Computer

microprograns™nd WCS for the soft

Corporation (MLP-900) had the only large sjs{en with this

type of microfrogrameing. IBM._cn their. systea 370,165 do

have this -hagdware coﬁfiguration but the use of WCS is -

limited to the manufacturer., smaller systems, Bicro Systems

1600, Nanodata's Qﬁ—1 and Burroughs 1700 provide user

: acce &8,

2

. Application areas. of interest that have been exaained

* j'
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i

'

! . previously in this chapter will now be considered for their

effects on the cther party.

t

The ‘use of microp:ogramnin§ by the manufacturer for
direct bpergting sysfeu Support Qill be quite'transparen{ to
the user. The main benefit to be gained by its application
wili be a reduction in systenm overhead:' System.throughput
§hou}d'inc§€ase,]since a gre&ter amount Abf CPU> ti;e’ is
available for the exegutiod of the users tasks. Large
systems will make available support‘rdutines in Roﬁ, vhile

+in  the smaller systems, these routines will be designed and

written by the user, if he wants. them.

" The incregsing demand for  high1y .dependablé eéonomic
C?Pputer systens ;(Amdahlb[Z]), vill'necgssita{e tﬁe use of
high resoluticn diagnostics in large sfstems. The ability
to‘resolve a faulk quickly and preéiéely vill be the measure

Jof a lmachine's 'tepdiiéb;lity. uicrodiagnostics provide a
desirable level of’fault Eésolutioniat'a redSonable .price.
The lqw hard core requirements and systematic approach to
fault isolatign due to bootstiapping ‘mgkg microdiagnostics:
aﬁ attractive chcice ‘for diagnostic inplementdtién. The
inclusion of iicrodiagnq§ties in large systeas haé already
been adopted in the IBM system 370 models 155-165. In small’

-.systéms théw nicrbdiagnostics‘ might be a[ROﬁ board that a

)

technician brings for his‘maintenanée chééks. It can . be

&

~expected that . the inclusion of microdiagnostics in a small



.integrated emulators, which are more efficient in computer

¢

system will be an optional extra (at additional cost).

Large systea wmanufacturers vill pronide 1Y  type

resources and easier to use than 'traditional emulators.

_They will . provided on a pre—installment hasi< alloving

{

\

\ present vork to égq moved toi the new system without

\emnlation. . personnel’ training and familiarization for the

% :
new systeam can be conducted inr—houses| With adherence to the

.pxinciple of operation code compatibility by the major

languages,kuiri not generally be upvards compatible because’

manufacturers, the need  for emulators from generaticm to

gederation could vanish. The use of -emulators will allow a

2
user' who has considerable investment in equipment of a

particular manufacturer, to use . computer products
manufactured by another company. Emulation will reduce
conversion costs and allow‘ an easier vtransition. The

emulation of harduare peripherals vill become more involved

with virtual systens and new access methods(IBH - 3705

emulates\ the 270:~ccntroller series, in non-emulate mode it

'.uses virtdal telecomlunications access method uhereas 270x

uses ‘the basic telecommunications access method). v

\ -

[ ' '
Operation code compatibility has become a goal of .

computer sy tem ) design .and | precludec the in-house

developnent of special operation codes by the user.

1~Hicroinstructions, unlike the high level ‘and assembly
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) \ 1 : ! ‘ [Z) . .
of their dependence on technology. Sequences of micro-

operations whih - prev1ously could be executed 1n parallel,
in a later system‘ﬂue to timing might require redevelopment
to be executable on the new system. The advent of a high

levei?nicroprogramming language will help circumvent ‘this‘
problem. , Therefore .special instructions developed at
present‘by the useq~will‘have to be reprogrammed vhen a

change in systems is made. .

nang%actnrer produced special purpose pachines using
,microprogramming will lead-to a more economjcal applicationc

than a  user produced machine. Short term special
requirements are more suited to software solutions. .Special
Pl — ' ot

purpose machines are not as dependent upon the ‘flexibility.

of the nev machine as a general purpose system. The trade

off considered is.the‘post ofvthe‘flexible general purpose.:
Voo ' N . . . [ '

machine -against the performance actually required.

The wuse of ' microprogramming facxllties will be

y 7

constrained by the additional programming effort required to
produce microcode. both programner tralning and actual
coding tinme and the’ lack of a guarantee by the man?factnrer"
to support any nonstandard software packages. ThiS‘ makes'

the user with 1n-house developed mlcrocode notfonly tied to.

5

ﬂ a particular manufactuner bnt quxte possihly a partlcnlar

%

'nachine.n Por the preceding reasons it would seen reasonahle

nthat nicroprogrannlng facilitles on computer systeus vzll bei,

Ty



39

. left in the hands‘of"the manﬂfacturefs.' Miniéomp&‘gfs,are‘
the poss;ble QX¢eption to the ‘manufacturef's MCOnfroi, ‘and.

~ educational :instifutesi can ’genefit 'from  extensive
micfopfogrammingl facilit}es, in the study dfj éomputer‘
architécgfes, telecommunications - hardyafe, ui s?stém

' . performapce monitors and language processors.



CHAPTER IV

FUTURE DEVELOPMENTS

. Ly o ’ ) o 0
| ' '\
4.1 Introduction

)

~The use of microprogramming in computer structures uili

be’ examlned in this chapter. A’discuSSiOn will be' included

{

of ‘the pouer " versus flexlbllity trade*“off and how

mlcroprogrammlng produces a uorkable solutlon. L
N " 4 "' ' "I
,'«‘ ',.'

System structures that are présently going through a.

development ’stage . are . cache . memory, and plpelined

'

‘multiproceSSOr‘and'array computers. The implicatlons»'of*
. : . . . o5

possible incluSion of microprogralming in thesewwfii be

*

P .
telecommunlcation equipment and tame sharing services are

*conSidered:_ ‘The well developed structures- m1n1 bomputers,

at ‘

examlned for growth and hov,mlcroprogrammlng can fac111tate‘

\

e thelr implementation.4 System dependent features, system'

’perforuance monitors and pnogramming languages are discussed.:

%

: for thelr 1lplementation by mlcroprogranmlng. .’ ‘ o | .



The  ooncept of power ‘in ‘modern foeneral Ipurpose>
computers ‘is poorly defingd. .‘COmputing‘power is at present
othe measure of the number of fetch- decode-execute ocycles a
processor ;pan perform in a nnlt of tlme. It 1ncludes no
measure of inctructlon set richness or operating' system
,lperformance.; thle not a, dlrect measure of computlng power
the'richness‘of the 1nstrnct10n set is an indlcator of ‘the
~ computer's ab111ty to solve. problems in’ the various areaslof
applicatlon (flexlblllty). Slmllarily, the Operatlng system
gerformance' gives anf 1nd1cat10n of"the proportionaof»the
computer's power available for'the,solntion“of the ‘user's’.
. jobs (effieienoy);; |

The ‘onjective‘ of‘a'general purpose eOmputer system‘is
to solve problems erriciently for a broad »spectrumﬂ of
. apbliearions, - Economic .eonsiderations 'involved the

»

oesign.landxnconsrrncticn of a CPU" dictate . that . rhe
.Linstruotion‘ setr mnsn be ‘limited,' atr tne.\cost .of " the
 machine's tlexiblllty. A CPU domlnant comnuter gives an
3T‘eff1C1ent solutlon to CPU bound applicatlon areas, while a
»flexlble balanced computer conflguratlon glves more ‘uniform «
o performance f characterlstics over }a; wlder ‘spectrum of
Cmapplicatlons..‘ The balancing f CPU 'resources to. fthe

'external resources, main memory aéoeSS"time; channel.

‘ﬁact1v1ty, nnmher of channels uill yield a more flexlble ~and |

¥
PRI



' economic total copputing resource..
\ = .

~

\ ' ) . . i

The addition of WCS to a flexible.computer allows the

-~

. implementation of speciall operation codes to give

' performance peaks in major application areas of the user.

An area of general interest where special operation codes

o : SR A . N .- ,
- are useful (as mentioped in Chapter III) is the operating
system itself. . o

+

. 4.3 gevelopigg Architectures

The factors considered 1n the archltectures dlSCﬂSsed

are cost . flexibillty A and ' rellablllty and how
~ - o :
‘ mlcroprogrammlng can help. The more speciflc areas' such as

»solution to’ lmplementation problems are beyond the scope of

this thesis.

u.3L1.3 Cache Memory ,7"' > o
' Lo / t.

A cache ~memory is a small hlgh speed memory used in

computer systems .+ to -reduce memory .access time.. The

executing program keeps some of 'its dataJ amd Iimstructions

paged 1ntof the fcache memory from Hhere "the. processor

executes the program.~ On a data exceptlon' (data not »in

4

”‘ cache), data is

Bell [3] says tha_;. "1n cache-based ,computers Qb;,51mple'

conventlonal ~=i

\ . e 'S \
1+
.,

structlons_“and - microinstructions  are

42

reguested from the slower primary memory.,»



'essentially 1dentlcal'and execute at “the same rate.ﬁ He

' [

goes on td point out that; “... caches can also be used to

hold useremicroprograms.". S

[

A convent1ona1 1nstruct1on can be cons1dered a highly‘

) A
!

encoded,v polyphase,‘ serlal (parallel,’ depend ng upon‘ 

a

'insxruction‘ preprocessing dcapabilityp 'of 7éhe" "CPU)’

-mlcroinstructlon. -‘Since the. instructions are-.hignly

.

encoded ~a cache structured processor is. far less 'flexible

.-
.

S . W
- than an equlvalent WCS processor«(flex1b111ty is lost as the. .

~amount of encoding increases, see Chapter‘I.).-'Therefore

A [}

the only qdvantage of’ a ' cache memory over a WCS is its high

speed wrlte capab1lity vhich ' is.not always necessary for
: v ‘
control memories.

i ]

Conceptually then’ a cache.'memory 'is not im fact a

»

H

unlque bulldlng block for future architectures but .a sPec1a1

R :
application of HCS. |A case. in p01nt is Nanodata 's CM-1

computer thch has a high speed mlcrostore (HCS) that ‘can be
obtalned 1n quantlties great enough so that the HCS. can . be

*fjused» as a cache. ’The 'contrcl store 1s avalllble in QKJ .

'blocks ,.up to 321(-!‘,« |

. . ' . - .
° . . 0 . o ‘ A

’-,aga.z Pipeiiged COmputers e R ifgf*f b.;*,.' RN

y' ' ) ’ . : ! e B v

plpellnlng 1s the employment ‘of. sequentlal joh statlons L

I

lto perform one or many functldn= on a vector of operands.
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Station‘ one performs step one of an 1nstructlon then passes

its result to station tao for contlnued process1ng, etc.

,‘Statlon one itself is now able to accept another input andd‘

[y

c0ntinue proce551ng. A pipellned structure allovs for h1gh

‘usage of the 1nd1v1dual job statlons (much 11ke an assembIY«»

" number of functions executed'of" at type are high.g“l

line) and_apgreater,total system throughput, prov1ded 'the

chroprogrammed control for this 'structure is p0551b1e,
but at~'the ~expense of the pesformance of an ind1v1dua1
sequence. 'HoHeVer, the cost would go down and,the resultlng'

structure, wﬁagd have potentlally greater flexibility and,‘

rellablllty.;A The- hardware under control of ‘a microprogram'

l

;could be shared Hlth other Operations. u?o be cost-effective

the most expenslve component of the system must'he‘ the one

with the greatest act1v1ty (40 per cent of the cost for the*vf

370/195 CPU was' for the plpellne multipller, Foster [s]). ;A_w
. / '

'vfloatlng p01nt multiply is performed ‘in ?an w~averagelﬂ

"fginstruction Elx“ 3.8 Per’lcent °f ‘the tlme [8], "ith a

multlply to add ratlo of approx1matly e10 Therefore ‘an

.upper bound of ahm& 28 per cent of CPU actlve tlme is. spent -

thec multlply sequence, thereby suggestlng the use of ad.
"fplpellned multlpller 1nr‘an' average env1ronment nould be"
Uf‘exce551ve.”, Thls hound 1s found hy assumlng the other 96 213‘

"‘per cent of the 1nstruct10ns are adds, therefore 13u 2 addsf';

\are executed 1n the average m1x of uhlch 38 are multlplyﬂ

.\'
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equlv 1ents. The use of m1cro T grammlng for thls structure
? Pf’ N

| ‘wlll depend %n a cost beneﬁit analysls whlch considers ;the“
harduare costs,.-‘desmred performance p rat1o,~ and thel'
appllcatlon“of the computer. A spec1al purpose f hlghd;
performance computer uill degrade vthe 1mportance of costf~

whereas the usé of plpellned structures in ‘general purposev
v i,

computers Hlll regulre more HElght be glven to cost in the"

~

analmsis.

4.3.3 HultiprocesSQrs”\ K

il
A .
- L

ta

‘Affmuitiprocesscr‘ environment has fmany" processors |
sharing’ resourCes (data bases, perlpherals). Structurally-

;,. . . l l i
.‘this/archltecture can be very rellable\due to the redundancy.ﬂ

‘,processors.p Unllke‘ past computers‘ the" major‘ 'costpi

component' of modern systems is not the. CPU but rather the
cdst of perlpherals, maln» memory and elecommunlcatlons

B b .

f egulpment

SR \|

Ihe use of m1cr0programm1ng to 1mp1ement the procecsors

“:for" thlS envlronment f produce gains in dlagnostlc

e ) 3 : ’
s

procedures, reductlon of . qpst/processo; at the expense off.

ol '
the 1nd1v1dua1 processor's speed. %%é“ speed cannot be di

Q4'1n51dered critlcal kBell [3] <hows that Hlth the addltlonu

'fm.four processors: the speed lncreases by a factor of;fé

'three); Therefore a sllght loss in 3 peed/processor canfl

\#béffiexpected ?v yleld . overall 1ncrease 15f;'

Y
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~5Array' structured processors ‘ haVe‘f many ! 1dent1cal

A}

processing '“elements‘§ (PE'S) all governed by the~»Samek§¢

-t

controller, executlng the same functlon; in parallel dn .
- ‘dlfferent, data.‘ Prov1ded the problem ;s sulted tc solutlon'gc
N . . /_, . \ R ' R .

by this"'type;/of‘ system great ‘speed ;1ncreases can be.

¢

-

expected ibnt for normal problems the speed is no better‘

1

', than conventional systems\\ If exce551ve preprocessrng is

T o

S performed to reformulate en uésnltable problem lo=ses in.

/ .,‘ . s V. L T “‘ . .
n efflciency can be expected»[3§ j REERS n ‘371 :
e Ko e
4 . N :"y‘, “‘ N . \u A \ R - " ! L “’) . ,‘ ‘,.'\
o o chroprogrammed PE's each vlth theg\ own control :store L
f“\for‘ mlcr01nstruct10n' storage an&xlntermeglate results wlllf
L

) i A b R '

serve tuo pnrposes. to provlde a lbéel stcée, and to makew[
. . DA \ - .‘ o
the respec1fucat10n of processrng el ment functlons ea31ergfﬁ“

R

g thémselves“ moref

\\x\,,,

;j and therefore the;~proces51ng elemen

M \

flexlble.," Ihe eoitroller‘ 1tse1f, ,y‘ige’ best sulted to

hardware implementatlon due to speed conslderetiops,;-cou;dﬂ?'

L . . .
B . A Cae R

be mlcroprogremmed..w *

developed lnlmbArduare; oﬁi"
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“16f ,ﬁicropregrammlng w111, cost or‘perfOrmanceyulse, enheneel‘
\k!»['fhe’c;st/éerfcrmance rat1o.} As these‘ systems ,evelve}” éhe L
;if“ regulrements' of greater fléx1blllty “and’ -rellablllty are ::.
_ Oy o v
becomlng domlnant ._\’Tﬂerefore \ mlcropregrammihg , merlts
Wv¢onsid9;geren':asf~ f'»alternat1¢e éo current 1mplementat10n'J“
;tech;idﬁee. eﬂy'iw‘e f‘:i‘ w'ﬂ,a;e:‘_‘i" j,"'ﬁ\‘ﬂhl | |
' ,ll;Q‘.|_1l._.fl"e;lecommun“ieetiop‘vs : | - |
f?ﬁf‘”.f‘ The use of srored prograh ressage switchlng ceeters for \
| telecommunlcatlons is increaelrg. The advantages fiqr 'thls
type of sultchlng bexrg, u,hlll,l o .2 | 'ife . ) |
“ -»:1; Flex1blllty :. the abllllty to add, modlfy or". J
s Bt RN v
t}gﬂy*;'fflﬁyreplace sw1tch1ng functlons after orlglnal R
BT des1gh 'and 1mplementat10n wlthout necessarllyll ‘;

/ : ]

S maklng hafdnare modlflcatlons. (‘;3;_ fﬂ ._vepj‘.“\'

“

2.0 Tallorabllity‘—!can be Made to meet the fexééf.f
‘ﬁflﬂs need= of the user at the tlme of ggftallatlon.-,;;y;,f"
4“ : N N i . ) a o 4 . ‘ v\‘ . L', s

Q‘J‘.
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summarx'will regove a lcad that is currently held by-a CPRU.
1 P . .
Haintanance can te schoduled by line, error summary

rtutisticq the:efore emplcying a preventative approach to

errors rather than an after the fact repairing appfoach-

Software controlled switching, even though it allows

the abiI}ty to modify, ﬁad or replhce‘functiohs, méans~ that

.

theé pachine architecture is specified at the time of

fabrication, so\ Cer@ain alternatives for future

i

nodifications are excludéd. Softvare naintenance‘routines’

allow the logical perfcrmance of the switching center to be

checked, but " not ‘the functioning of the ' processor.

e

Exhaustive software diagnosticAroutines vould require ibng
execution tiue, iarge core feguireuénts and a high hardcore
3;equirgnent. Microprogramming the CPU .bogld provide the

fault :resolu£}cn‘ (nictodiagnoétics)‘and the flexibiligyfto

add ‘options that previously are not available with a

r L4

‘softuare-hardware system.

Additional areas vhere nxcroyrogrammming could be used
. to good effect are: . S el ‘
‘ ’ >

.j. Intelligent terminals -."lov cos£A local
ptocessing terminals which can perforsm editing
‘tunctions. line checking and code ttanslation.

2:‘,Data capture facilities - remote terninals for

input® to larger systess on'-a network. These

terainals can be data inpuf(uarehouse
, S Tl : _ . -
KRR S



,inventory input) or real time data collection
(pipeline monitoring signals).

3. Remote facilitiéé naintenance - remote
equipment nitg - the use of microdiagnostics
cduld,be more reliable wvwith dlagnosis being

*initiated by the terminal or thé‘ central

controller.

\

The field of telecommunications promises to be an area
where microprogramming can be used to good advantage, The
capability of a microprogrammed terminal can be superior to

an equivalent cost hardware teminal. | ;'

4 EXN
¥ 1

4.4.2 minicomputers

As ‘ previously statéd thé application of
microprogrgmming technology in linicqﬁputers is high. The
.cost advantages in the.small systems provide to the user a
géod cost/perfofnanée ratio, The cost savings ' are
;ransl§ted into pérfprmance increases in théhfétn of wmore
éouprchénsive‘vinstructibﬁ sets, inieg;ated communication
control (to <Tefrlace cgannéls),'float—point multiplication
.hicroroutinés; or special user dependent _applichtion-.
réutines. A ¢icfoprbgranued m&nicdnputef can be tailoreg to.
meet the aéplicqtion needs of the user. iThére is nokteaso;

to believe that iidesg;ead use in minicomputers iilln not

continue’.
[ N

. € * -
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4.4.3. Time Sharing services

A growing trend towards large, shared, remote data
bases ﬁaccesseq through céntfalized time shafing‘ services)
is ’ focusing attentbbn on design and implémentatibn
‘considerations for sxstem\réliahility and ease of use. The
solution ‘tbkahe re?iability problem is Ssuggested to be
parallgl_operation, two CPU's pérforming fhe same job in a
linked fashion,:one'béing the' primary system with the gecond
running as a background systeh to_ihherit the piimary taiks
in case of failure. ,Cost effect%vely this type of system‘is
inéfficient. The reliability ‘ingergnt in microprogrammed
systemé has teen previously discussed (Chapter IILaand

provides a high level of reliability at a cost effective'

price.

4.5 Sysien Dependent Usage

Thé usage discussed in khis secFion.deals with agéaé of
hpplicatibn that are sfsten dependent. Thp. actual
impléneﬁtation can vary from ﬁystem;to systen sdllthat fhé
independent' advéntages of '\mléfoprogranming in s&stén
peifornanceymonftofs and prograﬁhing 1anguage§ are given.
- Operating sy$tém_support is systéh dépeg@eht, but Lecause of
its thotéugh exagsinmation in’ Chapfef IIT will oot Dbe

-

included. | o



4.5.1 Systenm PeFformance M&nitors

Thé increased attention being given to hardware sYStém
- reliability in the fcrm of hardware, softwvare and firmware
diagnostics hés been in parallel with a Qrowing emphasis on
operating sfstem and software éfficiency. Performance
mpnitoring consists of  tvo distinct procedgtes, da;a
collection andA data analysis (usually At different times).

S

The state of the art for the impiehentation of systen

- performance monitors is hardvare and softwar {15].

Al
] B

Shively [30] mentions the possible use of microcode as a

T \

megﬂs of data collection. . The flexibility required in the

analysis of the data necessitates ‘the use of software.
'

To réflect the true actiyitj of an operafing systen, a
monitor must»tun without biasing the data it isbccllecfing,
Hardware monitéré give completely dnbiased ddta . while
sof;uate‘ introduces an eétimablé level of bias at best.

K Data collection with ‘software has - the flexibility desired
’ A

for the complete spectrum of a 'system éctivity vhereas

hardware, due to cost, must be of narrower scope.:
; ' \ ' g )

A}
L]

Microprogramming has greater flexibility than hardware
and can be used in conjunction with addi tional registers and
~a . buffer . to run’ concurréntly  with the executing '

‘micro utine, thus eliminating the bias  of- softvare
collectfion. 1In the worst case the bias.of a microprogrammed

R R B .

~
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I .
monitor can be measured rather than estimated as with the

software moniter. The buffer .can. be cleared 'by normal

system I/0 or extracted by an external processor for later

processing. This area promises to be one of greater

'

L\

interest for microprogramming application.

LY

4.5.2 Language’ Processors

'Language. interpretation can be facilitated easily and
eff1c1ent1y cn a microprogrammed processor by coding the
source 1nstruct1onsx of the language as mlcroroutines. The

l

return to 1nterpretation as a'method_for language prohgssing

has.been-advocated by Rosin [26j. Interpreters are suitable
to an environmeot where “the number of different jobs
high, the execution time of each job is low, the turn_a‘o
time is short and fhe majority of programsvare one
programming efforts (typical “multi-user . time
facilit%5~ ' Usage in ihis area has proven to be successful
for example SALT (student assembler language translator)

~‘the University of - Alberta, [7]

- an

‘ uicroprogramming for_ the implementation

A

1nterpreter is more ‘flexible than hardvare and faster than
softuare._ Problem oriented 1anguages can*bq_structured in a

'lmacro form so tbat a macro-ptocessor can he 1np1euented in
' .
control memory to facilitate the executlon of the program.

Aj'multiprogrqmning‘ envxronment can be preserved hy the use€

¢ o
C e 4 R -
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'

n v' .
. Ly

' offintegratqd language‘processors} the same Cmeéhnique used

by IBM with their emulators. ) » o ‘

vgithouah microprbgramming is most directl} applicable,\
to interpretation, compilers c&n make use of micrdprograﬁmed
routines to speed: the compilation process  (arithmetic
expréss#on parser, tagle hahdling).. | .

4.6 Sumpary

i

Above .and beyond all the points made in this chapter,

(RN

microprogramming can be used in the design 'of all 1g¢gic

. based systems.
&

The area of telecommunications would seen to he cne of |
 the most important in the field'of‘computing sqience. ' The
cost, reliability and'flexibilitf édvantaées 6ffereé poigt
to an>inqréasing amo@nt of migroprggram?ing use.b Future
systen architectures, SGen ’,thSQghv- exofic,_ can .be
miprdprbgrammed,to_ provide adiantagés to small" systems.
This can be considered a tesé for systenm aréhitéctérés. If
‘the advantageé reﬁéinvas such uhen impléﬁented as' a sﬁaiy
systenm fhen‘LFhé«{&;chiteciu;e is sigﬁificant. ‘Hhereas if
' they di$app9ar,‘tﬁe sdpgisticafed hardware implementa£ioh wﬁ

. was ﬁhe‘dominanfﬁelement“of the,architecture.
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CONCLUSIONS

»
1

The preceding éhapters have iooked at the reasons for
1ncreased interest in m1croprogramm1ng. ,Hou; uhy,dwhere end
vhen m1croprogrammlng grew to promlnence has Bpen discussed
leav1ng ~only one question left, who? Bvahom, I mean what
groups can use nicroprogrammino‘ and hbu?l Whom do  the
disadvantages ofn microprogramaing dffect the greateet and .
conversely who do they affect the leeet?- The obvious
groups to examine are those in Cndprer IiI, manufacturer adaV
user.. Users. are ciassified\rasb small, ”med&um and lérge

accordlng to their conputer, size and activity; e Thé“‘
manufacturerfs nSageb ie broken into‘two clessificetions;‘

»

Research and Developament, and productlon.. The. production

‘ aspects of the manufacture;;i//usage has . been ‘exanined

dditional group has been

added, the Educqtlonal Institutes (more directf% Departmentse

;of ' COmputlng SCience) " They ‘exhlblt - the‘ same‘

characteristlcs as a nedium to large user and the research

k]

section of the manufacturer.

‘ﬁicroprogrémmihg;;preseniskfthree'~disagvantagee to the

-5y~
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2

potential user.

1. At present microprograms are not generally
N y . ) *
portable frop' one computer to another. For

-

instance, a .eét ‘ofﬂ pfograué written for ‘d
partlcular hardudre "machiue will in general only -
' be portable to a dlfferent phy51cal machlne »that

. is a hardware equivalent. ‘ L ‘ 5”‘ R
2. Hiefobrogramé _written. for oue_machinelof a’

éomputer line will not be upwards or downwards

) [

compatible. . Co g”hj

3. Thev development time fof‘micrOPfograms will .

vary depending upon~the  amount’ of pdrallei énd

horizontal programming in the éode,'butuiilx‘be

_gredtervthan for‘a‘ecupa;able,software‘sysfem'hSJ;
! o . Y ‘ 7 \

These disadvanf&ges pointﬂfo a guideline fdr.the usage

of microprogrammlng. In the absence of all othet objectivea

" and c0q§tra1nts, microprogramming ‘should be used for long‘

‘term applications to prov1de functions that will be

evailable on a- future upgraded fac111ty. Bulldlng, a

sophlstlcated system arcund a microprogramned functlon (most

' probably at . greater. expense) 'uhlch _may. or may ‘not’ be

avallable ’1n a future ;systemﬁ could -be"a 'uneconomical o

dec151on.' The future of . WCS has not fundanentally been

decided ~and could ultinately becomd’a dedﬂcated tool of the,.

a2 .
nanufacturer (1nd1tect advantages accrulng to the user. cuch,;
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v
’as,microdiagnostics and extended’ operation codes).

f " . ' ¢ ’ [
' ' . v ‘
4.5 '
.)" v v ‘ 4
"/

Thé :fp:eviouéli‘.vdefined categories, user' _and

t

manufacturer, w{;}; nbu be examined ‘for .objectlves and

A ) 3

criteria which mlght overrlde the above guidellne. Y
IR - D
A small’ system .user,a (minicomputer, minimum - of

’,

‘peripherals) has one .or tuo-imajor systems that use the

\majority;of'hislrunning time. . He typlcally supports one

dh1gE level language and an assembler. uodern technolog1ca1

A

:trends have brought the CPU costs doun untll the biggest per

'cent of hlS capltal expendlture is on. perlpherals; thch in

turn are his ilmited resource. Integrated I/O communlcatlon

prov1des the best area for usage. Should he decide to link

'

to another systen, mlcroprogram controlled fcommunications‘

could provide- ‘better'r rQePOnSe‘, and 'datag preparation
— " ~

(decodlng, deblocklng) . The need for -a WCS mlcroprogrammlng
fac111ty would be a, spec1al case for the small system user,
'.such as ,replacement of several dlstinct elements cwith
. P . .

~51mxlar’hardwarevnut/ architecturally dlfferent 'unlts. A
"mlcroprogram. controlled CPU (ﬁou) would "be*'the only way to
VLuapproach this group'° needs.' | '

,The‘ medium system 'user (medium 7 range ' procescor,

' 360/00/50, DOS, Tapes) supports a greater numher of systems.
: ‘ !

‘eruns .a greater number of hours/neek and in general makes

'5}:greater use of hls system than the small user.;,ﬂe,‘llke»thef

el : . N . 5 [ . . 5 : . " .
SR B A i, RN v o . N o .
R + ® Taog . PR . R T A e “ C -
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small user,‘only supports one or. two high level languages

.

'(Cobol, Fortran or PL1) and an aSSembler.l He, is a Jery cost
conscious .user and is lways willing to conslder uays to
upgnade his perfcrmance uithout harduare purchases. © His:

de51re for 'a cost effect1ve' system makes thlminaturally
3 . .

attractedvto a mlcroprogra med facility; MicrOprogramminq;s
offer of greater systen life,-more throughput with minimal

\ [N X ) - ) -. X ‘ Lon
hardware purchasing ‘(cost‘ for"microprogram development

extra) and a high degree of system rellablllty look very

1

attractlve.l A major area of concern for the medlnm slzed

-

’ user,is his internai‘growth pattern; If hls computer usage
shouldA‘grOW .rapidilp} he, does not‘want to hate extensive
mrcroproéraumedvsupport' whereas if he should be rnnning
close to his. load limit and feels he will be runnlng at th1s

level for' the foreseable ,futnre, vthen mlcroprogrammed

‘support and its benefits ‘coald " be considered.'r " 1In
conslder1ng mlcroprogrammed support his fundamental tradeoff'
b ,

- is, bis’ uture compat1b111ty versusflncreased eff1c1ency.

. Wlthout co patlbillty he can. be certaln that he wxll not he

able to run ‘hIS' programs ‘On another system in case hlS

~system falls. - For. the medlum 51zed user. ‘to Nake: extenslveru”

<
.

:nse of a HQS mlcroprogrammlng fac111ty he would have to have"

ap‘spec1a1 probIem (functlons that are real tlme crltlcal, L

v \
4 \

'Heconomlc reasons to. extend the Capahlllty of hls machlne)

»

ROV (1nclud1ng i mlcrodlagnostlcs) 'Hlth faster harduare
(harduarefnnltlpller'etc.Lg-seemr_to. satlsfy thiGA group s .
rnocde. LeTes e ey L e
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8

eyThe- large system user (370/155-165, OS HTS, 1arge data.‘

bases, RJE, on11ne data capture) runs a; great varlety of

, \‘ v
systems, supportsx the majorlty of the hlgh level languages

l l

and vls yery security consc1ous. \ The ‘lntegr;ty ' and'

rellablllty of the, large system are the two aost 1m96rtant

1

"crlterla when the selection of a system 1s belng, attempted.
. ¢

e

'

WCS” and the 'aplllty for. dynamlc ‘modlflcat10n7'ror the

‘operation code sét can lead to a high degree ofy resource

consumption  for protection mechanismé. . Reliability is

enhanced with the":inclusion " of 1IBM 370,165 type

i

‘mlcrod1agnost1c routlnes Wthh are overlayable 1nto the WCS.

[

The ‘large user will use WCS and ROM to provide basic

elements of the system he wants whereas the aVallahillty of

HCS wrll be restrlcted
%

[ " . _ : . |
\

production of computer hardware and systéms has ' been
R P N B ' o

discuSSeu | 'Chapter III.. IThe results pointed “to . the.

¢ v

N ! \
'?follculng areae where the usage - can feasibly be made;-

oA

" his current procedures for-- | algorlthm testlng ‘4nd.”

fopetating‘ysystem support mlcrodlagnostlcs, emulatOrs and

e

;‘Hanufaqturer usage of fmicroprogramming for the

RN ' ‘ ‘ S : ' ,
L ‘ L T . ‘58 -

microprocesscrs;~ In the area of Research and Develcpment '

v the manufacturer can em;loy m1croprogramm1ng to complement

o

[

“

'31 debugglng,‘ operétlon ucode‘ de51gn and study, analy51s and

l~ emulatlon of paglng‘“structures ‘a‘d;“‘page replacement

4
L o
L
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Algorithms.  The. appllcatlon of mlcroprogrammlng in‘the}

-

,x‘
if,)ﬂaboratory for thls research can lead to ehorter deslgn lead
A
sl ‘ o ‘ s

ﬁ' tlme and a faster system develc ment cycle. K ,
[ P . :

p4a1 Do .
)!‘\.‘ :

! .
hﬁfﬂ ‘1. 'The Educat10nal Instltute was mentloned in the summaty
u“‘_"‘,}‘ U t ' n

! fof Chapter III as a p0551b1e exceptlon to any control that“

!

%manufacturers mlght decide to. apply to the use of WCS. . ,The
greasonx forf thus 1s obvious,'research What are the‘aiees‘

! f I
‘ll\l‘,'" i: [ - ) ) .
NG .that a Unlver51ty wlth a Qn 1 llke machiqe w111 be able to:

,ﬁ }Tﬂnvestlgate?“,_ - ‘ _ _{', L ; ,
%;}ii:t 1. fompﬁter archltecture de51gn aud evaluatlon -
?éﬁﬁ‘gv 5, evaluate new archltectures and develop unique
gy W | .

ﬁff:i ' "designs of their owun (wlthout ‘the extensive
. ! o . o S ) : n . .

&J; ’ ' . _.bagkup now;reguired for jsuch_‘inyestigatiqns.
Al i . s ' ' . . .

ﬁfﬁ ‘7 d.g. Illiac IV): |
?‘ J Oﬁeratioh cpde‘ eet eValuatiqn - ‘ﬁhat:‘neﬁ;

»

opefatioﬁ ccdes ' can be"added .to create a

Tt

L4

- )

unlversal set and uhy these partlcular ones.

I e 2

System ,pe:ﬁormance. monltors - monltor ~and .

e
W
e

-~
i L

1 | evaluate operating"Systems;bt'Theﬁmde51gn and-
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‘a 3 Computlng Sc1ence Research Instltute.h' Tﬁe, use of

mlcroprogrammlng allous for the study and evaluatlon of the'

harduare domaln ‘of computer systems. An algorithm llke an‘;

| i

of env1roument sdj software : 51mu1atlcn can' ' sufflceﬂ

. 0. )

DR 1hese avenues fcr research are v1tal for the grouth of

archltecfure should ma1nta1n it= characterlstlcs lndependent N
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‘Slmulatlup while fea51hle is not adequate for study ‘in these' a

: areas. ﬂicroprogrammlng and emulatlon satlsfy the deslre‘

for hardware test fa01lltle§ wlthout the atteggant costs.'

'
N
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The tuo major users of m1croprogramu1ng (HCS) in the

o \future ulll be the manufacturer and- the research orlented

3
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ipstitute., The future p01nts td_ mlcroprogrammlug , "anfr"

edohom#q‘, tool, to” prov1de flexlblllty,:~reliability and

' performance. - o
S ; R ‘ \

s o

»



=

Vo

' ' REFERENCES

Allen, M. W.;. Pearcy,. .3 Penny, J. P.; Rose, G. A.; and'_
' Sanderson, - J..; G.T "CIRRUS, An Economlcal
s Hultiprogram Computer with Microprogranm Control."

IEEE Transactions on Cogguters, Vol. C-12,._Nq.‘12

s . s it sty

(December, 1963),.663 671;

Amdahl, " L. ‘"Archltectural Questions of the Seventles."
' Qggglatlog, Vol. 16, No. 1 (January, 1970) ,+ 66-68.

" i

. Bell, . G. C., Chen, vR.;"and"Rege,b S.. “"Effect of

o Tecﬁnology on . Near ' Term ‘Computer - Structures.® .
" computer, Vol 5. No. 2 (March/Aprll -1972), 29- o
38. : R ; = .‘; n o

* 5l
- . ', <

|

'nehjaﬁin,l R. I. "The Spectra 70/“5 Emulator for the RCA"
© 30%." Commupications of ‘the ACH” Vol 8, No a2

(Decenber, 1965), 708 752.\ R ‘- " o

o ) \; \‘ - .

. Clapp, f'J;~ "The Appllcatlon of' chroprogrammlngi ,
Lo Technology." ngmlcro Newsletter,» Vol. 3, No. 1

(Aptll, 1972), u7

N v
R .

Dljkstra, E.;"n; ) "The . Structure Qeofw 'he‘ 3THE‘

Hultlprogrammlng System." communicati of the

ACH' VOl. ‘2, NO. 5 (Hay, ’ 1968) ' 3“1 3“6 e "l\“

et

Dutton, J.j B. Student Assembler Languége Translator, e

sx_ten Descrlgt;on, Conputlng Center fPubhlcatlon,‘~”
Unlver51ty of. Alberta, 1969 - ,

\' -
,l‘ pot

FOSter' C": "A - View °f Computer Archltecturec“?-é

Communlcatlons “of the o ACH, v°1, 15,_, No.‘j' S
(JUIY,‘ 1972) ' 557-565- s R Y ‘ ' ;"..; o R

Glushkov, L } u., “Automatlc Theorync and ? Formal?gﬁ‘
ulcrOprogrammlng Translatlons."jf beer glcs,ﬁ,;j

Vol.t (Septehber, 1968),.1 8.M L



»

10..

!

11-

12.

131

R RN

fa

15.

16.

17,

1s.

19,

20.

62

L]

Hornbuckle, G. b., and Ancona, E. J. "Thae LX-1
Microprocessor and Its ﬂpplication to Real Time
Signal Processing." ZEEE Irapsagtions on
Cogputegs, Vol. C-19 (August, 1979),. “71d. ‘

Huberman, B. J. "Principles of bperation of the: Venus:
Microprgram." The MITRE Corporation, MTR 1843,
ESD~TR-~70~198, . ' Contract F19(628)-68-C~0365,

"Bedford, Mass., (May, 1970).

Husson, S. S. Micfoprogrempind; Principles apd
Practices. Englewood Cliffs, New Jersey: Prentice
Hall, Inc., 1970: ’

IBM Systems K "A Guide to the IB&§$YStem/37O Model 165."
Docuuent No. GC20- 17@0 0.7,

{“T

Lichstein, H. A. "Hhéhfgh

{rf' -~ .
»4@ “Biulate?” Datamation,
Vol. 15 No. i 196

9), 205-207.

&
-Lucas, H. C. "Pefﬁ%xmﬁnCe'Evaluatlon and Mcnitoring."

Computing “surveys., Vol. 3, No. 3
(septemter, 1971), 79-92. .

¢

"Maholick, A. W., and Schvarzell,' H. H. "Integrated

Microprogrammed Cogmmunication Control." Computer

e

'Design, Vol. 8, No. 11 (Noveaber, 1965), 127-133,

Opler, A. "Fourth Generation Softvare." Datamation,
Vel. 13, N¥o. 1 (1967), 22.

Patzer, W. J., and Vandling, G. L. "Systems Implications
of Microprogramming." Colputer Design, ' Vecl.
‘No. 12 (Decenmber, 1967), 62-67.

"Modeling and Testing for

rapsactions on Computers,
), 1169-1183. )

Ramamoorthy, P.; Chéng, D.
Hic:odiagnosticc.“ IEBE T
‘Yol. C+21 (november, 1972

Rakoiczi. L. L. "The Computer-wWithil=A-Computer, A
Fourth ,Generation Concept." IEEE ngguter Group
Hevs, Vol. 3, No. 2 (1969), 14-20.

-’



21.

22.

23.

’.24.
25.
26.
21.

28.

29..

30.

—31‘

i
‘

Redfield, S. R
Medium S

"A Study in Hicroprogram

ized

Iransactions on
(July, 1971), 743-750.

Roberts, J.

D.; I

)

Micropro
comput

hnat,

"Microprogrammed Control

gram  Processor.
ers, Vol. C-20,

¥ [

1Jd.; and ‘Smith
Prograaming

Uni t (MCU) .

r W

Processors:

1

63

A.
EEE
.1

R.

‘Reference Manual." Sigmicro -~Newsletter, vol. 3,
No. 3 (October, 1972),18-58.

Rosen, S. "Prd@rammingv Systems  and \" Languages: A
Historical Review." Programming Systems and
Languaqes. Edited by sSaul Rosen. 'Yuxk* McGraw-
Hill Inc., 1967.

Rosen, S. "Electronic Computers: A Historical Survey."
Computing Surveys, Vol.1, No.: 1 (March, 1969),
7-36.

Rosen, S. "Programming Systess and Languages 1965-1975."
Communications of the KCH, Vvol. 15, No. 7
(July, 1972), 591-600.

Rosin, R. EF. "Contempg&ary Concepts of Microprogramaing
and Faulatjon." Cgomputing Surveys, Vol. 1, No.
{Decemter, 1969), 167-212. .

Rosin, R. F.; Ftiedef, G.; and Eckhouse, R. H., Jr. "An

Environmen

t for

Research in Mic¢roprogramming and ’

- dtos S .

Emulation." Copmunications of the ACH,

No. 8 (Augusgv’1972), 748-760.

Sammet,. J. E.

-
"Prog

rameing

—

Vol.

Languages: History,

Puture."” Co,ghnicg__ons of the ACH. VOl.

—— e

(July, 1972),/ 6CC- 610

/
Schlaeppi, H. "A Formal Language for Describlng
miffg and Sequencing." -IEEE Iransactions
439-448.

Logic, Ti

on Sgaegsss§. vol.

Shively, R. R.

/"Perf

EC-13

ormance

(August, 1964),

Evaluation."

Vol. 5, No. S5 (September/October, 1972),

Stabler, E.

{October,

— .

"Microprograa
Iransactions

1970),

on
908.

Transfoq‘Fticns
QQ,B.S.ESv

15,

No

15,

and
- 7

Machine

VO;.



32. Tucker, S. G. "Microprogram Control for System/360." ;gﬁ

) e

33. Waldéckep, D. E. "Comparison of a Micro-programmed and a
’ Non-microprogrammed Computer.® Computer Design,
Vol. 9, No. 6 (June, 1970), '73-78. -
\ +

34. Werkhieser, A. H. Microprogramming the Operating Systea.
» - 'Preprints 3rd Workshop, on Microprogramming, -
Buffalo, New York, October, 1970.

35. Wilkes, M. V. The Best. Way to Design an Autcmatic

p—S-y

Calculating -'Machine.” Report of fanchester
University = Computer Inaugural = Conference,
July, 1951. ' )

436. Wilkes, M. V. " The Growth of Interest ip
-KS& Microprogramming: A Literatuﬁ§?§urvey." Computing
y Surveys, Vol. 1, No. 3 (Septemb%;, 1969) , 139-145,

37. Wirth, N. "PL360, A Programhing Language for the 360
: Computers." Journal of the ACM, January 1968,37-
74. E

38. Wulf, W. A, et Al., BLISS Reference Manual, Department
of Computer ‘Science, Carnégie Mellon University,
Pittsburgh, 197C. ‘




