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Abstract

Future broadband cellular networks will have to accommodate explosively growing

demand for high bit rate data services. The adoption of multiple-input multiple-output

(MIMO) designs with large antenna arrays (also known as massive MIMO) and the use

of millimeter wave (mmWave) frequency bands are considered as two key techniques

to satisfy these demands. The motivations of moving to mmWave frequencies and

employing large antenna arrays are respectively the much wider bandwidths that become

available and the higher spectral efficiencies that are enabled. While potentially

providing great advantages, both of these technologies are still in an exploratory research

stage, focused on developing efficient algorithms to address the challenges that their

implementation faces. Issues such as channel estimation, radio frequency (RF) hardware

constraints, computational complexity, cost and power consumption have yet to be

fully addressed. The key objectives of this research are the design and performance

evaluation of the following. First, a low complexity and simplified path selection

algorithm, based on bipartite graphs for massive MIMO channel under sparsity condition

in massive MIMO systems, is proposed and analyzed. Second, a joint design of user

clustering and pre-processing algorithms that are suitable for spatially sparse massive

MU-MIMO downlink channels is proposed where a two-layer beamforming scheme

is performed to both minimize inter-beam and inter-user interference, and maximize

spatial multiplexing gain. Third, a projection-based hybrid precoding algorithm for

hybrid transceiver in mmWave MIMO systems is proposed for both fully-connected and
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partially-connected structures. Finally, a robust precoder for massive MIMO systems

employing single-RF-chain load-modulated transmitters that represents a promising

alternative to hybrid digital-analog precoders to achieve reduced-complexity hardware

implementation is studied.
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Preface

This thesis contains contents that appear in the following publications.

In Chapter 3, we consider the downlink transmission over a sparse massive MIMO

channel and propose a novel path selection algorithm to maximize sum rate. We introduce

a bipartite graph, which connects angles of departure (AoDs) to users in the beam-space

domain. Then, we formulate an optimization problem aiming to maximize sum rate by

selecting edges in this graph in a greedy fashion. The content of Chapter 3 has been

published in the following conference paper:

• M. Soleimani, M. Mazrouei-Sebdani, W.A. Krzymień, and J. Melzer, “A path

selection algorithm for sparse massive MIMO channels,” in Proc. IEEE 50th

Asilomar Conf. on Signals, Systems, and Computers, Pacific Grove, USA, Nov.

2016, pp. 208–212.

In Chapter 4, we propose a two-layer beamforming scheme for downlink transmission

over massive MIMO sparse beam-space channels. The first layer employs a bipartite graph

to dynamically group users in the beam-space domain; the aim is to minimize inter-user

interference while significantly reducing the effective channel dimensionality. In the

second layer, a digital baseband linear MIMO precoding is performed to maximize spatial

multiplexing gain and system throughput. The content of Chapter 4 has been published in

the following journal paper:

• M. Soleimani, M. Mazrouei-Sebdani, R. C. Elliott, W. A. Krzymień, and J. Melzer,
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“Simplified user grouping algorithm for massive MIMO on sparse beam-space

channels,” IEICE Trans. Commun., vol. E102–B, no. 3, pp. 623–631, Mar. 2019.

In Chapter 5, we consider transmitter precoding and receiver combining in mmWave

systems with large antenna arrays in a partially-connected structure, then we make use

of projection algorithms to greatly simplify the design problem of digital baseband and

analog radio frequency precoders into two optimization sub-problems, whose optimal

solutions can be found. We also develop a channel estimation algorithm to estimate

mmWave channel parameters via a codebook of beamforming vectors obtained through

the discrete Fourier transform design. The content of Chapter 5 has been published in the

following conference paper:

• M. Soleimani, R. C. Elliott, W. A. Krzymień, J. Melzer, and P. Mousavi, “Hybrid

beamforming and DFT-based channel estimation for millimeter wave MIMO

systems,” in Proc. 28th Int. Symp. on Personal, Indoor and Mobile Radio Commun.

(PIMRC), Montreal, Canada, Oct. 2017, pp. 1–7.

In Chapter 6, we propose a matrix factorization approach to tackle the problem

of hybrid precoding-combining design while incorporating a simplified user clustering

algorithm employing the discrete Fourier transform. The content of Chapter 6 has been

published in the following journal paper:

• M. Soleimani, R.C. Elliott, W.A. Krzymień, J. Melzer, and P. Mousavi “Hybrid

beamforming for mmWave massive MIMO systems employing DFT-assisted user

clustering,” IEEE Trans. Veh. Tech., vol. 69, no. 10, pp. 11646–11658, Oct. 2020.

In Chapter 7, we discuss the design of a precoder for massive MIMO with a

single-RF-chain transmitter having an instantaneous total power constraint that is robust

under channel uncertainty. The content of Chapter 7 has been published in the following

journal paper:
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• M. Soleimani, M. Mazrouei-Sebdani, R.C. Elliott, W.A. Krzymień, and J. Melzer,

“Robust precoder design for massive MIMO with peak total power constrained

single-RF-chain transmitters,” IET Commun., vol. 11, no. 17, pp. 2667–2672,

Nov. 2017.
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Chapter 1

Introduction

1.1 Motivation

The commercial wireless communication systems and standards have significantly

advanced over the decades, since the first generation (1G) of cellular systems were

introduced in 1970s. The 1G systems that were initially commercially deployed in

1979 were analog and provided only voice services. Faster than expected growth in

the number of subscriptions throughout 1980s overwhelmed the capacity of 1G systems

in North America. In other parts of the world (especially in Europe) a large number

of incompatible 1G cellular systems became a big problem especially for international

business. To overcome the limitations of 1G systems, the second generation (2G) digital

cellular systems were developed in the early 1990s. The 2G systems offered voice and

basic data services like short message service (SMS). The third generation (3G) cellular

systems were first deployed in the early 2000s, to support simultaneous use of speech

and data services and higher data rates. To meet ever-increasing data/video service

demands, the fourth generation (4G) cellular systems were first launched in 2010 with

mobile broadband Internet access. The gradual deployment of the fifth generation (5G)

systems began in 2019. The objectives of 5G cellular systems are varied, however they

are expected to support three major use cases: enhanced mobile broadband (eMBB),

1



massive machine type communications (mMTC), and ultra-reliable-and-low-latency

communications (uRLLC) [1]. Additionally, 5G systems are designed to be future-proof

to address all the 5G use cases and rapidly customized services that cater to the needs

of multiple industries. Network slicing technology is pivotal for the implementation of

5G networks. Network slicing allows multiple virtual networks to be created on top of

a common shared physical infrastructure [2]. Functionally, this means that each virtual

network can provide a specific subset of network capabilities and characteristics that serve

the business requirements of a specific customer. Eventually, 5G networks will be designed

to deliver the performance standard needed for massive IoT and enable a fully connected

world [3]. The work in this thesis focuses mainly on the eMBB use case.

With its explosive growth, wireless communication technology has fundamentally

changed the way we communicate, and has become an integral part of our everyday life

with the total number of mobile subscriptions around 7.9 billion in the first quarter of

2019, and estimation of 8.3 billion subscribers by the end of 2024 [4]. As technology

has advanced, the impact of wireless communication in different aspects of our lives

such as work, education, and entertainment has immensely expanded. Nowadays, modern

society finds itself immersed in wireless networking, as much of the population routinely

uses cellular networks, wireless local area networks, and personal data networks, most of

which have been developed and deployed over the past three decades. The remarkable

popularity of these technologies causes device makers, infrastructure developers, and

manufacturers to continually seek sophisticated and efficient techniques for more advanced

product offerings. Cellular communications standards are evolving to accommodate the

explosive increase in the number of devices, demanding high-speed wireless services,

such as phones, tablets, sensors, connected vehicles, etc. The number of active mobile

broadband subscriptions per 100 inhabitants continues to grow strongly, with an 18.4

percent year-on-year growth as of 2019 [5]. Meeting all these demands is a formidable
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task due to the following constraints. 1) radio resources such as available spectrum are

limited especially in the most desirable spectrum below 6 GHz which is heavily congested;

2) the transmit power is a limiting factor in both users’ battery devices, and the base station

(BS) due to interference to adjacent cells. To improve the spectral efficiency and energy

efficiency simultaneously, the wireless networks need to be significantly restructured.

1.1.1 MIMO Wireless Communications

To combat the limitation of radio resources to some degree, multiple-input multiple-output

(MIMO) techniques were introduced where the transmitters and receivers are equipped

with multiple antennas [6–8]. Development of MIMO systems is very promising, since the

key additional gains in performance stem from the additional spatial degrees of freedom,

which can be exploited in different ways. These additional degrees of freedom can be

deployed as diversity solution to form more reliable links between the transmitter and

the receiver. Diversity can be achieved by having antenna elements spaced far enough

apart from each other to experience independent fading propagation paths, so that the

copies of signals can be processed to create a stronger link. Spatial multiplexing is

a more important way to take advantage of MIMO systems properties, where multiple

data streams are sent from different antennas. This method increases the capacity of the

system by taking advantage of rich scattering in the radio channel. The additional spatial

degrees of freedom offer the opportunity to improve system capacity without increasing

the required spectrum [9]. Roughly speaking, in a single-user MIMO (SU-MIMO) system

where transmitter and receiver are equipped with Nt and Nr antennas, respectively, up to

min(Nt, Nr)-fold increase in capacity (bits per channel use) is possible. This performance

is limited to richly scattering propagation environments.

Introduction of multiuser MIMO (MU-MIMO) systems further expanded potential

network capacity gains due to MIMO spatial multiplexing [10]. Exploiting spatial
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multiplexing techniques makes it possible to serve multiple users within the same

bandwidth and at the same time. In this system, the transmitter is equipped with

Nt antennas, and there are K single-antenna users, which exhibit same behavior as

SU-MIMO system in terms of capacity where min(Nt, K)-fold increase in capacity can

be achieved. However, MU-MIMO systems must overcome new challenges to deliver

potential improvements. Since users are autonomous and normally do not cooperate with

each other, data streams sent to them on the downlink channel must be separated at the BS

transmitter via advanced signal processing techniques, known as precoding. This requires

the transmitter to be aware of the channel state information (CSI) via some mechanisms

such as channel estimation and feedback. Furthermore, usually there are more users

requesting service than the available resources in the system to be served simultaneously.

Therefore, user scheduling algorithms in addition to full CSI are necessary to achieve the

spatial multiplexing gain of Nt, obtained by system sending data streams to Nt selected

users out of K(K > Nt) users. If each user is equipped Nk antennas, the total number of

degrees of freedom for multiuser diversity is KNk with extra gain of log log(KNk) [10].

As mentioned above, having knowledge of CSI is essential to achieve spatial

multiplexing gain promised by MU-MIMO. However, such knowledge comes at a price,

which is allocation of resources for channel estimation and feedback. Studies [11, 12]

have shown that in MIMO transmission, where neither the transmitter nor the receiver

know the channel, the spatial multiplexing gain is limited by min(Nt, Nr, T/2) where T

is the fading coherence block over which the channel response can be approximated as

constant and considered flat fading. This implies that increasing the number of antennas

does not always increase the capacity, but is bounded by T/2 log(SNR) +O(1).

Finally, to achieve all the aforementioned advantages signal-to-interference-plus-noise

ratios (SINRs) must be high enough at the mobile user and network node receivers. To

establish high quality links, increasing transmit power is not an option due to the increased
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interference to the neighboring cells1, which makes cellular systems interference limited.

Hence, it is crucial to mitigate inter-cell interference (ICI). Since BSs are connected

via high-speed backhaul links, coordinated multipoint transmission/reception (CoMP)

techniques relying on coordination of BSs are considered to mitigate ICI, potentially

resulting in great capacity improvement on the downlink of cellular networks [13–17].

Generally, exploiting MU-MIMO offers key advantages such as: i) better coverage

through beamforming resulting in higher received signal power, ii) improved link

reliability, through diversity schemes, iii) higher capacity, through spatial multiplexing,

and iv) improved estimation of directional information, due to high resolution of antenna

arrays. As a physical layer performance booster, the MIMO concept has been incorporated

into wireless broadband standards such as IEEE 802.11n, IEEE 802.11ac, and Long-Term

Evolution-Advanced (LTE-A). The latter allows for up to eight antennas at BS and two to

four antennas at the user’s device [18]. Fig. 1.1 shows examples of potential deployments

of MIMO systems.

1.1.2 MIMO Precoding and Beamforming

Precoding and beamforming for MU-MIMO systems are solutions essential to provide

reliable high data rate communication in wireless downlink channels. In these techniques,

the downlink MIMO channel is decomposed into parallel independent single user MIMO

channels so that the multiuser interference is canceled and then single user schemes can

be applied over each independent channel. It is known that dirty paper coding (DPC) is

the optimal algorithm that can achieve sum capacity by successively removing each user’s

interference on each other [21–23]. Therefore, no user will suffer from interference caused

by prior users. However, this technique is highly complex and difficult to implement in

practice. In practical situations suboptimal methods, compared to DPC, but less complex

1The signal power and the interference power both increase by about the same proportion, when
increasing the transmit power. Therefore, in an interference-limited system, the SINR stays about the same.
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Figure 1.1: Examples of potential deployments of MIMO systems: a) A cellular BS
tower with multiple transceiver antennas [19]. b) A wireless LAN router with multiple
transceiver antennas [20].

are of interest. These suboptimal solutions can be linear or non-linear; e.g., Tomlinson

Harashima [24, 25] and vector perturbation [26] are non-linear precoding methods, while

zero-forcing (ZF) and block diagonalization (BD) [27] are linear.

1.2 MIMO Goes Massive

In both SU-MIMO and MU-MIMO, theoretically, the more antennas the transmitter and/or

receiver are equipped with, the larger the scale on which the spatial domain can be

exploited, meaning more degrees of freedom in the wireless channel. This can lead to

better performance. In the last decade, massive MIMO (also known as large-scale antenna

array) systems, which essentially are MU-MIMO systems with a much larger number

of antennas at the network nodes (BSs) have been proposed [28–30]. This technology is

capable of offering high spectral and energy efficiencies on a larger scale than conventional

MU-MIMO systems by using many more antenna elements at the BSs (generally on the
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Figure 1.2: Illustration of possible deployments of massive MIMO antenna arrays [30].

order of hundreds) than the number of mobile users (by about an order of magnitude or

more) that are sent data streams at any given time. Massive MIMO system involves a

very large number of antennas at the BS simultaneously transmitting data streams to a

smaller number of single-antenna mobile users. Antennas can be co-located in a linear,

planar or cylindrical structure, or can be placed in a distributed manner, or possibly some

combination thereof, as shown in Fig. 1.2.

In such setting, the number of users that can be served is limited, not by the number

of BS antennas, but rather by our ability to acquire accurate and timely channel state

information (CSI) for the large number of antennas that we have in the system. In general,

the CSI is estimated through measurements of pilot sequences, and depending on the

operating mode of the system different complications emerge. In massive MIMO, time

division duplexing (TDD) operation seems a natural choice rather than frequency division

duplexing (FDD) mode. This is driven by the fact that to estimate the downlink channel

in the FDD mode, where uplink and downlink transmissions take place simultaneously in

widely separated frequency bands, the number of pilot signals needs to be proportional

to the number of antennas [31], which is unrealistic for the large scale arrays used in

massive MIMO. It also creates an overwhelming amount of overhead in the uplink for

feedback. Therefore, operation of massive MIMO systems in TDD mode is more realistic.
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In the TDD mode reciprocity of radio channels at the same carrier frequency is exploited.

If the coherence time of the radio channel is much larger than the frame duration of the

transmitted digital signal, the uplink and downlink radio channels are essentially the same.

Thus, massive MIMO systems use the acquired channel estimates on the uplink for both

uplink combining and downlink precoding. In TDD mode, the number of orthogonal pilot

sequences is proportional to the number of users, and they should fit in the frame duration

of the signal. However, the length of this frame is limited by the coherence time of the

radio channel, which limits the number of pilot sequences [31]. Also, when the same band

of frequencies is reused among cells, of necessity the same orthogonal pilot sequences are

also reused2. This results in so called pilot contamination that leads to channel estimation

errors. There are numerous works in the literature that have studied different techniques

to mitigate the interference due to pilot contamination [32–36].

Furthermore, the use of large antenna arrays at the BS introduces significant

architectural and hardware implementation differences in the system design compared

to conventional MU-MIMO systems. The current technology deploys a fully digital

baseband precoder and a separate radio frequency (RF) chain, including a digital-to-analog

(DAC) converter, mixer and a power amplifier (PA), for each antenna element. This leads

to significant precoding processing complexity, power consumption and physical space

challenges when the number of antennas is large. Hence, such deployment necessitates

investigation of massive MIMO architectures and precoding algorithms that significantly

reduce the number of RF chains and digital components to decrease the complexity and

cost of the system. There exist many different promising solutions in the massive MIMO

literature that will be discussed later in this chapter.

2The lack of sufficient orthogonal pilot sequences means that semi-orthogonal pilot sequences could be
used as an alternative, but this leads to the same kinds of problems.
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1.3 Millimeter Wave Massive MIMO

One obvious approach to increasing throughput of future wireless systems is to use

much larger bandwidth for transmission. Not much additional bandwidth is available at

frequencies below 6 GHz (the most desirable spectrum for wireless communications),

but significant amounts of it are available in the millimeter wave (mmWave) range.

Communication at mmWave carrier frequencies is receiving great interest from academia,

industry, and government for future wireless systems (5G and beyond) [37]. In

fact, mmWave technology is one of the promising candidates to facilitate future

generation of cellular systems and address the available spectrum shortage. In mmWave

communications, spectrum from about 30 GHz to 300 GHz with large available bandwidth

potentially can be used, whereas most current commercial wireless systems operate at the

carrier frequencies below 6 GHz. For instance, at operating frequency 28 GHz, channels

with 800 MHz bandwidth are available, compared to bandwidths up to 20 MHz in LTE,

and 100 MHz in LTE-Advanced (LTE-A) [38], [39]. Although the initial commercially

available mmWave products are intended for short-range indoor communications, the

potential of mmWave communications for cellular systems has been recognized [37], [40]

and its capability to facilitate high throughput has been demonstrated. Also, a coverage

range of more than 200 m even in non-line of sight (NLOS) situations has been reported

in [38, 41, 42]. From a practical point of view, innovative signal processing techniques to

make mmWave communications feasible are essential [43]. The reasons for this are: i) due

to operation at higher frequencies and large bandwidths new hardware constraints emerge,

ii) the mmWave channel characteristics are different, iii) to attain large beamforming gains,

large antenna arrays need to be deployed, which introduces new circuit implementation

and power consumption challenges.

In conventional MU-MIMO systems using a moderate number of antenna elements,

precoding is typically done through digital precoders at baseband. This allows adjustment
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of both the amplitude and phase of the transmitted signal. Such precoding requires RF

chain for each antenna element. Deploying such structures in large-array mmWave MIMO

systems is not practical due to the very large number of antennas. Additionally, analog

components like phase shifters are imperfect and their impairments need to be modeled

and dealt with to yield good performance. Furthermore, channel models in mmWave

frequencies are very different from those of lower frequency ones, due to the fact that the

propagation environment has a different effect on smaller wavelength signals. At mmWave

frequencies, path loss is much larger, the number of propagation paths is limited, and

diffraction tends to be lower [43]; wireless channels become highly directional. Also, the

size of the arrays discussed for mmWave communication may be large at both ends, which

results in applying different MIMO communication techniques due to the different channel

characteristics and hardware constraints. The combined complications of all these factors

has a far-reaching impact on the design and signal processing of mmWave communication

systems that are yet to be addressed. In the following, we aim to provide a brief overview

of existing techniques to cope with these challenges.

Both massive MIMO and mmWave systems are intertwined with the concept of using

large antenna arrays to deliver the potential improvements. However, the RF-related costs

grow linearly with the number of antennas. To address the challenge of reducing the

number of RF chains, extensive studies have been carried out on different structures. One

possible structure is using only analog or RF beamforming where precoding is performed

by a network of digitally controlled phase shifters that are connected to one RF chain, e.g.

as in [44–47]. In such a structure, analog phase shifters, imposing a unit constant modulus

constraint on the elements of the RF beamformer, are typically used. While the work

in [44–47] does not consider massive MIMO systems, one can adopt the system model

proposed there. The concept of selection of a subset of antennas can also result in reducing

the number of RF chains for both massive MIMO and mmWave communications. In [48],
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the concept of antenna selection, which is implemented using analog switches, has been

introduced for MIMO systems. Intuitively, antenna selection cannot achieve full spatial

diversity gain in correlated environment due to the use of a subset of antennas/channels.

A promising solution to these challenges lies in the concept of hybrid transceivers, which

make use of analog beamformers in the RF domain, together with digital beamforming

in baseband [49]. In this structure, the number of RF chains is only lower-limited by the

number of data streams that are to be transmitted. Despite reducing the number of RF

chains, even assuming full CSI at the BS, the design of the optimal analog and digital

beamformers is difficult. The main difficulties are: i) coupling between the analog and

digital beamformers at both ends, and ii) implementation of analog RF beamformers via

phase shifters imposes constraints on the design of the elements of these matrices. In [50],

a nearly-optimal low-complexity hybrid precoding scheme, in particular, RF precoding

and combining algorithms for wideband multiuser mmWave systems has been proposed.

The scheme is designed to maximize energy efficiency. In [51], an energy efficient user

clustering hybrid precoding in non-orthogonal multiple access systems has been proposed

where an enhanced K-means clustering algorithm has been deployed to achieve a fast

convergence in user clustering. [52] contains a comprehensive overview of issues and

challenges relevant to the hybrid transceivers for massive MIMO. It should be noted that

hardware constraints for mmWave communication systems are not only limited to just the

number of RF chains. Operating at higher frequencies and larger bandwidths requires new

developments in the RF hardware designs of antennas, semiconductor device basics, and

digital baseband issues related to analog-to-digital and digital-to-analog converters. [38]

considers the hardware design challenges at mmWave carrier frequencies in more detail.

In [53, 54], joint spatial division and multiplexing (JSDM) technique has been

introduced, in which precoding is implemented in two stages. In the first stage, by

exploiting antenna correlation users are partitioned into groups, which have approximately
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the same channel covariances. This stage can be implemented in analog hardware. Then,

the second stage performs a standard MU-MIMO precoding for spatial multiplexing on

the effective channel obtained after the first stage. The MU-MIMO precoding stage can be

implemented in standard digital baseband processing. Therefore, JSDM can lend itself to

a hybrid beamforming implementation and possibly, in specific propagation environments,

can enable FDD mode of operation for massive MIMO systems.

Additionally, in [55–58] a single-RF-chain transmitter for massive MIMO systems has

been proposed to address the challenge of a large number of RF chains in implementation

of large-antenna-array systems. This transmitter includes a single power amplifier and

does not require any mixer. For each antenna element, data modulation is performed

using adjustable two-port networks that control the currents on the individual elements.

Unlike for the traditional voltage modulation, where the modulated signal drives the

power amplifier, in this single-RF-chain setting the output of the power amplifier

has a constant envelope, thus ensuring high power efficiency. In this new setting,

unlike for voltage modulation, whatever arbitrary modulation desired is performed

by adjusting the impedance of the loads. The load modulator network, which may

consist of varactors or pin-diode switches, is configured such that the signals on the

antenna elements become proportional to the desired signals. [59] has implemented a

single-RF-chain transmitter with 4-port beam-space MIMO based on the load modulator

technique. In [60], a minimum mean-square error (MMSE) precoding technique has

been proposed for the single-RF-chain transmitter with load modulators. Obviously,

deploying a single-RF-chain transmitter reduces the hardware cost, complexity and power

consumption significantly.
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1.4 Thesis Objectives and Organization

Massive MIMO and mmWave wireless systems are promising technologies that could

allow the high capacity target of next generation cellular systems to be realized.

Scaling up to large-antenna-arrays in massive MIMO design increases both power

and spectral efficiencies, while mmWave wireless communication systems exploit a

much wider bandwidth than sub 6 GHz systems. Unfortunately, the large number of

antennas required by these technologies introduces new hardware constraints, potentially

prohibitive hardware cost and energy consumption, and CSI acquisition issues.

This thesis focuses on the development of reduced-complexity transmitter/receiver

signal processing techniques and algorithms for future broadband cellular systems.

Particular attention is devoted to the development of cost-efficient implementable

signal processing techniques for massive MIMO that can cope with implementation

imperfections and channel uncertainty. These advances were facilitated by the completion

of four research objectives : 1) analysis of a low complexity and linear precoding method

based on bipartite graphs under sparsity condition in massive MIMO systems; 2) joint

design of user clustering and pre-processing algorithms that are suitable for spatially sparse

massive MIMO channels; 3) development of hybrid precoding-combining algorithms for

partially-connected and fully-connected transceivers that make implementation of massive

MIMO feasible; 4) investigation of robust precoding algorithms for single-RF-chain

transmitters for massive MIMO systems.

In this section, the organization of the thesis is discussed and we outline the

contributions of each chapter.

• Chapter 2 begins by examining the background and details of MIMO systems more

closely. We discuss single-user and multiuser MIMO systems, including details of

linear precoding methods to handle multiuser interference. We also give an overview

of massive MIMO concepts and advantages and disadvantages of massive MIMO in
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more detail.

• In Chapter 3, we propose a novel path selection algorithm for sparse massive

MIMO channels, where each user receives its signal via only a few resolvable paths.

With a uniform linear array consisting of a large of number of antenna elements

and discrete Fourier transform (DFT) beamforming, we have considered a virtual

channel representation in the beam-space domain to capture channel sparsity, where

each user’s path lies within a bin of angles of departure. We have associated a sparse

bipartite graph with this multiuser setting, where independent user and angular bin

nodes are connected by edges, if there are physical signal paths between a given user

and the transmitter at the angle(s) of departure in question. Next we have formulated

an optimization problem aiming to maximize sum rate by selecting edges in this

graph in a greedy fashion. Unlike coarse user selection algorithms, our fine path

selection algorithm is able to take advantage of available multipath and multiuser

diversity more efficiently, thus resulting in higher throughput.

• In Chapter 4, we tackle the problem of user grouping for sparse beam-space massive

MIMO channels. First of all, we have no prior knowledge of the possible number

of user groups/clusters, and secondly choosing an arbitrary number of groups can

limit the performance of the system without considering multiuser and inter-beam

interference. Herein, we propose a novel and simplified user grouping scheme,

which is our primary contribution. Inspired by the concept of path selection and

the bipartite graph introduced in Chapter 3 we partition the set of users into groups

corresponding to the angular bins that they occupy. In this approach, we examine

each angular bin, which is connected to a set of user nodes via edges (resolvable

paths). Users that receive a signal from the same angular bin are grouped together.

Our proposed algorithm takes advantage of the sparsity of massive MIMO channels

to achieve spatial multiplexing and cope with the interference resulting from
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overlapping multipath components. Specifically, the MIMO pre-processing at the

BS is partitioned into a DFT beamforming layer and a linear MU-MIMO precoding

layer. The DFT beamformer creates orthogonality among groups of users in the

beam-space domain to combat inter-beam interference, while the linear MU-MIMO

precoder achieves spatial multiplexing within groups of users. In this algorithm,

the size of user groups is not fixed. In fact, users will be dynamically partitioned

into groups corresponding to the angular bins that they occupy. This simplified

user grouping and two-layer pre-processing algorithm offers the possibility of a

hybrid implementation, where the DFT beamformer is implemented in the analog

RF domain via phase shifters, while the MU-MIMO precoder is implemented

digitally. Complexity of the latter is significantly reduced compared to a precoder

implemented fully in the digital domain as in conventional MU-MIMO systems.

• In Chapter 5, we describe a projection hybrid precoding algorithm for a hybrid

precoding-combining transceiver in mmWave massive MIMO systems. The

algorithm is designed for the partially-connected structure since it employs fewer

phase shifters, which is attractive in terms of complexity and energy efficiency.

Inspired by the principle of matrix factorization, we have made use of projection

algorithms to greatly simplify the design problem of digital baseband and analog

RF precoders into two optimization subproblems whose optimal solutions can

be found. In the same chapter, we propose an efficient channel estimation

algorithm for mmWave systems with hybrid architectures. Leveraging the mmWave

channel characteristics, we develop a sparse formulation of the mmWave channel

estimation problem. Based on this formulation, we propose a DFT-based channel

training algorithm that estimates the defining parameters of the multi-path mmWave

channels.

• We then extend the proposed projection hybrid precoding-combining algorithm to
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a multiuser massive MIMO system at mmWave frequencies in Chapter 6. We also

formulate the design problem for frequency-selective channels using an orthogonal

frequency division multiplexing (OFDM). The problem of hybrid precoding design

is formulated in part as a DFT-assisted user clustering problem to solve the overall

problem for both fully-connected and partially-connected structures incorporating

their respective limitations.

• As a solution to the implementation complexity of massive MIMO systems, in

Chapter 7, we propose the design of a precoder for massive MIMO with a

single-RF-chain transmitter having an instantaneous total power constraint that is

robust under channel uncertainty. To reflect realistic restrictions in our design, we

consider the peak total transmitted power rather than the average power constraint.

Also, we consider imperfect CSI and model the uncertainty region as a bounded

one, which is a reasonable assumption. In this transmitter structure, there is only

one power amplifier and load modulation rather than voltage modulation is used to

generate the desired signals on the antenna elements. We demonstrate that when a

very simple fixed equalizer is used at all user terminals, the problem of minimizing

the mean-square error of the received signals at user terminals under the worst-case

channel uncertainty can be transformed into a convex optimization problem.

• Finally, in Chapter 8 we summarize the contributions of the thesis and give some

directions for possible future work.
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Chapter 2

Background

Although the focus of this thesis is on massive MIMO systems, understanding the

MU-MIMO theory is instrumental in understanding the fundamental nature and limits

of gains associated with deploying large number of antennas in wireless communication

systems. Hence, we begin with the concept of MIMO and build upon that concept to

formulate the challenges associated with massive MIMO systems.

2.1 MIMO Systems

Let us begin with a simple SU-MIMO system, as shown in Fig. 2.1, where a BS equipped

with Nt antennas communicates with a single user that has Nr antennas. Accordingly, the

received signal at the user terminal can be written as:

y = Hx + n, (2.1)

where x = [x1, x2, · · · , xNt ]
T is the transmitted signal vector, y = [y1, y2, · · · , yNr ]

T is

the received signal vector, and H ∈ CNr×Nt is the channel matrix between the transmit

and receive antennas. n ∈ CNr×1 is the noise vector with independent and identically

distributed (i.i.d.) elements, circularly symmetric, complex Gaussian random variables

with zero mean and variance of σ2
n. Furthermore, the channel matrix H is composed of
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Figure 2.1: An illustration of a Nt ×Nr single-user MIMO system.

elements hi,j which are the complex channel coefficients between the ith receive antenna

and the j th transmit antenna. The capacity of the channel when the transmitted signal is

Gaussian distributed, and the full CSI is available at both transmitter and receiver, can be

expressed as [9]:

C =

nmin∑
i=1

(
log2

(
1 +

P ∗i λ
2
i

σ2
n

))
= log2

r∏
i=1

(
1 +

P ∗i λ
2
i

σ2
n

)
. (2.2)

In (2.2), the λi terms are the singular values of the channel matrix H, and nmin is the

rank of the channel matrix, which equals min(Nt, Nr) in a rich scattering propagation

environment. The values of P ∗1 , · · ·P ∗nmin are the waterfilling power allocations:

P ∗i = max

(
µ− σ2

n

λ2
i

, 0

)
(2.3)

where µ is chosen to satisfy the total power constraint
∑

i P
∗
i = P .

In scenarios where the CSI is only available at the receiver, the channel capacity is

reduced and can be achieved by allocating equal power to each of the transmit antennas.

Hence, the capacity is [9]:

C = log2

r∏
i=1

(
1 +

Pλ2
i

Ntσ2
n

)
, (2.4)
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where r is the rank of the channel.

As noted above, the capacity of MIMO channel can be measured by the rank of the

matrix H. In particular, in rich scattering environment where channel coefficients are i.i.d.

circularly symmetric complex Gaussian (which implies their envelopes are independent

Rayleigh), the channel capacity increases by a factor of min(Nt, Nr) in comparison to the

SISO case. Since the channel matrix H is random, the ergodic capacity of the channel is

a proper measure, which is the expected value of the capacity with respect to the channel,

i.e., CE = EH {C}.

The situation with MU-MIMO is quite different from SU-MIMO as it requires use

of more sophisticated signal processing techniques to allow users spatial sharing of the

channel. In MU-MIMO, downlink and uplink channels are referred to as broadcast channel

(BC) and multiple access channel (MAC), respectively. Fig. 2.2, illustrates a MU-MIMO

communication system in which the BS with Nt antennas is serving K independent users,

where user k is equipped with Nr,k antennas.

Let x = [x1, x2, · · · , xNt ]
T be the downlink transmitted signal from the BS to the K

users. Then, the received signal at user k is:

yk = HBC
k x + nk. (2.5)

Here, HBC
k with k = 1, 2, · · · , K is the Nr,k × Nt downlink channel between the BS and

the kth user, and n is the Nr,k× 1 noise vector. Furthermore, the overall received downlink

signals can be represented in a vector format as:
y1

y2
...

yK

 =


HBC

1

HBC
2
...

HBC
K

x +


n1

n2
...

nK

 . (2.6)

Assuming a unit variance for the noise, it is known that the capacity region for a given
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Figure 2.2: An illustration of a multiuser MIMO system.

matrix channel realization can be expressed as [61]:

CBC = ∪P1,··· ,PKs.t.
∑
k Pk=P

(R1, · · · , RK) ∈ R+K , Ri ≤ log2

det
∣∣∣I + Hi(

∑
j≥i Qj)H

H
i

∣∣∣
det
[
I + Hi(

∑
j>i Qj)HH

i

]
 ,

(2.7)

where Qk = E
{
xkx

H
k

}
, with Tr {Qk} = Pk is covariance of the transmitted signal to

user k and the expressions is optimized over each possible user ordering, this is explained

in more details in the following. Note that in contrast to single user systems where

the capacity is one-dimensional, the capacity of a multiuser system with K users is

characterized by a K-dimensional rate region, where each point is a vector of achievable

rates by all the K users simultaneously.

On the MAC, let xk = [x1, x2, · · · , xNr,k ]T be the uplink transmitted signal to the BS

from the kth user. Then the Nt × 1 received signal at the BS from the K users is:

yMAC = HMAC
1 x1 + HMAC

2 x2 + · · ·+ HMAC
K xK + n (2.8)
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=
[
HMAC

1 ,HMAC
2 , · · · ,HMAC

K

]


x1

x2
...

xK

+ n. (2.9)

Here HMAC
k with k = 1, 2, · · · , K is the Nt × Nr,k uplink channel between the BS and

the kth user. It has been shown that the BS with successive interference cancellation (SIC)

achieves the best total rate among all the receiver structures [9]. That is, after one user

is decoded, its signal (or interference) is subtracted from the aggregate received signal

before decoding the next user. This is particularly significant when the received power of

one user is much larger than that of the other; basically by decoding and subtracting the

signal of the stronger user first, the weaker users can get a much higher data rate when the

interference is reduced. This means that the order of decoding has an impact on the rates

each user receives. Although the individual rates change, the sum rate remains the same.

Let {π(K), π(K − 1), · · · , π(1)} denote the order of decoding, where π(1) is decoded

last, the achievable sum rate is:

RMAC = log2

∣∣∣∣∣I +
K∑
i=1

HMAC
π(i) Qπ(i)

(
HMAC
π(i)

)H∣∣∣∣∣ . (2.10)

On the downlink channel, the BS transmits several data streams with its multiple

antennas to several users in the same time-frequency resource block using spatial

multiplexing. Usually, different data streams are transmitted to different users. Hence,

multiple transmissions interfere with each other, resulting in multiuser interference (MUI).

The number of antennas at individual multiple users is normally smaller (or much

smaller) than the number of different data streams (and different users receiving them)

and therefore each user does not have enough degrees of freedom to cancel all MUI

it receives. Additionally, in the MU-MIMO system users cannot cooperate to form a

sufficiently large antenna array in order to cancel MUI. Hence, the BS needs to perform

precoding to mitigate MUI. In [22, 23], it has been shown that in case of having perfect
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non-causal channel knowledge at the MU-MIMO downlink transmitter, it can encode

the data accounting for interference without any power penalty, as if there were no

interference. This precoding technique is called dirty paper coding (DPC), based on the

original SISO technique [62] that Costa considered analogous to ”writing on dirty paper”

using a different colour of ink. DPC considers a user ordering map and assumes that the

data of the first user is detected using a capacity achieving code. As the interference caused

by the data signal transmitted to this user in known, the transmitter encodes the data of the

second user in such a way that it does not receive any interference from the first user. The

same approach is done to subsequent users, thus the interference caused by the signal to

user j on the signal intended for user k, where j < k, is removed. This is similar to the

SIC method on the MAC link, keeping similar user encoding order as SIC (where π(1) is

encoded first), the achievable rate for each user is equal to [63]:

RBC
π(k) = log2

∣∣∣∣I + HBC
π(k)(

∑
j≥k Pπ(j))

(
HBC
π(k)

)H∣∣∣∣∣∣∣∣I + HBC
π(k)(

∑
j>k Pπ(j))

(
HBC
π(k)

)H∣∣∣∣ , (2.11)

where this is achievable for all the positive semi-definite covariance matrices Pk subject

to the power constraint
∑
∀k Tr (Pk) ≤ P , and possible encoding order. Since DPC is the

optimal solution to achieve sum rate capacity in downlink MU-MIMO system, based on

our signal model, we can write capacity of the channel as:

CBC
DPC = max

P1,P2,··· ,PK
log2

∣∣∣∣∣I +
1

σ2
n

∑
k

(
HBC
π(k)

)H
Pπ(k)H

BC
π(k)

∣∣∣∣∣ , s.t. Pk � 0 ∀k,
K∑
k=1

Pk = P.

(2.12)

The challenge of finding the capacity region of the MU-MIMO BC, and characterizing

the DPC capacity region have been extensively studied in several research works. It has

been shown that there is a duality between the MAC and BC capacity regions; and DPC

can deliver the maximum possible sum rate of the MU-MIMO BC [64–66]. Although
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computation of the DPC capacity region and user rates is difficult on its own, it is

facilitated by exploiting this MAC-BC duality, with HMAC
k =

(
HBC
k

)H . The BC region

can be calculated through the union of regions of the dual MAC with all uplink power

allocation vectors meeting the sum power constraint P [63]. Calculation of the MAC

regions is a much simpler convex problem. The capacity-achieving individual BC user

rates for users encoded in the order {π(1), π(2), · · · , π(K)} are the same as for users on

the dual MAC decoded {π(K), π(K − 1), · · · , π(1)}. In [67] a water-filling solution to

above power allocation problem has been proposed to maximize the sum rate.

Despite being the optimal precoding technique, DPC is highly complex and of a

nonlinear nature. It also requires non-causal knowledge of the channel (which means

the knowledge of the future state of the channel) at the transmitter, which is not feasible.

Hence, more practical, but suboptimal methods were introduced to reduce the interference

between users. In particular, linear precoding techniques are of interest due to their lower

complexity compared to DPC and other non-linear techniques such as vector perturbation.

In linear precoding users are assigned different precoding matrices at the transmitter. In

other words, transmitted data is precoded (pre-processed) as follows:

x =
∑
k

xk =
∑
k

Fkdk, (2.13)

yk = HkFkdk + Hk

K∑
l=1,l 6=k

Fldl + nk, (2.14)

where yk is the received signal, dk ∈ Cdk×1 is the data symbols vector, and Fk ∈ CNt×dk is

the precoding matrix for the kth user. Let H =
[
HT

1 ,H
T
2 , · · · ,HT

K

]T denotes the vertical

concatenation of K users’ channels, where Hk ∈ CNr,k×Nt and Nt ≥ K. We assume that

user k has Nr,k antennas, and will decode dk ≤ Nr,k data streams containing its data. The

goal is to design {Fk}Kk=1 based on the channel matrix knowledge, so a given performance
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metric is maximized for each stream. In the following, we mainly focus on methods that

maximize the system sum rate under a power constraint.

In the precoding process the amplitudes and phases of the transmitted signals are

suitably adjusted. Commonly-used linear schemes include matched filtering (MF),

zero-forcing (ZF) and minimum-mean-squared-error (MMSE) filtering. We focus on

linear precoding in the downlink (assuming Nr,k = dk = 1 ∀k for simplification), and

corresponding linear detection in the uplink can be derived in a similar fashion.

With linear precoding the simplest approach is MF or maximum ratio transmission

(MRT), which aims at maximizing the received SNR at each user. Finding MF precoding

matrix involves solving the following optimization problem:

Fk,MF = arg max
Fk

E
{
dHk yk

}
σ2
n

. (2.15)

The solution to above optimization problem is the Hermitian transpose of the channel

matrix as follows [68]:

Fk,MF = HH
k , (2.16)

which maximizes the received signal power for the user, but cross-talk still exists. The

effective signal for the kth user becomes:

yk =
[
HHH

]
k,k

dk +
K∑

l=1,l 6=k

[
HHH

]
k,l

dl + nk. (2.17)

Due to the maximization of the receive SNR at each user, MF is suitable for noise-limited

scenarios. At high SNRs, MF performance will be limited by inter-user interference, in

which case, ZF precoding is superior to MF.

ZF precoding nulls out the inter-user interference, and is the solution to the following

optimization problem:

FZF = arg max
F

E
{
‖Fd‖2} , (2.18)
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where F = [F1, · · · ,FK ] ∈ CNt×K , and d =
[
dT1 , · · · ,dTK

]T ∈ CK×1 are the joint

precoding and data matrices ofK users. The solution completely removes the interference

with minimum transmit energy, and is the Moore–Penrose pseudoinverse of the channel

[68], i.e.,

FZF = H† = HH
(
HHH

)−1
. (2.19)

By deploying ZF as precoding at the BS, we can perfectly cancel inter-user interference

by creating a set of orthogonal and non-interfering channels. However, this solution is only

suitable when the propagation environment is richly scattering; when the Gram matrix

HkH
H
k is full rank and diagonally dominant.

So far, we have shown that ZF is suitable for interference-limited scenarios, while

MF outperforms it in noise-dominant ones. However, there are schemes that mitigate

both interference and noise. MMSE precoding is one example. The idea is, if the noise

covariance is estimated at the receiver and fed back to the transmitter, we can design a

better precoder for the entire SNR range. MMSE is obtained through the optimization:

FMMSE = arg min
F

E ‖y − d‖2 = arg min
F

E ‖(HF− I) d + n‖2 (2.20)

where y =
[
yT1 , · · · ,yTK

]T ∈ CK×1, n =
[
nT1 , · · · ,nTK

]T ∈ CK×1 are the corresponding

joint received signal and noise of K users. Here, we try to minimize the mean-square

error (MSE) between the received and transmit signals. One possible solution is ZF, if the

available transmit power can be arbitrary high. With limited transmit power, we need to

consider the noise covariance σ2
nI which results in MMSE solution [69] as follows:

FMMSE = HH
(
HHH + αI

)−1
, (2.21)

where α = Kσ2
n

P
. This solution is also called regularized ZF, and α is the regularization

parameter.

25



One generalization of ZF beamforming is finding the optimal transmit vectors Fk

such that all multiuser interference is zero. Since the resulting product HlFk will be

block-diagonal, the algorithm is referred to as block diagonalization (BD). Note that when

Nr,k = 1 for all users, this simplifies to a complete diagonalization, which can be achieved

using a pseudo-inverse of the channel (ZF). While complete diagonalization could also be

applied when Nr,k > 1 and would have the advantage of simplifying the receiver (each

antenna would receive only one signal), it comes at the cost of reduced throughput or

requiring higher power at the transmitter, particularly when there is significant spatial

correlation between the antennas at the receiver.

To eliminate all multiuser interference in (2.14), we impose the constraint HlFk = 0,

∀l 6= k, thus yk = HkFksk + nk. If we define Ĥk as:

Ĥk =
[
HT

1 · · ·HT
k−1H

T
k+1 · · ·HT

K

]T
, (2.22)

then any suitable Fk lies in the null space of Ĥk. Let the singular value decomposition

(SVD) of Ĥk be:

Ĥk = ÛkD̂k

[
V̂

(1)
k V̂

(0)
k

]H
, (2.23)

where Ûk and D̂k are left singular vector matrix and the diagonal matrix of singular

values of Ĥk, respectively, and V̂
(1)
k and V̂

(0)
k denote the right singular matrices each

corresponding to non-zero singular values and zero singular values, respectively. Any

precoder Fk that is a linear combination of the columns of V̂
(0)
k will satisfy the null

constraint. This definition allows us to define the dimension condition necessary to

guarantee that all users can be accommodated under the zero-interference constraint. Data

can be transmitted to user k if the null space of Ĥk has a rank greater than 0. This

is satisfied when rank(Ĥk) < Nt . So for any H, block diagonalization is possible if

Nt > max
{

rank(Ĥ1), rank(Ĥ2), · · · , rank(Ĥk)
}

. Assuming that Hk is full rank, the

transmitter requires that
∑

j 6=kNr,j < Nt, ∀k to satisfy the dimensionality constraint
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required to cancel interference for each user [70]. Under the BD constraint, Fk can be

further optimized by waterfilling of power. If excess antennas are available, eigenmode

selection or antenna subset selection can be used to further improve performance [71].

From a practical perspective, the key performance indicators of a communication

system are error probability, sum rate, signal-to-interference-plus-noise (SINR) ratio, etc.

It has been shown that in MU-MIMO systems with linear precoding algorithms, as the

number of active users in the system increases, the sum capacity also increases. This leads

to the resource allocation problem that is: how many and which users should effectively

be served at any given time slot. This issue is also known as the user scheduling problem;

we will not discuss it in this thesis.

2.2 Massive MIMO Systems

In massive MIMO, the number of antennas Nt at the BS becomes much larger than the

number of users served. Theoretically, the sum rate capacity of a MU-MIMO system

grows with min(Nt, K), the minimum of the number of antennas at the BS and the number

of users. When both Nt and K become large the rank of HHH grows which results in a

large increase in the sum rate capacity. For a fixed number of users K and Nt � K

the array gain becomes very large. In this system, the inter-user interference significantly

reduces which leads to a large sum capacity. Fig. 2.3 illustrates a massive MIMO system.

2.2.1 Advantages of Massive MIMO
Large Array gain

With more antennas at the BS, there are more degrees of freedom available for signal

processing [72]. For example, coherently combining the transmit and receive signals can

improve SNR as compared to that in single antenna system. This is known as array gain.

As Nt grows, the channel matrix H becomes long, and the value of
[
HHH

]
i,i

where
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Figure 2.3: An illustration of a massive MIMO system.

i = 1, 2, · · · , K increases. Hence, as shown with MF precoding, the received signal

strength for the intended user becomes higher. This is achieved without any increase in

transmit power. A similar result can be shown for precoding with ZF and MMSE; thus

inter-user interference becomes small resulting in higher capacity. Basically, for all the

linear precoding schemes, when SINR increases higher data rates can be achieved. In

massive MIMO, the effect of array gain is much more significant than in smaller-scale

MU-MIMO systems.

Additionally, having large array gain can improve link quality and coverage. Usually,

higher SINR in a system means higher data rates since higher order modulation can be

used. However, large dynamic range in signal strength and higher modulation order

requires a higher precision analog-to-digital-converter (ADC) which can increase the cost

of hardware [72].
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Massive MIMO Inter-User Interference Reduction

Assume that the elements of channel matrix H are zero mean i.i.d with complex Gaussian

coefficients, CN (0, σ2
h), σ

2
h < ∞. In massive MIMO regime, as Nt grows the diagonal

elements
[
HHH

]
i,i

become larger, while the off-diagonal elements
[
HHH

]
i,j

where

i 6= j grow far slower compared to diagonal elements. This leads to the phenomenon

that users’ channels become orthogonal, inter-user interference vanishes, and the BS can

communicate with several users at higher data rates.

We examine the diagonal elements of the Gram matrix as follows:

1

Nt

[
HHH

]
i,i

=
1

Nt

Nt∑
n=1

|Hi,n|2 , (2.24)

and the off-diagonal elements are

1

Nt

[
HHH

]
i,j

=
1

Nt

Nt∑
n=1

Hi,nH
∗
j,n, i 6= j. (2.25)

According to the central limit theorem, the average of n independent samples from a

distribution having finite variance σ2 and mean µ, when n → ∞ is asymptotically

normally distributed according to N
(
µ, σ

2

n

)
[73]. Thus, given the nature of H elements

the distributions of both diagonal and off-diagonal elements converge to Gaussian

distributions,

1

Nt

[
HHH

]
i,i

d−→ N
(
µ0,

σ2
0

Nt

)
, (2.26)

and

1

Nt

[
HHH

]
i,j

d−→ N
(
µ1,

σ2
1

Nt

)
, i 6= j, (2.27)

where µ0 = E
{
|Hi,n|2

}
, σ2

0 = var
{
|Hi,n|2

}
, µ1 = E

{
Hi,nH

∗
j,n

}
, and σ2

1 =

var
{
Hi,nH

∗
j,n

}
, and d−→ means convergence in distribution. As Nt → ∞, σ2

0

Nt
and σ2

1

Nt
,
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variances of both distributions approach zero. In addition, the terms |Hi,n|2 follow a

chi-squared distribution with two degrees of freedom and mean of µ0 = σ2
h, whereas

the off-diagonal elements µ1 = E {Hi,n}E
{
H∗j,n

}
= 0 since the channel coefficients for

different users are independent random variables. Thus,

1

Nt

[
HHH

]
i,i
→ σ2

hI, (2.28)

as Nt grows [74].

Linear Precoding and Beamforming

As shown above, as the number of antennas at the BS grows, the users’ channels become

highly orthogonal. This is of great importance since it means that simple linear precoding

and beamforming algorithms are sufficient to be used in massive MIMO systems [72]. As

a comparative demonstration, in the massive MIMO regime, we can rewrite the sum rate

capacity achieved by DPC from (2.12) as follows:

CDPC = max
P1,P2,··· ,PK

log2

∣∣∣∣I +
Ntσ

2
h

σ2
n

PDPC

∣∣∣∣ s.t.Pk � 0 ∀k,
K∑
k=1

Pk = P, (2.29)

where equal power allocation of Pk = P
K

is the optimal solution. Thus,

CDPC = K log2

(
1 +

Ntσ
2
hP

σ2
nK

)
, (2.30)

is the sum rate capacity of DPC, with Nt as array gain, and K as the multiplexing gain.

With linear precoding at the transmitter, since the interference among users vanishes, the

sum rate capacity achieved by ZF, MF, and MMSE will be equal to DPC. Hence, as Nt

increases the inter-user interference reduces and simple linear precoding methods achieve

the capacity achieved by the infeasible DPC technique.

Channel Hardening

From (2.26) and (2.27), it can be observed that the fluctuation in the elements of
1
Nt

[
HHH

]
decrease rapidly relative to their respective means, as Nt grows large. This
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effect is called channel hardening [75]. Note that channel hardening does not mean the

variation in the channel H becomes small, but is an effect that stabilizes the outputs of

signal processing phases. Other impacts of channel hardening phenomenon include:

• The effect of small-scale fading disappears. If we scale down the transmit power

with the number of antennas, e.g., P = ρK
Nt

(ρ is the SNR), then the receive SINRs at

the users become more stable in the sense that they do not fluctuate with small-scale

fading in the channel, for all the precoding schemes MF, ZF and MMSE.

• Resource allocations can be performed on a slower time scale. For example, the

transmit power does not need to be updated with variations in the small-scale fading

of the propagation environment, but only to the large-scale fading characteristics of

the channel.

• The variation in sum-rates becomes small. The SINRs at the users’ receivers do not

vary with small-scale fading, as a result, the sum rate stays relatively constant. The

probability that we have a rate much lower than the ergodic average rate becomes

very small.

• Precoders and detectors become more stable. Due to interference reduction and

channel hardening, the power variation in the precoded signal x, i.e., the variation

in ‖x‖2, becomes small and stable, when the transmit symbols in d vary.

In addition, the effects of channel hardening on transmission schemes and system

performance have been studied, e.g., in [76, 77]. As the number of antennas increases,

channel conditions that were random before, now start to be deterministic.

Sharply-Focused Digital Beamforming into Smaller Regions in Space

With an antenna array, we can perform analog beamforming that steers directional beams

by adjusting the phases of RF signals at each antenna. Depending on the number of
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antennas and the size of the array, multiple beams can be formed to serve different users.

In full-dimension MIMO (FD-MIMO) [78, 79], 3D beams can be formed to serve users

in different azimuths and elevations. With more antennas, beams can be made narrower,

resulting in a better separation of user signals. With analog beamforming, the number of

simultaneous users is typically limited by the number of orthogonal beams that can be

formed, and is fixed by the number of deployed RF chains.

Linear precoding, as discussed earlier, works in a different way. It can be seen as

digital beamforming, performed in the baseband by tuning the phases and amplitudes of

transmitted signals across all antennas. Without steering actual beams into the channel,

signals add up in phase at the intended users and out of phase at other users. With

increasing number of antennas, this effect is more significant: the signal strength at the

intended user location gets higher, while causing lower interference to the other users.

Digital beamforming in massive MIMO provides a more flexible and dynamic way of

spatial multiplexing, as the number of users can vary [72]. Whereas, analog beamforming

methods depend on array calibration, whose complexity grows with the number of

antennas.

2.2.2 Challenges of Massive MIMO

With the theoretical advantages of massive MIMO described above, the question is what

challenges we may face in practice, and to what extent the theoretically demonstrated

advantages can be captured in reality.

Propagation Channel

In Subsection 2.2.1 we have assumed, we assume i.i.d. Rayleigh channels where the

number of base station antennasNt →∞. This leads to interference-free transmission and

optimal performance achieved by linear precoding and detection. In practice however, the

number of antennas is limited and propagation channels are not i.i.d. Rayleigh. Channels
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from antenna elements in a large array are often spatially correlated and this spatial

correlation may be due to different reasons. For example, the propagation environment

may produce more multipath components from the BS in some spatial directions than

in others; also, the polarization and propagation pattern of antennas can impact the

small-scale signal statistics [80].

In massive MIMO literature, there is a commonly-used term called favorable

propagation [72]. Many theoretical studies are based on this propagation condition,

assuming that user channels become orthogonal as the number of antennas increases.

Although Rayleigh channels provide favorable propagation, for channel gains to be

Rayleigh distributed, it requires very rich and complex propagation environment which

does not always exist in real-life scenarios.

Hardware Complexity

A crucial challenge of massive MIMO is hardware complexity. As the number of

antennas increases, the number of RF transceiver chains including components like RF

amplifier, mixer and ADC/DAC, also grows well beyond that in conventional small-scale

MU-MIMO. To deal with large channel matrices, the complexity in baseband processing

will also significantly increase, as more operations are needed.

High hardware complexity often leads to low efficiency in terms of cost and energy.

Antennas are usually cheap and easy to deploy, but RF chains can be relatively expensive.

Due to large array gains, massive MIMO is energy efficient in terms of radiated power.

However, energy consumption in hardware can be quite high and may dominate massive

MIMO energy consumption [74].

To implement massive MIMO in practice, many studies are focused to simplify the

hardware implementation. Among those, hybrid transceivers [52] and single-RF [58]

chain transceiver have been considered in this thesis, as a direct solution that reduces

the number of RF chains without a significant reduction in performance.
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Hardware Imperfections

Since massive MIMO hardware tends to be very complex with many antennas and

transceiver chains, it is important to make them as inexpensive as possible. However,

the cheaper the hardware, the more imperfection imperfections are typically expected.

With massive MIMO, we may allow many of the imperfections to be quite large, since

the averaging effect due to many antennas helps to reduce the impact of imperfections on

system performance [81]. This opens up the possibility to use inexpensive hardware, such

as nonlinear amplifiers, high IQ-imbalance mixers, low-precision ADC/DACs, and so on.

Another issue is reciprocity calibration1 in TDD massive MIMO. Ideally, precoding for

the downlink transmission is computed based on the CSI feedback in the uplink. Although

radio channels in TDD are reciprocal, transmit and receive RF chains are typically not.

In order to make use of channel reciprocity, we need to estimate and compensate for

the differences between the transmit and receive RF chains. There are many calibration

methods, e.g., in [82], in which mutual coupling among base station antennas is used.

Mutual Coupling in Antenna Arrays

In [82], it is shown that strong mutual coupling between antennas is good for reciprocity

calibration. However, mutual coupling can also degrade massive MIMO performance,

primarily due to power loss when many antennas are packed into a small physical space

[29]. Study in [83] provides a thorough systematic review on the impact of mutual

coupling between antenna elements in MIMO systems, and presents some decoupling

techniques and mutual coupling reduction algorithms through antenna array design and

post-processing.

1Strictly speaking, the problem of reciprocity calibration for TDD systems is not unique to massive
MIMO.
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Channel Estimation

As discussed earlier, massive MIMO relies on the availability of CSI at the base station to

coherently process the signals, i.e., to perform precoding and detection. However, there

are challenges associated with CSI acquisition. Channel variations, due to the movement

of users and scatterers, determine how often we need to update the CSI [84]. Accurate

and timely CSI acquisition can be challenging, especially in high mobility scenarios. In

FDD mode, massive MIMO faces the issue of training overhead, since channels from all

base station antennas to all the users’ antennas need to be estimated and fed back [31].

While in TDD massive MIMO can rely on channel reciprocity, reference signals (pilot

sequences) may occupy a large fraction of the coherence interval if the channel varies

fast. Hence, the number of orthogonal pilot sequences is limited by the channel coherence

interval and therefore pilot sequences have to be reused from cell to cell. This causes

pilot contamination, which means that channel estimates may contain interference due to

adjacent cells using the same pilots for the estimation of their channels. The resulting

inaccurate channel estimates will obviously deteriorate performance of massive MIMO

[31].

2.3 Millimeter Wave Systems

As discussed in Chapter 1, one obvious approach to increase future wireless systems’

throughput is to use a much large bandwidth for transmission. Currently, practically no

radio spectrum is available for allocation in the sub-6 GHz frequency range. However, a

significant amount of bandwidth is available in the mmWave frequency range. Precisely

speaking this frequency range extends from 30 to 300 GHz, but already wireless systems

operating at frequencies above 20 GHz are commonly understood as operating in the

mmWave range.

The key benefits of operating in the mmWave range of frequencies are as follows
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[38, 40]:

• the abundance of radio frequency bandwidth available for transmission;

• a large number of antennas can be packed in a small physical space;

• highly directional beams can be generated to reduce multiuser interference and

overcome increased path loss;

• an inherently increased privacy and security in mmWave communication due to the

reduced scattering and range of transmission.

Despite the advantages associated with operating in the mmWave band, there are a

number of challenges that need to be addressed such as [38, 41]:

• increased power consumption due to the need to deploy large antenna arrays;

• significantly greater path loss and increased susceptibility to weather conditions;

• from hardware implementation point of view, mmWave systems suffer from

increased nonlinear distortions and phase noise;

• serving mobile users is a challenge due to significantly reduced channel coherence

time resulting from significantly increased Doppler spread caused by a much higher

carrier frequency.
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Chapter 3

A Path Selection Algorithm for Sparse
Massive MIMO Channels

Massive MIMO channels at mmWave frequencies are sparse, which means that amongst

all the multipath components that contribute to signal transmission only few carry

significant power. Inspired by the sparse nature of these channels, in [85] computationally

efficient way of optimizing performance of a massive MIMO system on a mmWave

channel is introduced. We start by introducing a bipartite graph, which connects angle of

departure (AoD) to users in the beam-space domain that conveniently reveals the sparsity

of the channel. This model can be implemented in practice using DFT beamforming

especially when the number of transmit antennas is large. Next we formulate an

optimization problem aiming to maximize sum rate by selecting edges in our sparse

bipartite graph in a greedy fashion.

3.1 System Model

We consider the downlink of a mmWave massive MIMO system, where the base station

(BS) is equipped with Nt antennas and serves K single-antenna users. Symbol-to-symbol

independent quasi-static Rayleigh fading is assumed to model the channel. The sparse
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nature of mmWave massive MIMO channels makes beam-space or virtual representation

of the channels a natural choice [86]. Hence, the channels are resulting from the sum

of the contributions from discrete multipath components Np, which further assumed to

be one single propagation path between the BS and users. Let hk ∈ C1×Nt denote the

downlink channel vector of user k which has entries of zero-mean complex Gaussian

random variables. Under such model, for a Nt-element uniform linear arrays (ULA) the

steering vector a(Nt, θ) ∈ CNt×1 at the angle θ is given by

a(Nt, θ) =
1√
Nt

[
1, ejqd sin(θ), ..., ejqd(Nt−1) sin(θ)

]T
, (3.1)

where q = 2π
λ

, λ is the wavelength, and d is the distance between two adjacent antenna

elements. Given the steering vectors, the MIMO channel vector hk for user k can be

described by a multipath model of the form

hk =

Np∑
p=1

ρk,pa
H(θk,p), (3.2)

where θk,p and ρk,p denote the angle of departure (AoD) and complex channel gain for path

p of user k, respectively. Np is the number of multipath components between the BS to the

user k, and each user is assumed to receive the same number of paths. The channel gains

ρk,p are independent zero-mean complex Gaussian random variable with variance 1/Np.

From (3.2) and the assumptions made about complex channel gains ρk,p, we can conclude

that E[‖hk‖2] = 1. Let x ∈ CNt×1 be the transmitted signal vector, then to satisfy the

power constraint at the transmitter, the inequality E[‖x‖2] ≤ P must hold, where P is the

available power budget at the transmitter. Thus, the received signal yk at the user terminal

k is given by

yk = hkx + nk, (3.3)
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where nk ∼ CN (0, 1) is an additive Gaussian noise at the user terminal k. Consequently,

the average signal-to-noise ratio (SNR) for each user is represented by SNR = P .

In [54], it has been shown that discrete Fourier transform (DFT) beamforming is

near-optimal in terms of maximizing throughput when the size of ULA Nt is large.

Without loss of generality, we assume that AoDs lie in the the interval [−π/3, π/3]. We

divide this angular spread into Nt equal disjoint intervals, which we call angular bin. For

example, the angular bin j for 0 ≤ j ≤ Nt − 1 is the interval

Bj =

{
θ
∣∣∣− π

3
+

2π

3

j

Nt

≤ θ ≤ −π
3

+
2π

3

j + 1

Nt

}
. (3.4)

With ULA, we quantize the AoDs such that if it lies in the angular bin j it would be

represented by the central angle θ̂j = −π
3

+ π
Nt

+ 2π
3

j
Nt

for that bin. Now, we can define the

beamforming vector fj for each angular bin j as fj = a(θ̂j). As Nt →∞ the quantization

effect diminishes and we get very narrow beams to separate users from each other. This

DFT beamforming has the following orthogonality property, which is useful for inter-beam

interference cancellation:

fif
H
j = 0 for i 6= j. (3.5)

Given the beamforming vector of each angular bin, the transmitted signal vector x can be

obtained as x =
∑Nt−1

j=0 fjdj where dj is the transmitted data stream at each beam/angular

bin j, which is generated from a given constellation. Obviously, when there is no data on

a particular beam, the data stream vector dj will be equal to zero.

3.2 Path Selection Algorithm and Problem Formulation

Definition 1 (System Topology Graph). Define the topology graph of the mmWave

massive MIMO cellular system as a bipartite graph G = {B,U ,C}, where B denotes

the set of all angular bins, U denotes the set of all user nodes, and C is the connectivity
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Figure 3.1: The model of sparse massive MIMO channel

matrix and includes all the edges between the BS and users. The dimension of this matrix

is K × Nt and its (i, j) element denoted by ci,j is either 0, if there is no edge between

user i and angular bin j, or 1 otherwise. Each edge (i, j) ∈ C is associated with a channel

complex gain ρi,j , which represents the complex gain of the path between the angular bin

j and user i. Fig. 3.1 illustrates the system topology graph.

We also define the selection matrix S of dimension K × Nt, where element si,j ∈

{0, 1} denote the selection variable for the path between user i and angular bin j in our

optimization problem described later in this subsection. In particular, for an existing path

with ci,j = 1, si,j = 1 means that we select that path and si,j = 0 means that we do not

select that path in the current channel use. Naturally, when there is no path between user

i and angular bin j, si,j becomes zero. With the assumption of one stream per beam, the

following constraints on selection variables are enforced:

si,jsi′,j = 0, ∀i′ 6= i, or equivalently (3.6)
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K∑
i=1

si,j ∈ {0, 1} (3.7)

∑K
i=1 si,j in (3.7) actually indicates whether or not beam j is selected. Therefore,

the number of angular bins out of Nt that are selected for transmission is equal to∑Nt
j=1

∑K
i=1 si,j . With DFT beamforming and its resulting orthogonal beams, the power

allocated to beam j is given by

γj =
K∑
i=1

si,j ×
P∑Nt

j′=1

∑K
i′=1 si′,j′

. (3.8)

Now, the rate for user i is given by

Ri = log

(
1 +

∑
j si,j|ρi,j|2γj

1 +
∑

j |ρi,j|2ci,jγj × (
∑

i′ 6=i si′,j)

)
, (3.9)

and consequently sum rate is expressed as Rsum(S) =
∑K

i=1 Ri. Note that in (3.9),

the numerator shows the desired signal power, and the denominator shows the power

of inter-beam interference plus noise. The goal of path selection algorithm is to select

variables {si,j} in a way that sum rate is maximized. Casting sum rate with constraints on

selection variables yields the following optimization problem

P =


max

∑K
i=1 log

(
1 +

∑
j si,j |ρi,j |2γj

1+
∑
j |ρi,j |2ci,jγj×(

∑
i′ 6=i si′,j)

)
s.t. si,j ∈ {0, 1}, ∀i, j and si,jsi′,j = 0, ∀i′ 6= i,

(3.10)

which is not convex and it is in the category of integer programming and computationally

complex. In the following, we resort to greedy approach to solve this problem,

summarized as follows:

• Step 1: Initialize R0 = 0, S0 = 0 of dimension K × Nt and L = {(i, j)|ci,j = 1}.

Let E(i,j) denote a matrix of dimension K ×Nt whose elements are all zero except

the element at (i, j) which is one, i.e. ei,j = 1.
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Figure 3.2: Average sum rate vs. SNR; Nt = 40, Np = 2 and K = 10.

• Step 2: Let (i?, j?) = argmax(i,j)∈LRsum(S0 + E(i,j)).

• Step 3: Set D = {(i, j)|(i, j) ∈ L, j = j?}.

• Step 4: Update L := L \ D.

• Step 5: If Rsum(S0 +E(i?,j?)) > R0 update S0 := S0 +E(i?,j?) and R0 := Rsum(S0 +

E(i?,j?)). Otherwise output S0 as the selection matrix.

• Step 6: If L 6= ∅ go to step 2. Otherwise output S0 as the selection matrix.

In step 1 we initialize the selection matrix and define L as the set of all edges in the

bipartite graph. In step 2, we add candidate edges to the set of already selected paths and
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Figure 3.3: Average sum rate vs. SNR; Nt = 40, Np = 2 and K = 20.

find which one maximizes sum rate. In steps 3 and 4 we remove the currently found edge

along with those edges which violate constraint (3.7). If the currently found edge makes

sum rate higher than its old value we update the selection matrix. Otherwise we output the

current selection matrix. Finally, if there are still edges in the candidate set, we repeat the

process.

For the sake of comparison, we have also considered two user selection algorithms

proposed in [54], which are also applicable in highly directional channel as those observed

in sparse massive MIMO channels. The following explain the way these two algorithms

select users. In order to have a fair comparison, we assume that similarly to our path

selection algorithm at most one data stream is sent over each angular bin when using these
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selection algorithms.

Algorithm [54]-1: This algorithm, firstly, removes all those angles of departure that

overlap in beam-space domain. Then over the remaining angles of departure, it chooses

the users that maximize the total coverage area in the beam-space domain.

Algorithm [54]-2: In contrast to Algorithm [54]-1, Algorithm [54]-2 aims to

maximize the number of served users who have at least one non-overlapping angle of

departure in the beam-space domain.

For example, consider two users, whose angles of departure lie in the following angular

bins B1 = (−0.1, 0.1) ∪ (0.2, 0.25) and B2 = (−0.1, 0.1) ∪ (−0.4,−0.3). Applying

Algorithm [54]-1 results in the selection of only user 2, while with Algorithm [54]-2 both

users will be selected.

3.3 Simulation Results

Here, we present simulation results demonstrating the performance of the proposed path

selection algorithm. Fig. 3.2 shows the average sum rate for different algorithms as

a function of SNR. “Algorithm [54]-1” and “Algorithm [54]-2” refer to the selection

algorithms described above. “Greedy path selection” refers to our proposed algorithm

described above, and “Greedy user selection” is a typical user selection approach, which

aims to maximize the sum rate by successively adding users one by one to the set of

candidate users in a greedy fashion. As it can be seen the proposed path selection algorithm

outperforms other three algorithms particularly at reasonably high SNRs. Fig. 3.3 presents

the the same trend as Fig. 3.2, but for the case of K = 20. Note that in this case when

the number of users has been doubled, at low-SNR regime fine selection of paths does not

result in higher throughput compared to coarse user selection which is due to increase in

inter-beam interference. This causes our algorithm to not select a number of paths that

cause interference to other angular bins.
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Figure 3.4: Average sum rate vs. number of antenna elementsNt; SNR = 18 dB ,Np = 2
and K = 20.

In Fig. 3.4, average sum rate versus the number of antenna elements Nt is shown.

As the number of antenna elements increases, the greedy path selection algorithms shows

its advantage over other algorithms. The reason is that number of angles of departure

increases and multipath components are distributed over a larger set of angular bins. Thus,

greedy path selection algorithm can take advantage of available multipath and multiuser

diversity more flexibly. Fig. 3.5 shows average sum rate versus the number of multipath

components Np. It is interesting that as Np increases greedy path selection algorithm is

able to select proper paths and use available multipath diversity in order to maximize sum

rate due to its fine selection strategy. However, as Np increases the other three algorithms

are not able to cope with the interference resulting from overlapping multipath components
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Figure 3.5: Average sum rate vs. number of multipath components Np; Nt = 100,
SNR = 18 dB and K = 20.

as efficiently as the greedy path selection.

3.4 Summary

In this chapter, we have introduced a path selection algorithm for sparse massive

MIMO channels, where each user receives its signal via only a few propagation paths.

With uniform linear array consisting of a large number of antenna elements and DFT

beamforming, we have considered a virtual channel representation in the beam-space

domain to capture channel sparsity, where each user’s path lies within a bin of angles

of departure. We have associated a sparse bipartite graph with this multi-user setting,
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where independent user and angular bin nodes are connected by edges, if there are

physical paths between them. Next we have formulated an optimization problem aiming to

maximize sum rate by selecting edges in this graph in a greedy fashion. Unlike coarse user

selection algorithms, our fine path selection algorithm is able to take advantage of available

multipath and multiuser diversity more efficiently, thus resulting in higher throughput.
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Chapter 4

Simplified User Grouping Algorithm for
Massive MIMO on Sparse Beam-Space
Channels

In this chapter, we tackle the problem of user grouping for sparse beam-space massive

MIMO channels. First of all, we have no prior knowledge of the possible number of

user groups/clusters, and secondly choosing an arbitrary number of groups can limit the

performance of the system without considering multiuser and inter-beam interference.

Herein, we propose a novel and simplified user grouping scheme, which is our primary

contribution. Inspired by the concept of path selection and the bipartite graph introduced

in [85], we partition the set of users into groups corresponding to the angular bins that

they occupy. In this approach, we examine each angular bin, which is connected to a

set of user nodes via edges (resolvable paths). Users that receive a signal from the same

angular bin are grouped together. In [87], we have proposed a two-layer beamforming

scheme for massive multiuser MIMO (MU-MIMO) downlink channels. The first layer

employs a bipartite graph to dynamically group users in the beam-space domain; the aim

is to minimize inter-user interference while significantly reducing the effective channel

dimensionality. Then, with a focus on maximizing spatial multiplexing gain and system
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throughput, the second layer performs MU-MIMO linear precoding using a precoding

matrix determined by the effective channel within each group. Our proposed algorithm

takes advantage of the sparsity of massive MIMO channels to achieve spatial multiplexing

and cope with the interference resulting from overlapping multipath components.

4.1 Problem Formulation

In this work, we create groups of users that maximize the system throughput by

minimizing the inter-user interference in the beam-space domain, derived from the concept

of the path selection algorithm introduced in [85]. Given the connectivity matrix C, we

have the knowledge that enables us to perform user grouping. Inspired by the concept of

path selection introduced in [85], we adopt the bipartite graph representation and simply

categorize users into groups according to the angular bins that they occupy. Therefore,

by investigating each angular bin and the paths that connect it to a set of user nodes, we

can partition users into groups. Obviously, in most cases a user could be allocated to one

of several candidate groups (recall each user receives data over Np multipath components

that can originate from at most Np different angular bins). In such cases, we consider

adding the user to each candidate group and evaluate the objective function for each case.

Among all the candidate groups, the one that results in the highest performance (or the

largest objective function value) will be selected.

Suppose that the K user terminals are grouped into G groups, where Kg users are in

group g. The algorithm groups users such that each user in a given group g has overlapped

angular bins with at least one other user in the group (provided that Kg > 1). We define

Ug as the discrete set of users in group g, therefore |Ug| = Kg indicates its cardinality; we

also enforce the constraint that a user can only belong to one group. Let ψk indicate the

set of angular bins that user k occupies, and |ψk| be equal to the number of angular bins

over which user k receives its signal from the BS. Now, we can define the rank condition

49



for each group as follows:

Kg ≤

∣∣∣∣∣∣
⋃
k∈Ug

ψk

∣∣∣∣∣∣ = βg, (4.1)

where βg is the rank of group g, and it is related to the number of dominant eigenmodes

for group g. This condition defines the number of users that can be spatially multiplexed

in group g. In this notation, we denote user k in group g by the index gk, and its channel

vector is given by hgk . Consider Hg =
[
hTg1 , . . . ,h

T
gKg

]T
∈ CKg×Nt as the aggregate

concatenated channel matrix of users in group g.

Similar to the previous chapter, we quantize the AoD such that if it lies in the angular

bin j, it would be represented by the central angle θ̂j = −π
3

+ π
3Nt

+ 2π
3

j
Nt

for that bin.

Now, we can define the beamforming vector fj for each angular bin j as

fj = a(Nt, θ̂j). (4.2)

As Nt →∞ the quantization effect diminishes and we get very narrow beams to separate

users from each other. Note also that these DFT beamforming vectors are orthogonal, i.e.

fHi fj = 0 for i 6= j, which is useful for inter-beam interference cancellation.

In order to achieve spatial multiplexing within a group g, we employ zero-forcing (ZF)

linear precoding. The ZF precoding matrix Wg ∈ Cβg×Kg is a simple pseudo-inverse given

by

Wg = ξ2
gH̃

H
g (H̃gH̃

H
g )−1, (4.3)

where ξ2
g is the power normalization factor, H̃g = HgFg ∈ CKg×βg is the effective channel,

and Fg ∈ CNt×βg is the DFT beamforming matrix of group g. Fg is formed from the

beamforming vectors fj for all bins j belonging to group g, given by
⋃
k∈Ug ψk. The

number of users Kg in group g that can be spatially multiplexed cannot be larger than the

rank of the equivalent channel, given by βg.
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Now, focusing only on the received signal yg ∈ CKg×1 for users in group g, we have

yg = H̃gWgdg +

(
G∑

`=1,`6=g

HgF`W`d`

)
+ ng, (4.4)

where dg ∈ CKg×1 is the vector of transmitted data streams to users in group g, and

ng ∈ CKg×1 is an additive white Gaussian noise vector with i.i.d. entries ∼ CN (0, 1).

The bracketed term denotes the inter-group interference. The achievable sum rate within

a group g can be expressed as follows:

Rg = log2

det
(
I + H̃gWgdgd

H
g WH

g H̃H
g

)
det

(
I+

G∑
`=1,`6=g

HgF`W`d`dH` WH
` FH

` HH
g

) . (4.5)

The sum rate of the system will be equal to Rsum =
∑G

g=1 Rg. Furthermore, by

appropriate user grouping and DFT beamforming, it is possible to approximately eliminate

the inter-group interference by enforcing the condition

HgF` ≈ 0, for all ` 6= g. (4.6)

Algorithm 4.1 provides pseudocode of the proposed user grouping algorithm. The

algorithm first initializes the connection matrix C. Then, it investigates each angular bin

j, finds all the user node indices i ∈ {1, 2, . . . , K} connected to bin j, and stores them

in temporary user group D. For each user node D(i), it inspects the possibility that the

user has been previously put in another group Ul ∈ S , resulting in two cases. If not yet

in a group, the user will be allocated to the user group associated with bin j (called Ug).

Otherwise, the objective function (4.4) will be evaluated for both the user’s previously

assigned group and the group for the current bin. The user will be assigned (or reassigned)

to the group that yields the higher rate. Once all the user nodes ∈ D are investigated for

all the previously created groups, the group associated with bin j will be added to the set

S , if that group is not empty. The entire process is repeated for all the angular bins.
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4.1.1 Complexity

In this subsection, we briefly discuss the complexity of the proposed user grouping

and two-layer beamforming algorithm. Before discussing the user grouping itself, we

consider the complexity of converting to the sparse beam-space representation of the users’

channels. Nominally, performing the DFT operation can be considered a multiplication

between the channel matrix and the DFT beamforming matrix. However, the DFT

can be performed with less complexity via a fast Fourier transform with complexity

order O(Nt log(Nt)) [88, 89]. This must be done for each user, for a total complexity

of O(KNt log(Nt)). Note that some of this complexity could be potentially reduced

depending on the hardware used. For instance, the DLA antenna as used in [90]

approximates the ULA and the DFT operation together in one. The K × Nt binary

connectivity matrix C must then be constructed, i.e. to determine if an edge exists between

user i and angular bin j, ∀i, j. This process is of order O(KNtQ), where Q is the

complexity of whatever calculation is used to determine if an edge exists. The specifics of

this process are mostly outside the scope of this study, but as an example, one could use

a a channel estimation algorithm to estimate massive MIMO sparse beam-space channel

parameters (i.e. the gains and AoDs of the paths), like that in [91] where a compressed

sensing algorithm was used to estimate the sparse channel’s parameters via a codebook of

beamforming vectors obtained through the discrete Fourier transform design.

On the user grouping itself, the selection process in our algorithm is an exhaustive

search. However, at this point one no longer needs to consider the “full” channel matrix,

but rather the sparse beam-space representation, which has a limited number of paths.

Therefore, the computational complexity of the group selection will be moderate, since

one no longer has to deal with computations on the order of Nt. Considering the user

grouping problem, there is a bipartite graph with a number of vertices (from the sets of

user nodes and angular bins) and a number of paths among these vertices. The graph has
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Nt+K vertices andNtK edges in total. However, we are able to exploit the sparsity of the

graph, since we are only interested in edges with a value of 1 in the connectivity matrix C.

(At this point, determining the value is just a simple binary check, whose relatively simple

complexity compared to other floating-point operations can easily be neglected.) From

our system model, there are only KNp edges with a value of 1 in C; the rest are zero.

The main complexity of the user grouping algorithm is in the evaluation of (4.5), i.e.

the rate of group g, which is dependent on the effective channel matrix H̃g ∈ CKg×βg .

More specifically, we are mostly concerned with calculating the numerator of (4.5);

from the approximate elimination of inter-group interference by the condition in (4.6),

the denominator of (4.5) approximately reduces to 1. The rate calculation involves

matrix (pseudo-)inverses, multiplications, and determinant operations. The pseudo-inverse

in (4.3) can be found with O(βgK
2
g ) complex operations to find H̃gH̃

H
g , then O(K3

g )

operations for the matrix inverse (H̃gH̃
H
g )−1 by LDL decomposition [74]. H̃gWg =

ξ2
gH̃gH̃

H
g (H̃gH̃

H
g )−1 can be found by reusing the above H̃gH̃

H
g calculation and doing

an order O(K3
g ) matrix multiplication of two Kg × Kg matrices [74, 92]. Similarly,

the multiplications H̃gWgdg and then H̃gWgdgd
H
g WH

g H̃H
g can be performed with order

O(K2
g ). Finally, the matrix determinant can be calculated with order O(K3

g ) by means

of LU decomposition [92].1 The total complexity clearly depends on the value of Kg

and βg for each group. However, the total number of rate calculations should be at most

about 2KNp; for each connected edge in C, a rate is generally calculated twice, once for

determining whether the user-bin pair represented by the edge should become part of a

new group, and once to see if it should stay as part of its old group. Rate calculations for

the latter could potentially be reused to reduce complexity in some cases.

Considering hardware complexity, in conventional multiuser MIMO systems

precoding is typically done through digital precoders at baseband, which requires a

1With square n×n matrices, multiplication, and by extension inverses and determinants [89], can in fact
potentially be done with as low a complexity as O(n2.373) [93].
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separate RF chain, including digital-to-analog converters, mixers, and power amplifiers,

for each of theNt antenna elements. Deploying such structures in massive MIMO systems

is not practical due to the very large number of antennas. However, in a hybrid architecture

the precoding and combining processes are jointly implemented in analog and digital

domains. In such a structure the hardware complexity of transceiver is significantly

reduced, which makes it an attractive alternative for implementation of massive MIMO

systems. For our scheme, when using the hybrid architecture, the DFT beamforming can

be implemented in the analog domain. Transformation to the beam-space representation

can be done for each user with an analog DFT, requiring dlog2(Nt)e stages of 4-port

hybrid directional couplers and dlog2(Nt)e − 1 stages of phase shifters [94], where d·e

is the ceiling function; each stage contains dNt/2e components. However, for the actual

downlink transmission, once the DFT beamforming matrices Fg for each group have

been determined, fewer components are required. In transmitting K streams (one to

each of the K users), the digital ZF precoder portion then only requires a total of K RF

chains. Meanwhile, the analog beamforming portion would use justK×Nt phase shifters,

assuming a fully-connected structure [52].

4.2 Simulation Results

In this section, we present simulation results demonstrating the performance of our

proposed two-layer beamforming algorithm. In order to gain interesting insights into

the operation of our proposed algorithm, we run the algorithm for different values of

parameters Nt, K, Np, and SNR. The number of RF chains is assumed to be equal to the

number of users K. We assume equal power allocation to all the downlink data streams,

and define SNR = P , where P is the total transmit power at the BS. In this work, we

assume that the BS has access to imperfect CSI subject to channel estimation error, e.g. as

in [95]. We set the estimation variance parameter τ from [95] to be 0.1.
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Figure 4.1: Average sum rate vs. SNR; Nt = 100, Np = 2, and K = 20.

Fig. 4.1 shows the average sum rate for different algorithms as a function of SNR for

Nt = 100, Np = 2, and K = 20. “ZF perf. CSI (one layer)” shows the performance

obtained using linear zero-forcing beamforming with perfect CSI and a conventional

(one-layer) fully digital baseband precoder. “Two-layer beamforming” is our proposed

algorithm, “Beam selection” refers to the proposed beam selection algorithm in [96], and

“K-means clustering” is the proposed user selection algorithm in [97] with ZF within

each group. “Path selection” refers to the algorithm described in [85], in which only DFT

beamforming is used and only one user is served per beam/ angular bin, and “Algorithm

[54]-1” and “Algorithm [54]-2” refer to selection algorithms that have been proposed

in [54]. Our two-layer beamforming scheme and the algorithms from [96] and [97] all
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Figure 4.2: Average sum rate vs. SNR; Nt = 400, Np = 2, and K = 100.

perform user grouping on beams/bins, and thus can be reasonably compared. In contrast,

our path selection from [85] and the two algorithms from [54] only assign one user per

beam/path. They therefore are not on the same footing as the user grouping schemes, but

can reasonably be compared with each other.

As it can be seen in Fig. 4.1, the proposed two-layer beamforming algorithm

outperforms the other algorithms at all SNR values. The path selection algorithm from [85]

also outperforms Algorithms [54]-1 and [54]-2. In [97], the target number of groups is not

known beforehand and choosing an arbitrary number of clusters can have severe impact on

the performance of the system. On top of that, appropriate chordal distance thresholds are

hard to predict in the clustering process. Our proposed algorithm dynamically categorizes
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users into groups while keeping the inter-group interference almost zero. In [96], the

algorithm allocates only one beam/bin to each user; therefore in cases where two or more

users have the same strongest beam, at most one of them is assigned to use it. However, in

our algorithm that same beam/bin can be shared among multiple users. Also, in [96] ZF

precoding is used to cancel interference between beams, whereas in our work it cancels

interference within a group; in our proposed scheme, inter-group interference cancellation

is handled by the DFT beamformer.

The performance at Nt = 400, K = 100, and Np = 2 versus SNR is illustrated in Fig.

4.2. As seen, as the number of antennas at the BS and the number of users both grow, the

superior performance gain of our algorithm becomes somewhat higher relative to that of

the other algorithms at higher SNRs. This is due to the fact that the greedy path selection

(DFT beamformer) enables us to partition the set of users into groups in a finer fashion

in the beam-space domain. In addition, “Algorithm [54]-1” and “Algorithm [54]-2” do

not select some of the users due to their selection criteria, which results in lower spectral

efficiency.

As expected, by increasing the number of antennas the number of angular bins grows as

well. This results, amongst other things, in having more user groups (due to better angular

resolution in the beam-space domain), which enables us to cope with both inter-group

and inter-user interference better. Hence, the average sum rate of the system goes up as

Nt increases2, while other parameters remain constant. In particular, at SNR = 20 dB,

Nt = 400, and K = 20, the average sum rate is about 200 bits/sec/Hz, which is about 55%

higher than 129 bits/sec/Hz with Nt = 100 seen in Fig. 4.2.

In Fig. 4.3, the average sum rate versus the number of multipath components Np

is illustrated. It is interesting that as Np increases the proposed algorithm is able to

2However, it should be noted that increased angular resolution is not the only effect of increasing the
number of antennas; for example, spatial diversity also increases. Unfortunately, the effect of angular
resolution on the system performance cannot be isolated by itself, since the number of angular bins is tied to
the number of antennas.
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Figure 4.3: Average sum rate vs. number of multipath componentsNp; Nt = 100, SNR =
18 dB, and K = 20.

achieve a higher throughput. However, as Np increases the two algorithms in [54] and

the path selection algorithm are not able to cope with the interference resulting from

overlapping multipath components. “Algorithm [54]-1” simply removes those users that

have overlapped angular bins, and “Algorithm [54]-2” just allows users with only one

overlapped angular bin. The beam selection method of [96] defines only two user groups,

interfering and non-interfering, and only assigns one beam per user. Increasing the number

of multipath components means more interference, which results in a rapidly decreasing

likelihood of users belonging to the “non-interfering” group if the power on more than

one of those paths is approximately equal. This also makes it more difficult to assign one
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Figure 4.4: Comparison of the number of served users vs. the number of users requesting
service K; Nt = 400, SNR = 20 dB, and Np = 2.

“best” beam and perform ZF precoding among those users. In the case of the K-means

clustering algorithm proposed in [97], we can see that increasing the number of multipath

components degrades the accuracy of the iterative algorithm to partition users into a fixed

number of groups. In this situation, users’ channel covariances in different groups will

have non-empty intersection, or inter-group interference will not be under control.

We also investigate the average number of users being simultaneously served versus

varying numbers of users requesting service when the number of BS antennas isNt = 400,

as plotted in Fig. 4.4. Contrary to what is observed in [54], it can be seen that by grouping

together users who have the same angular bins and serving them using ZF beamforming,
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we are able to achieve high spatial multiplexing. In other words, our algorithm is capable

of serving more users by grouping them based on the angular bins that they occupy while

channels are sparse in the beam-space domain. In [96], the authors guarantee that their

proposed beam selection algorithm will serve all the users; however the number of served

users is lower limited by the number of RF chains. In comparison to our proposed

algorithm, which aims to serve as many users as possible via all the existing paths, the

beam selection method of [96] serves all the users through only a limited number of beams

that satisfy a sum rate maximization criterion. Our proposed user selection algorithm

serves more users than the K-means clustering algorithm of [97], which is due to inter-user

and inter-group interference limitations of the latter.

4.3 Summary

In this chapter, we have proposed a two-layer MU-MIMO beamforming algorithm

for sparse massive MU-MIMO downlink channels that contain few discrete multipath

components. Such sparse channels are particularly common at mmWave frequencies,

though sub-6 GHz massive MIMO channels are also highly directional. By assuming

a ULA as the transmitter antenna array and DFT beamforming, we have adopted a

virtual channel representation in the beam-space domain to capture channel sparsity,

where each user’s paths lie within bins of AoDs. In the first layer of the scheme, a

considerable dimensionality reduction of the channel matrix occurs due to user grouping;

users that overlap angular bins in the beam-space domain are assigned to the same

group. In the second layer, simple MU-MIMO linear precoding is performed using the

reduced-dimension effective channel. We have demonstrated the superior performance

of our proposed two-layer beamforming algorithm for different parameter values in

comparison to some other algorithms described in the literature.
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Algorithm 4.1: User Grouping Algorithm
Initialize the connectivity matrix C of dimension K ×Nt, temporary user group D = ∅,
and the set that contains all the user groups
S = {Ug|g = 1, ..., G} = ∅;
for j = 1 to Nt do
D = {i|ci,j 6= 0};
Ug = ∅;
for each D(i) ∈ D do

if D(i) /∈ S do
Update group Ug = Ug ∪ D(i);

else
Define temporary set Ugt = Ug ∪ D(i);
Calculate Rg using the users in Ugt and (4.5);
Find the set Ul ∈ S for which D(i) ∈ Ul;
Calculate Rl using the users in Ul and (4.5);
if Rg > Rl,
Ug = Ugt;
Ul = Ul \ D(i);
if |Ul| = 0,
S = S \ Ul;

end if
end if

end if
end for
if |Ug| > 0,
S = S ∪ Ug;

end if
end for

61



Chapter 5

Hybrid Beamforming and DFT-Based
Channel Estimation for Millimeter
Wave Large-Scale MIMO Systems

Hybrid beamforming architecture facilitates implementation of large-scale MIMO systems

making them somewhat more practical. This architecture, shown in Fig. 5.1, splits the

precoding process between analog and digital domains. In general, hybrid precoding

architectures may employ two different signal mapping structures between the RF chains

and antennas [43]. The first structure is fully-connected, with all the RF chains connected

to each antenna element. The signals from the digital precoder are sent to all the antenna

elements through RF chains. In contrast, in the partially-connected structure only Nt/N
t
RF

antennas are connected to each of N t
RF RF chains at the transmitter. The fully-connected

structure enjoys full beamforming gain, while the partially-connected structure offers

lower implementation complexity in return for losing some beamforming gain [98]. Both

structures are shown in Fig. 5.2.

In [91], assuming a partially-connected structure, we describe a matrix factorization

approach to tackle the problem of hybrid precoding-combining design as two separate

optimization problems. We also introduce a channel estimation algorithm with
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beamforming reference vectors derived using the discrete Fourier transform (DFT)

approach. This method exploits channel sparsity present at mmWave frequencies when

estimating the channel parameters and delivers better beamforming patterns for channel

estimation compared to the existing algorithm in [99].

Figure 5.1: MIMO architecture for a mmWave system using hybrid analog-digital
precoding and combining (DAC = digital-to-analog converter, ADC = analog-to-digital
converter).

Figure 5.2: Analog processing for hybrid precoding transmitters. a) Fully-connected
structure. b) Partially-connected structure.

63



5.1 System Model

Consider a mmWave MIMO system with Nt antennas at the BS collecting and sending

Ns data streams to a single user with Nr antennas. To enable multistream transmission

and reception, the transmitter and receiver are equipped with N t
RF and N r

RF RF chains,

respectively, such that Ns ≤ N t
RF ≤ Nt and Ns ≤ N r

RF ≤ Nr hold. Focusing solely on the

downlink transmission, the transmitted signal can be written as

x = FRFFBBs, (5.1)

where s ∈ CNs×1 is the symbol vector such that E[ssH ] = 1
Ns

INs . The transmitter is

assumed to apply a digital baseband precoder FBB ∈ CN
t
RF×Ns followed by an analog RF

precoder FRF ∈ CNt×N
t
RF . The total transmit power constraint is given by ‖FRFFBB‖2

F =

Ns.

For simplicity, we adopt a narrowband1 block fading propagation channel. The receiver

uses an analog RF combining matrix WRF ∈ CNr×N
r
RF , and a digital baseband decoder

WBB ∈ CN
r
RF×Ns to obtain the received signal y ∈ CNs×1:

y =
√
ρWH

BBWH
RFHFRFFBBs + WH

BBWH
RFn, (5.2)

where ρ stands for the average transmitted power, H ∈ CNr×Nt is the channel matrix, and

n ∼ CN (0, σ2I) is the Nr × 1 Gaussian noise vector corrupting the received signal.

Considering a Gaussian distribution for transmitted symbols, the achievable spectral

efficiency can be expressed as follows:

R = log det(INs +
ρ

σ2Ns

(WRFWBB)†HFRFFBB

×FH
BBFH

RFH
H(WRFWBB)).

(5.3)

1In the case of a wideband multicarrier system, the bandwidth is split into several sub-bands, with
narrowband subchannels. A similar channel model then applies to each of the subchannels.
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In the hybrid precoding design, the analog RF precoder FRF and combining matrix

WRF are implemented using analog phase shifters, which only adjust the phases of the

transmitted signals. Such implementation requires unit modulus for all non-zero elements

of the matrices FRF and WRF.

One of the main features of mmWave channels is the presence of high free-space

path loss leading to limited spatial selectivity scattering. Additionally, the use of large

tightly-packed antenna arrays in mmWave transceivers results in high antenna correlation.

The existence of such high correlation in the sparse multipath scattering environment

at mmWave frequencies makes most of the statistical fading channel models used in

conventional MIMO systems inaccurate and irrelevant. The highly directional nature

of propagation at mmWave frequencies and the high dimensionality of MIMO channels

with large antenna arrays can be modeled by beam-space or virtual channel representation

[86]. Considering an environment with limited useful scattering paths, we adopt a virtual

channel representation in which the mmWave channel results from the sum of Np discrete

multipath components, each of which is further assumed to be one single propagation path

between the BS and a given user. Based on this model, the mmWave channel matrix H

can be expressed as follows:

H =

√
NtNr

γ

Np∑
p=1

αpar(θ
r
p)at(θ

t
p)
H , (5.4)

where γ is the average path loss between the BS and a given user, αp is the complex

gain of the pth path, and θrp and θtp are the azimuth angle of arrival (AoA) and angle of

departure (AoD) of that path, respectively. In addition, ar(θ
r
p) and at(θ

t
p) represent the

receive and transmit antenna array response vectors at the corresponding angles of arrival

and departure. In this investigation, we consider that αp for p = 1, 2, . . . , Np are i.i.d

CN (0, σ2
α) where σ2

α represents the average power gain, which is equal for each path.

The receive and transmit antenna array response vectors ar(θ
r
p) and at(θ

t
p) are a
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function of the receive and transmit antenna array structure. Given an N -element uniform

linear array (ULA) composed of isotropic antenna elements, the array response vector can

be written as:

aULA(θ) =
1√
N

[1, ejkd sin(θ), ..., ejkd(N−1) sin(θ)]T , (5.5)

where k = 2π
λ

, λ is the wavelength, and d is the distance between two adjacent antenna

elements.

In this work, we propose a DFT beamforming vector codebook for the training stage

of channel that is only applicable to ULAs, on account of the similarity between the ULA

response vector and the complex exponential terms used in the inverse DFT. If a ULA is

assumed, the receive and transmit antenna array response vectors ar(θ
r
p) and at(θ

t
p) can be

written as

ar(θ
r
p) =

1√
Nr

[1, ejkd sin(θrp), ..., ejkd(Nr−1) sin(θrp)]T , (5.6)

at(θ
t
p) =

1√
Nt

[1, ejkd sin(θtp), ..., ejkd(Nt−1) sin(θtp)]T . (5.7)

5.2 Hybrid Precoding for Partially-Connected Structure

Here, the goal is to design a set of hybrid precoders and combiners that maximizes the

spectral efficiency expression given in (5.3). As it can be seen, the solution to this problem

seeks a joint optimization over four matrices, namely FRF,FBB,WRF and WBB. However,

the global optimum for such an optimization problem due to similar joint constraints is

often found to be intractable [100], [101]. For the sake of simplicity in transceiver design,

we decouple the joint optimization of the transmitter and receiver, and for now only focus

on the design of the hybrid precoders FRF and FBB of the transmitter. Hereafter, we will

mainly focus on designing the precoders, however the proposed algorithm is applicable to

the decoder/combiner design at the receiver side.
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With the focus only on the design of the hybrid precoders, the new optimization

function that we seek to maximize is

I(FRF,FBB) = log det(INs +
ρ

σ2Ns

HFRFFBBFH
BBFH

RFH
H). (5.8)

In [49], it has been shown that maximizing the mutual information expression given

above is approximately equivalent to minimization of

F =


minFRF,FBB ‖Fopt − FRFFBB‖2

F

s.t. FRF ∈ A
s.t. ‖FRFFBB‖2

F = Ns,
(5.9)

whereA is the set of feasible analog RF precoders, Fopt is the optimal precoder, while FRF

and FBB respectively are the analog RF and digital precoders to be determined. It is known

that the transceiver architecture that achieves single-user capacity can be derived from the

channel’s ordered singular value decomposition (SVD), i.e. H = UΣVH . Accordingly,

the precoder (decoder) can be comprised of the first Ns columns of unitary matrix V(U).

Although the objective function given in (5.3) has been simplified to (5.8), optimization

of problem F involving two variables simultaneously is not straightforward. However,

optimization with respect to one variable while keeping the other one fixed is often easier

and sometimes possible analytically. Accordingly, we can consider the optimization

problem in (5.9) a matrix factorization problem consisting of solving the original

optimization problem over two variables, namely FRF and FBB. Then, the projection

algorithm will be adopted as an auxiliary tool to solve the problem. The iterative nature

and simplicity of the algorithm has made it as a powerful tool in many applications such

as signal processing, information theory, control, and finance. As mentioned earlier, we

consider a partially-connected structure for the hybrid precoding transceiver which will

be applied henceforth. While the fully-connected structure provides full beamforming

gain for each RF chain, the partially-connected structure deploys markedly fewer phase

shifters and automatically results in a considerably higher energy efficiency, which is quite
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attractive in mmWave MIMO systems. In this structure, the output of each RF chain is

only connected to Nt/N
t
RF antennas, which means less beamforming gain is available.

Furthermore, the analog RF precoder FRF is block-diagonal and composed of a set of

vectors Ap = {p1,p2, . . . ,pNt
RF
}, each with length Nt/N

t
RF. These vectors have elements

with unit modulus that are essentially the phase of each phase shifter. Thus, the analog RF

precoder FRF is given by

FRF = diag[p1,p2, . . . ,pNt
RF

] =


p1 0 . . . 0
0 p2 . . . 0
...

... . . . ...
0 0 . . . pNt

RF

 , (5.10)

where pi =

[
exp

(
jφ

(i−1)
Nt
NtRF

+1

)
, . . . , exp

(
jφ

i
Nt
NtRF

)]T
, and φk is the phase of the kth

phase shifter. The special structure of the analog RF precoder FRF leads to the following

power constraint for the optimization problem F:

‖FRFFBB‖2
F =

Nt

N t
RF
‖FBB‖2

F = Ns. (5.11)

Now, the optimization problem for the analog RF precoder design can be written as

follows:

FRF =


minFRF ‖Fopt − FRFFBB‖2

F

s.t. FRF = diag[p1,p2, . . . ,pNt
RF

]

s.t. pi ∈ Ap, i = 1, 2, . . . , N t
RF,

(5.12)

Given the structure of the analog RF precoder FRF in (5.10), the problem in (5.12) can also

be written as

FRF = min
φi
‖(Fopt)i,: − exp(jφi)(FBB)l,:‖2

2, (5.13)

where i = 1, 2, . . . , Nt and l = diN t
RF/Nte. Problem FRF is equivalent to finding those

non-zero elements of FRF whose phases are equal to

arg{(FRF)i,l} = arg{(Fopt)i,:(FBB)Hl,:}. (5.14)
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As it can be seen in (5.14), the design of the analog RF precoder FRF is only dependent

on the phase of the phase shifters, therefore the unit modulus constraint (mentioned below

(5.3)) does not cause any intractability in the problem and is met in the partially-connected

structure.

Now, we can design the digital baseband precoder FBB. Based on (5.11), the design

problem can be written by

FBB =

{
minFBB ‖Fopt − FRFFBB‖2

F

s.t. ‖FBB‖2
F =

NsNt
RF

Nt
,

(5.15)

Obviously, the objective function and the constraint in the optimization problem in

(5.15) are both quadratic. This means that the design of digital baseband precoder FBB

is a quadratic constraint quadratic programming (QCQP) problem and a non-convex

optimization problem [102].

In the literature, different methods have been proposed to solve a non-convex QCQP

problem. In [103], it has been shown that by applying the S-lemma, the following

homogeneous QCQP formula is achieved:

FBB =


minF tr(AF)

s.t. tr(A1F) =
NsNt

RF
Nt

,

s.t. tr(A2F) = 1,
s.t. rank(F) = 1,
s.t. F � 0.

(5.16)

In the problem in (5.16), we try to find a square n × n matrix F where n = N t
RFNs + 1,

F = ffH , f = [{vec(FBB)}T , z]T with an auxiliary variable z, g = vec(Fopt), and

A1 =

[
In−1 0
0 0

]
, (5.17)

A2 =

[
0n−1 0

0 1

]
, (5.18)
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A =

[
(INs ⊗ FRF)H(INs ⊗ FRF) −(INs ⊗ FRF)Hg
−gH(INs ⊗ FRF) gHg

]
. (5.19)

When solving the problem in (5.16), the most difficult constraint to satisfy is the rank

constraint. However, this can be relaxed by a semi-definite programming (SDP) relaxation

[104], as follows:

FBB =


minF (AF)

s.t. (A1F) =
NsNt

RF
Nt

,

s.t. (A2F) = 1,
s.t. F � 0.

(5.20)

ll Now, we can iteratively solve the relaxed SDP optimization problem in (5.17) using

Algorithm 5.1 to find the digital baseband precoder FBB. This problem can be solved

by standard convex optimization tools such as those described in [102]. Algorithm 5.1

provides a step-by-step pseudocode summary of the proposed projection algorithm. The

algorithm alternates between fixing FRF and solving for FBB, then fixing FBB and solving

for FRF. The iterations continue until ‖Fopt − FRFFBB‖2
F drops below some specified

convergence threshold ε.

In the proposed algorithm, the digital precoders are updated by the relaxed

optimization problem in (5.17), which is a computationally efficient approximation

approach to a QCQP problem and has polynomial-time complexity in the problem size

n = N t
RFNs + 1. Updating the RF analog precoder is realized by a phase extraction of the

matrix FoptF
H
BB of dimension Nt × diN t

RF/Nte for i = 1, 2, . . . , Nt.

In conventional MIMO orthogonal frequency division multiplexing (OFDM) systems

with sub-6 GHz carrier frequencies, digital precoding is performed in the frequency

domain for every narrowband subcarrier. Similar OFDM methodology can be employed

at mmWave frequencies, splitting the larger total bandwidth into narrow subbands to avoid

frequency selective channel gains. Note though that digital precoding would be followed

by an inverse fast Fourier transform (IFFT) operation, which combines the signals of all

the subcarriers together. However, since the analog precoding in our hybrid transmitter
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Algorithm 5.1: Precoder Optimization for Partially-Connected
Hybrid Precoding-Combining Transceivers
Calculate SVD H = UΣVH ;
Set k = 0 and Fopt = first Ns columns of V;
Set value of threshold ε;
Construct F

(0)
RF with random phases uniformly distributed

in interval [0, 2π);
Repeat

Fix F
(k)
RF , find F

(k)
BB using convex optimization tool (see

e.g. [105]) and relaxed SDP problem in (5.20);
Fix F

(k)
BB , find F

(k+1)
RF using (5.14);

k = k + 1;
Until ‖Fopt − FRFFBB‖2

F < ε

architecture is a post-IFFT processing, the signals of all the subcarriers can only share one

common analog precoder FRF.

Algorithm 5.1 assumes a narrowband channel model. To adopt it to a wideband

multicarrier system, in the initialization, a separate Fopt would be found for each subband.

During the “Repeat” loop, first the digital precoders FBB for all the subcarriers can be

updated in parallel, while holding the common FRF fixed. Then, all FBB would be held

fixed while updating the common matrix FRF. The stop criterion in the last line would

have to be satisfied for each subband.

5.3 Problem Formulation of Channel Estimation

As mentioned earlier, mmWave channels are expected to have few significant scattering

paths, which makes these channels sparse in nature, and thus they can be modeled via a

virtual channel representation as shown in (5.4). Assuming discrete multipath components

contributing to the mmWave channel model in (5.4), to estimate the channel, we need to

estimate different parameters of the Np propagation paths, namely the AoA, the AoD, and
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the gain of each path. Here, we propose a DFT codebook design for the training precoders

and combiners in a hybrid precoding transceiver. Then, similarly to [99], inspired by

adaptive compressed sensing (CS), the training precoding and measurement matrices are

adaptively determined based on the output of the earlier stages.

Considering the mmWave channel model described in (5.4), if the BS uses a

beamforming matrix F̄ = F̄RFF̄BB =
[
f̄1, f̄2, · · · , f̄Mt

]
of size Nt × Mt, and the user

employs a measurement matrix W̄ = W̄RFW̄BB = [w̄1, w̄2, · · · , w̄Mr ] of size Nr×Mr to

combine the received signal, the resulting matrix representation of the training signal after

combining can be written as

Y = W̄HHF̄S + Q, (5.21)

where Q ∈ CMr×Mt is the noise matrix, and S = IMt is the transmitted symbols matrix

for the training phase. Below, we represent the formula in (5.21) in a vectorized form to

exploit the sparse nature of the mmWave channels:

yv = vec(W̄HHF̄) + vec(Q)
= (F̄T ⊗ W̄H)(A∗BS ◦AMS)α + nQ,

(5.22)

which, based on the Kronecker product properties, can be rewritten as follows

yv = (F̄TA∗BS ⊗ W̄HAMS)α + nQ, (5.23)

where ABS and AMS are dictionary matrices of size Mt × N and Mr × N , respectively,

and α ∈ CN2×1 is the vector containing the path gains of the corresponding quantized

directions. Each column of these matrices has the form (āt(θ
t
i)
∗ ⊗ ār(θ

r
i )), where i ∈

{0, 1, . . . , N − 1} represents the corresponding AoAs/AoDs taken from a uniform grid of

N points over [0, 2π), and assuming the grid quantization error is negligible. We propose

a DFT beamforming vector design for the codebook/dictionary matrices (ABS and AMS).

Thus, we can generate the beamformers as follows:

ABS = [aULA(θt0), aULA(θt1), . . . , aULA(θtN−1)], (5.24)
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AMS = [aULA(θr0), aULA(θr1), . . . , aULA(θrN−1)]. (5.25)

In adaptive CS, the training process is divided into a number of stages. In this method,

the training precoding and measurement matrices are not determined a priori, but rather

with respect to the output of the earlier stages. Suppose the training phase is designed to

be acquired in Ψ stages, then the training precoders and combiners for stage ψ, namely

F̄(ψ) and W̄(ψ) are only dependent on the received signal of stages {1, 2, . . . , ψ−1}. More

specifically, the vectorized received signals of these stages are:

y(1) = (F̄T
(1)A

∗
BS ⊗ W̄H

(1)AMS)α + n1

y(2) = (F̄T
(2)A

∗
BS ⊗ W̄H

(2)AMS)α + n2

...

y(Ψ) = (F̄T
(Ψ)A

∗
BS ⊗ W̄H

(Ψ)AMS)α + nΨ.

(5.26)

The channel estimation algorithm starts by dividing the vector α in (5.26) into a number of

intervals, which is equivalent to dividing the AoAs/AoDs grid into a number of intervals,

and designs the precoding and combining matrices of the first stage, F̄(1) and W̄(1), to

sense those intervals. In other words, the received signal y(1) is used to determine those

intervals that have non-zero elements. In later stages, these intervals will be divided into

smaller gaps to detect the non-zero elements. If the BS and user both use Mt = Mr =

M precoding vectors in each stage of the channel estimation, then the number of stages

that adaptive CS requires to detect the AoAs/AoDs within an N -point grid equals Ψ =

dlogM N/Npe. The value of M is a design parameter.

Now, given the proposed analog dictionary matrices ABS and AMS, we create the

training precoding and combining matrices F̄ and W̄ at the BS and user in (5.24) as

follows:

F̄ = (ABSA
H
BS)−1ABS, (5.27)

W̄ = (AMSA
H
MS)−1AMS, (5.28)
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which will be used as an input to Algorithm 5.1 for Fopt (or Wopt at the receiver).

5.3.1 Channel Estimation Algorithm for mmWave Channels

Given the received training signals in (5.21), a multipath channel implies that vector

α has multiple non-zero elements each associated with one single path. Finding the

location of the non-zero elements is essentially equivalent to determining the AoAs/AoDs,

and the values of those elements are the channel path gains. The channel estimation

algorithm operates as follows: In the initial stage, the BS and the user calculate the MNp

beamforming vectors defined previously to divide the AoD and AoA ranges each into

MNp sub-intervals. Then, the algorithm, after M2 precoding-combining steps of the first

stage, compares the power of the received signal on each interval to determine the one with

the maximum received power. The selection of the maximum received power is associated

with a certain range of the quantized AoAs/AoDs which means selection of the interval of

the quantized AoAs/AoDs that is highly likely to contain at least one path of the channel.

Then, the user feeds back the selected subset of the BS precoders to the BS to use in the

next stage. As the beamforming vectors of the following stages gain higher resolution, the

AoA/AoD ranges are further refined. Therefore, the algorithm proceeds by selecting the

maximum received signal power to determine Np intervals that carry the dominant paths

of the channel. This process continues until the desired resolution is achieved. At each

stage, the contribution of paths that have already been estimated in the previous stages

are projected out before determining the AoA/AoD ranges of newer paths. This process

continues until the Np paths are found.

5.4 Simulation Results

In this subsection, we numerically evaluate the performance of the proposed hybrid

precoding-combining algorithm and the proposed DFT beamforming reference codebook
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for channel estimation purposes. In our Monte Carlo simulations with 10000 iterations,

we consider Nt = 144, Nr = 36, N t
Rf = N r

Rf = Ns = 3, Np = 3, and σ2
α = 1. The

average path loss is γ = 105.4 dB, where the distance between the BS and user is l0 = 50

m. The average total transmitted power is set to ρ = 1. The antenna arrays are ULAs with

half-wavelength element spacing, and hence potential coupling between antenna elements

can be assumed negligible. The system is assumed to operate at a carrier frequency of

28 GHz. The channel estimation is done in Ψ = 6 stages with Mt = Mr = M = 2

beamforming vectors at each stage, resulting in a resolution parameter of N = 192 points

for the AoA/AoD quantized grid. The threshold value in Algorithm 5.1 is set to ε = 0.001.

In this simulation, we define SNR as equal to ρ/σ2.

Fig. 5.3 shows the spectral efficiency achieved when the proposed hybrid precoding

and combining matrices are calculated using mmWave channel estimation via the DFT

beamforming reference codebook, and compares it with the spectral efficiency achieved

when the channel estimation uses the RF codebook proposed in [99]. The proposed

DFT-based mmWave channel estimation algorithm outperforms the algorithm proposed

in [99], which results from the better beamforming reference patterns obtained using the

DFT codebook. For example, at -10 dB SNR, our algorithm provides a spectral efficiency

of 5.4 bits/sec/Hz, which is more than double compared to 2.4 bits/sec/Hz for the codebook

from [99].

Fig. 5.3 also demonstrates the performance of our proposed hybrid precoding

algorithm with perfect CSI. The performance of the proposed hybrid precoding algorithm

when using CSI estimated with our proposed DFT beamforming codebook is quite close

to the case where perfect CSI is known to the transmitter. For SNRs up to -15 dB,

the maximum spectral efficiency loss of using estimated CSI relative to perfect CSI is

about 14%. This loss increases with further increasing SNR though; at 0 dB SNR, using

estimated CSI provides about 73% of the spectral efficiency of using perfect CSI.
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Figure 5.3: Spectral efficiency vs. SNR, comparing different channel estimation methods;
Nt = 144, Nr = 36, N t

RF = N r
RF = 3, Ns = 3, and Np = 3.

In Fig. 5.4, we compare the performance of our proposed hybrid precoding and

channel estimation with the algorithms introduced in [99]. As seen, the scheme proposed

in [99], despite using a fully-connected antenna array structure and having 16 RF chains at

the transmitter and 8 RF chains at the receiver, still shows a poorer performance compared

to our algorithm, even when our number of RF chains is considerably lower than the

number of antennas at both sides. The spectral efficiency is about 2.4 bits/sec/Hz smaller

(or about 46% less) at -10 dB SNR.

For reference, Fig. 5.4 also shows the spectral efficiency possible when using an

optimal digital precoder with perfect CSI. There is a notable gap between that case and the
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Figure 5.4: Spectral efficiency vs. SNR, comparing various precoding and channel
estimation schemes; Nt = 144, Nr = 36, Ns = 3, and Np = 3.

performance of our proposed scheme. For instance, the optimal digital precoder provides

about 2.8 times higher spectral efficiency at -10 dB SNR than our scheme. However,

our scheme also uses only 1/48 of the number of RF chains at the transmitter (and 1/12

of the number at the receiver), and a partially-connected structure. Thus, the relative

savings in hardware complexity and energy efficiency resulting from the absence of those

components more than balance out the resulting relative loss in spectral efficiency.
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5.5 Summary

In this chapter, we have introduced a projection hybrid precoding algorithm for a hybrid

precoding-combining transceiver in mmWave MIMO systems with a partially-connected

structure. We have also proposed a channel estimation algorithm based on DFT

beamforming reference vectors. The DFT-based channel estimation has the limitation of

only being applicable to uniform linear antenna arrays, whereas the proposed transceiver

structure and precoder optimization algorithm can be applied to any arbitrary type of

antenna array. We have evaluated the performance of the proposed hybrid precoding

algorithm under both perfect CSI and estimated CSI obtained via the proposed DFT-based

mmWave channel estimation algorithm. The simulations results have illustrated that the

system using the proposed projection hybrid precoding and channel estimation algorithms

approaches the spectral efficiency achievable when perfect channel knowledge is available.
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Chapter 6

Hybrid Beamforming for mmWave
Massive MIMO Systems Employing
DFT-Assisted User Clustering

In [106], we propose a matrix factorization approach to tackle the problem of hybrid

precoding-combining design as two separate optimization subproblems. The proposed

approach supports both the fully-connected and partially-connected structures described

in the previous chapter. We also take advantage of the simplicity of the DFT-based

user clustering algorithm introduced in Chapter 3 to further reduce the complexity of the

design process. We propose solutions for a multiuser massive MIMO system at mmWave

frequencies (although the solutions have the potential for use at sub-6 GHz as well). We

also formulate the system design problem for frequency-selective channels employing

orthogonal frequency division multiplexing (OFDM).

6.1 System Model

Let us consider the downlink of a cellular system, where a BS equipped with Nt antennas

communicates with U non-cooperative mobile users, with user u deploying Nr,u antennas.

Moreover, the number of RF chains at the BS and at user u areN t
RF andN r

RF,u, respectively,
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withN t
RF ≤ Nt andN r

RF,u ≤ Nr,u. Several independent data streamsNs,u ≤ N r
RF,u for each

user are simultaneously transmitted. We assume the total number of data streamsNs for all

the users is smaller than the number of RF chains at the BS, i.e.,
∑U

u=1 Ns,u = Ns ≤ N t
RF.

We assume a frequency-selective channel, which will be described in the following.

In this work, we assume OFDM modulation, with a cyclic prefix large enough to avoid

inter-symbol interference. The transmitted data for user u at subcarrier k can be written

as su[k] ∈ CNs,u×1 where E[su[k]] = 0, and E[su[k]su[k]H ] = 1
Ns,u

INs,u . Focusing on the

downlink transmission, the transmitted signal for user u at subcarrier k is:

xu[k] = FRFFBB,u[k]su[k], (6.1)

where the transmitter is assumed to apply a digital baseband precoder FBB,u[k] ∈ CNt
RF×Ns,u

followed by an analog RF precoder FRF ∈ CNt×N
t
RF . Note in particular that the same

analog RF precoder is used for all subcarriers, since the analog precoding is a post-IFFT

processing and the signal of all subcarriers can only share one common analog precoder.

Also note that all users share the same analog RF precoder FRF. This is due to the structure

of the transceiver where the output of each RF chain is mapped to each antenna through

either all (fully-connected) or some (partially-connected) of the phase shifters. Hence,

each stream propagates to all the transmit antennas, so no dedicated RF path for any given

user can be assumed.

The receiver at user u uses an analog RF combining matrix WRF,u ∈ CNr,u×N
r
RF,u

(again, the same for all subcarriers), and a digital baseband decoder WBB,u[k] ∈

CNr
RF,u×Ns,u at subcarrier k to obtain the received downlink signal yu[k] ∈ CNs,u×1:

yu[k] =
√
ρWH

BB,u[k]WH
RF,uHu[k]

U∑
n=1

FRFFBB,n[k]sn[k]

+WH
BB,u[k]WH

RF,u[k]n[k],

(6.2)

where ρ stands for the average transmitted power, Hu[k] ∈ CNr,u×Nt is the channel matrix
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for subcarrier k, and n ∼ CN (0, σ2INr,u) is the Nr,u × 1 additive white Gaussian noise

(AWGN) vector corrupting the received signal.

6.1.1 Channel Model

As aforementioned, we assume a frequency-selective channel Hu,d ∈ CNr,u×Nt with d taps

of delay at subcarrier k for user u that can be expressed as follows:

Hu,d = βu

Np∑
p=1

αu,pprc(dTs − τu,p)au,k(φu,p)aHBS,k(θu,p), (6.3)

where βu =
√

NtNr,u
γPNp

, Np is the number of multipath components, γP is the path loss,

and au,k(φu,p) and aHBS,k(θu,p) represent the receive and transmit antenna array response

vectors at the corresponding angles of arrival φu,p and departure θu,p at the k-th subcarrier.

prc(·) denotes the raised-cosine pulse function [107], Ts is the sampling interval, τu,p is the

time delay of the path, and αu,p is the complex gain of the path. Consequently, the channel

response in the frequency domain is:

Hu[k] =
D−1∑
d=0

Hu,de
−j 2πkd

K . (6.4)

Accordingly, there are K equal-width sub-bands or narrow-band channels, and D is the

number of delay taps, where the d-th channel delay tap at the k-th subcarrier index is

expressed in (6.3).

The receive and transmit antenna array response vectors are functions of the array

structures. However, the proposed algorithm and the results are applicable to any arbitrary

antenna array. In this work, we assume both a uniform linear array (ULA) and a uniform

planar array (UPA). Given anN -element ULA composed ofN isotropic antenna elements,

the array response vector is

aULA(N, θ) =
1√
N

[
1, ejκq sin(θ), . . . , ejκq(N−1) sin(θ)

]T
, (6.5)

81



where κ = 2π
λ

, λ is the wavelength, and q is the distance between two adjacent elements.

Similarly, for a UPA we can define an L× V -element array response as follows:

aUPA(θ, φ) =
1√
LV


1

ejκq(l sin(θ) sin(φ)+v cos(φ))

...
ejκq((L−1) sin(θ) sin(φ)+(V−1) cos(φ))

 , (6.6)

where 0 ≤ l < L−1, 0 ≤ v < V−1, and θ and φ are the azimuth and elevation angle of

departure (arrival), respectively.

6.1.2 Achievable Spectral Efficiency

Let us consider a Gaussian signaling model, therefore the achievable spectral efficiency

(in bits/s/Hz, normalized to the entire bandwidth of the system) over the downlink is given

by:

R =
U∑
u=1

Ru =
1

K

U∑
u=1

K∑
k=1

log2 det(INs,u + Z−1
u [k]

×WH
u [k]Hu[k]Fu[k]FH

u [k]HH
u [k]Wu[k]),

(6.7)

where Zu[k] =
∑

i6=u WH
i [k]Hu[k]Fi[k]FH

i [k]HH
u [k]Wi[k] + WH

u [k]n[k]Wu[k] is the

covariance of the interference plus noise at the receiver after combining, and the combiners

and the precoders are Wu[k] = WRF,uWBB,u[k] ∈ CNr,u×Ns,u and Fu[k] = FRFFBB,u[k] ∈

CNt×Ns,u , respectively.

6.1.3 Problem Formulation

In this study, the goal is to design a set of hybrid precoders and combiners that

maximizes the spectral efficiency expression given in (6.7). As it can be seen,

the solution to this problem seeks a joint optimization over four matrices, namely

FRF,FBB,u[k],WRF,u and WBB,u[k], for each user u and each subcarrier k. However,

the global optimum for such an optimization problem due to similar joint constraints is
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considered to be intractable [100], [101]. For the sake of simplicity in transceiver design,

we decouple the joint optimization of the transmitter and receiver, and only focus on the

design of the precoder used at the BS, i.e., the RF precoder FRF and the baseband precoder

FBB,u[k] for user u at subcarrier k, ∀u, k. Hereafter, we focus on designing the hybrid

precoders at the transmitter, however the proposed methodology also is applicable to the

decoder/combiner design at the receiver. The corresponding problem formulation is given

as follows:

min
FRF,{FBB,u[k]}

U∑
u=1

K∑
k=1

‖FFD,u[k]− FRFFBB,u[k]‖2
F

s.t. FRF ∈ A,
s.t. ‖FRFFBB,u[k]‖2

F = Ns,u, ∀u, k,

(6.8)

where A is the set of feasible analog RF precoders, and FFD,u[k] ∈ CNt×Ns,u is the target

FD precoder for user u on subcarrier k. In [108], it is shown that unconstrained digital

BD beamforming is a suboptimal precoder for multiuser MIMO systems when users

are equipped with multiple antennas1. Based on full channel information of H[k] =[
H1[k]T , · · · ,HU [k]T

]T for all users, we can use BD to design the FD beamforming

matrices for throughput maximization, as fully explained in [108]. The design of BD

matrices for each user can be summarized in three steps: 1) given H[k], create the channel

matrix H̃u[k] vertically concatenating all the users’ channel matrices except for that of

user u; 2) find basis vectors Ṽ0
u[k] for the null space of H̃u[k], e.g., by singular value

decomposition (SVD) H̃u[k] = Ũu[k]Σ̃u[k]Ṽu[k]H and using the rightmost right-singular

vectors in Ṽu[k]; 3) perform an SVD of H̃u[k]Ṽ0
u[k] = Gu[k] = UGu [k]ΣGu [k]VGu [k]H ,

from which the FD precoder FFD,u[k] for user u on subcarrier k is obtained from Ns,u the

leftmost right-singular vectors. In other words,

FFD,u[k] = first Ns,u columns of VGu [k]. (6.9)

The problem formulation (6.8) is intrinsically a matrix factorization problem which
1BD can still be used with single-antenna users, in which case the “block” size of the equivalent channels

that are formed becomes 1× 1, i.e., a scalar.
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involves FRF and the set of matrix variables {FBB,u[k]} , ∀u, k, whose designs can be

different based on the architecture of the transceivers. In this work, we consider both

fully-connected and partially-connected structures.

6.1.4 DFT-Based User Clustering Algorithm

In this study, we incorporate the DFT-based user clustering algorithm first introduced

in [87], wherein we tackle the problem of user clustering for sparse beam-space massive

MIMO channels. A simplified scheme partitions the set of users into clusters each

corresponding to the angular bins that they occupy. In this approach, we examine each

angular bin, which is connected to a set of user nodes via edges (resolvable paths). Users

that receive a signal from the same angular bin are grouped together. This way, one

no longer needs to consider the “full” channel matrix, but rather the sparse beam-space

representation, which has a limited number of paths.

Given the connectivity matrix C, we adopt the bipartite graph representation and

simply cluster users according to the angular bins that they occupy. This algorithm takes

advantage of the sparsity of massive MIMO channels to achieve spatial multiplexing and

cope with the interference resulting from overlapping multipath components. Specifically,

the DFT beamformer creates orthogonality among clusters of users in the beam-space

domain to combat inter-beam interference (see Appendix B for more details). The vectors

for the beamformer are taken from the columns of the Nt × Nt DFT matrix. Meanwhile,

a linear MU-MIMO precoder achieves spatial multiplexing within groups of users. In this

algorithm, the size of user clusters is not fixed. However, within the concept of hybrid

beamforming, the sum of the number of users in all clusters must be at most equal to the

number of RF chains at the BS2, N t
RF. Fig. 3 illustrates the user clustering methodology.

2In the case that the sum of the number of users in all clusters is larger than the number of RF chains at
the transmitter, the system would need to employ some form of user scheduling, which is out of the scope
of this work.
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Without loss of generality, we assume that the AoD of any path lies in the interval

[−π/3, π/3], which is uniformly spaced into Nt disjoint intervals, which we call angular

bins, Bi. The angular bin i for 1 ≤ i ≤ N t
RF is the following interval:

Bi=
{
θ
∣∣∣−π

3
+

2π

3

i− 1

Nt

≤ θ ≤ −π
3

+
2π

3

i

Nt

}
. (6.10)

With this approach, we quantize the AoD such that if it lies in the angular bin i, it would

be represented by the central angle θ̂i = −π
3

+ π
3Nt

+ 2π
3

i
Nt

for that bin. DFT beamformers

are only used to determine the AoDs for clustering users.

Building upon on our work in [87], once these user clusters are formed, we can split

up the overall optimization problem to just find the set of analog and digital precoders

for each cluster. This reduces the complexity of the subproblems per cluster, allowing the

solution(s) to converge faster.

6.2 Hybrid Precoding For Fully-Connected Structure

A fully-connected structure, where each RF chain is connected to all transmit antennas,

restricts every entry in the analog precoding matrix to be a complex number of unit

modulus. This restriction makes the design of the precoder intractable. However, inspired

by [109], the Frobenius norm in the first line of (6.8) can be made exactly zero if the

condition N t
RF ≥ 2Ns holds.

6.2.1 Digital Baseband Precoder Design

The design of the digital baseband precoder with the assumption of a fixed analog RF

precoder FRF can be reformulated as:

min
{FBB,u[k]}

K∑
k=1

‖FFD,u[k]− FRFFBB,u[k]‖2
F , (6.11)
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that has a well-known least squares solution of FBB,u[k] = F†RFFFD,u[k] [110]. The power

constraint is temporarily relaxed and will be dealt with later.

We know that the columns of the unconstrained FD precoding matrix FFD[k] =

[FFD,1[k], · · · ,FFD,U [k]] are mutually orthogonal in order to mitigate the interference

between the multiplexed streams. Given this, we also impose a similar constraint on the

design of digital baseband precoder, where the columns of the precoding matrix should be

mutually orthonormal, i.e.,

FH
BB,uFBB,u = INs,u . (6.12)

Adding this constraint creates simplicity when designing the analog RF precoder, which

will be discussed in the following subsection.

6.2.2 Analog RF Precoder Design with DFT-Assisted User Clustering

For the fully-connected structure, the feasible set of analog RF precoders for each

subcarrier can be specified as the set of all Nt ×N t
RF matrices where |(FRF)i,j| = 1, ∀i, j,

given each RF chain is connected to all antennas. In this stage, we consider a fixed

digital baseband precoder FBB,u[k] for each user and subcarrier, and seek a solution to the

following optimization problem that finds the optimal solution for the analog RF precoder:

min
FRF

K∑
k=1

‖FFD[k]− FRFFBB[k]‖2
F

s.t. |(FRF)i,j| = 1, ∀i, j,
(6.13)

where FBB[k] = [FBB,1[k], · · · ,FBB,U [k]].

As mentioned before, the unit modulus constraint is the main obstacle that causes

the problem to be non-convex. However, since the RF precoders are realized by phase

shifters (which only adjust the phase of the signal), the set of feasible RF precoders can be

simply defined using just the phases of their complex-valued elements. In fact, thanks to

the orthogonality of the digital precoders, the phases of the analog RF precoders FRF can
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be extracted from an equivalent precoder which is constructed from the digital baseband

precoders FBB,u[k] and the unconstrained FD precoders FFD,u[k]. Thus, the closed form

solution can be written as:

arg(FRF) = arg

(
K∑
k=1

FFD[k]FH
BB[k]

)
, (6.14)

where arg(A) generates a matrix of phases of the entries of A. It is important to mention

that this solution reduces the complexity at the cost of performance loss. This performance

loss stems from the constraint we impose on the design of the digital precoders, therefore

instead of minimizing the original objective in (6.13), we minimize
K∑
k=1

‖FFD[k]FH
BB[k] −

FRF‖2
F .

As mentioned above, by the having knowledge of each user’s AoDs in the beam-space

domain, clusters of users can be formed. Let Bc be the union of the angular bins for

all users in cluster c. Thus, the entries of arg(FRF) for each user cluster c can be equal

to angles within the angular bins (e.g., the quantized central angle for the bin) in Bc.

However, these entries can deviate from those of the AoDs in a cluster due to the disjoint

interval definition that we have for our bins.

Suppose U users are grouped into C clusters where Uc (with cardinality Uc) is the

subset of users in cluster c. For the υ-th user in Uc, let N c
r,υ denote its number of receive

antennas, N c
s,υ denote the number of streams it receives, and Hc

υ denote its channel matrix.

Then, let Hc[k] =
[
Hc

1[k]T , · · · ,Hc
Uc

[k]T
]T of size

Uc∑
υ=1

N c
r,υ ×Nt denote the aggregate

vertically concatenated channel matrix for users in cluster c. The system can then calculate

precoders for each cluster in parallel, using per-cluster variables Fc
FD,υ[k], Fc

BB,υ[k], and

Fc
RF, which have smaller dimensions. Pseudocode for the overall parallelized optimization

is provided in Algorithm 6.1. The algorithm alternates between fixing Fc
RF and solving

for Fc
BB,υ[k], then fixing Fc

BB,υ[k] and solving for Fc
RF. The iterations continue until

‖Fc
FD,υ[k]− Fc

RFF
c
BB,υ[k]‖2

F drops below some specified convergence threshold ε.

87



Algorithm 6.1: User Clustering-Based Precoder
Optimization for Fully-Connected Hybrid Transceivers
For all clusters c in parallel

Calculate unconstrained BD of Hc[k], ∀k for users υ in
cluster c as explained in Section 6.1.3;
Set i = 0 and Fc

FD,υ[k], ∀k as in (6.9);
Set value of threshold ε;
Construct F

c,(0)
RF with random phases uniformly

distributed in interval Bc;
Repeat
Fix F

c,(i)
RF , find F

c,(i)
BB,υ[k] = F

c,(i)†
RF Fc

FD,υ[k], ∀k, υ;
Fix F

c,(i)
BB,υ[k], ∀k, find F

c,(i+1)
RF using (6.14);

i = i+ 1;
Until ‖Fc

FD,υ[k]− Fc
RFF

c
BB,υ[k]‖2

F < ε, ∀k, υ
End For

6.2.3 Complexity

In this subsection, we briefly discuss the complexity of the proposed user clustering-based

hybrid precoding algorithm. Considering the user clustering problem, there is a bipartite

graph with a number of vertices (from the sets of user nodes and angular bins) and a

number of paths among these vertices. The graph has Nt+U vertices and NtU edges in

total. However, we are able to exploit the sparsity of the graph, since we are only interested

in edges with a value of 1 in the connectivity matrix C. (Determining the value is just a

simple binary check, whose relatively simple complexity compared to other floating-point

operations can easily be neglected.) From our system model, there are only UNp edges

with a value of 1 in C; the rest are zero.

As for the fully-connected structure, the updating rules of the digital precoders

are given by closed-form solutions. Furthermore, in the hybrid precoding system, the

dimension of the analog precoder is much higher than that of the digital precoder, which

makes the complexity of the algorithms dominated by the analog part. In each iteration
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of Alg. 6.1, the update of the analog precoder is simply realized by a phase extraction

operation of the matrix
∑

k Fc
FD[k](Fc

BB[k])H in (6.14), whose dimension is Nt×N t
RF. The

analog precoder update complexity is dominated more by the K matrix multiplications

and additions to obtain this matrix, which on the whole over all clusters have an order of

complexity of O(KNtN
t
RFNs) [92].

The pseudo-inverse in Alg. 6.1 can be found with O(Nt(N
t
RF)2) complex operations

to find (Fc
RF)HFc

RF,, the product ((Fc
RF)HFc

RF)−1(Fc
RF)H can be computed efficiently

by means of LDL decomposition of (Fc
RF)HFc

RF with O((N t
RF)3) operations for the

decomposition andO(Nt(N
t
RF)2) operations for matrix multiplications [74]. There is then

a multiplication by FFD,υ[k] to update the digital precoder Fc
BB,υ[k] on each subcarrier, for

complexity O(KN t
RFNtN

c
s,υ). All of these updates are performed for each user υ for the

number of iterations that Alg. 6.1 requires. Determining if the algorithm has converged

requires calculating the squared Frobenius norm near the end of Alg. 6.1 for each user

and subcarrier. This requires O(NtN
t
RFN

c
s,υ) operations for the matrix multiplication and

O(NtN
c
s,υ) operations for the subtraction and for the norm itself.

For calculating the FD precoder Fc
FD,υ[k], the computational complexity is dominated

by the complex-valued SVD. The number of operations for a real-valued SVD operation

is given in [92], and [111] shows the number of operations required for an m × n

complex-valued SVD operation is equivalent to that for its extended 2m× 2n real-valued

matrix. For an SVD of the m× n complex-valued matrix A = UAΣAVH
A with m ≥ n, if

only UA and ΣA are required from the SVD, then 32m2n−64mn2 operations are required.

If m ≤ n and VA is required instead of UA, then an SVD of B = AH can be done instead

with 32n2m − 64nm2 operations, where UB will equal VA. Hence, for the SVD to find

Fc
FD,υ[k], sinceNt � N c

s,υ, the complexity will beO(N2
t N

c
s,υ) for each user and subcarrier,

or O(KN2
t Ns) overall.
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6.3 Hybrid Precoding For Partially-Connected Structure

For a partially-connected structure, only Nt/N
t
RF antennas are connected to each of N t

RF

chains3 at the transmitter. Now the benefit of deploying a partially-connected structure

with the user clustering algorithm is that the system can still exploit the full beamforming

gain. In particular, each subset of RF chains can be dedicated to a certain cluster of users.

With the focus only on the design of the hybrid precoders for user u at subcarrier k in

cluster c, the optimization function that we seek to maximize is given in (6.8), except with

the variables replaced with their per-cluster versions. Furthermore, the analog RF precoder

Fc
RF is block-diagonal and composed of a set of vectors Ap = {p1,p2, . . . ,pNt

RF
}, each

with length Nt/N
t
RF. These vectors have elements with unit modulus that are essentially

the phase of each phase shifter. Thus, the analog RF precoder Fc
RF is given by

Fc
RF = diag

[
p1,p2, . . . ,pNt

RF

]
, (6.15)

where pi =
[
exp

(
jφ(i−1)Nt/N t

RF+1

)
, . . . , exp

(
jφiNt/Nt

RF

)]T
, and φq is the phase of the qth

phase shifter. The special structure of the analog RF precoder Fc
RF leads to the following

power constraint for the optimization problem as follows:

‖Fc
RFF

c
BB,υ[k]‖2

F =
Nt

N t
RF
‖Fc

BB,υ[k]‖2
F =

Uc∑
υ=1

N c
s,υ = N c

s . (6.16)

Now, the optimization problem for the analog RF precoder design can be written as

follows:

min
FcRF

K∑
k=1

‖FFD[k]− Fc
RFF

c
BB[k]‖2

F

s.t. Fc
RF = diag

[
p1,p2, . . . ,pNt

RF

]
,

s.t. pi ∈ Ap, i = 1, 2, . . . , N t
RF.

(6.17)

3In the event that there are significant differences in the number of users per cluster, possibly additional
antennas or RF chains could be dedicated to the larger clusters of users. This would be similar to the adaptive
structure in [20]. In this work, the propagation environment for different users is balanced enough so large
imbalances among clusters do not occur. Hence, such redistribution is unnecessary.
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Given the structure of the analog RF precoder, the problem in (6.17) can also be written

as

min
φi

K∑
k=1

‖(Fc
FD[k])i,: − exp(jφi)(F

c
BB[k])l,:‖2

2, (6.18)

where i = 1, 2, . . . , Nt and l = diN t
RF/Nte. The problem in (6.18) is equivalent to finding

those non-zero elements of Fc
RF whose phases are equal to

arg{(Fc
RF)i,l} = arg

{
K∑
k=1

(Fc
FD[k])i,: [(Fc

BB[k])l,:]
H

}
. (6.19)

As it can be seen in (6.19), the design of the analog RF precoder Fc
RF is only dependent

on the phase of the phase shifters, therefore the unit modulus constraint does not cause

any intractability in the problem and is met in the partially-connected structure. Given

the user clustering algorithm introduced in [87], the initial phases of the phase shifters for

the optimization are set uniformly randomly in the interval Bc. Each user cluster can be

allocated to a specific set of RF chains.

Now, we can design the digital baseband precoder Fc
BB,υ[k]. Based on (6.13), the

design problem can be written by

min
{FcBB,υ [k]}

‖Fc
FD,υ[k]− Fc

RFF
c
BB,υ[k]‖2

F

s.t. ‖Fc
BB,υ[k]‖2

F =
Nc
s,υN

t
RF

Nt
, ∀υ, k.

(6.20)

Obviously, the objective function and the constraint in the optimization problem in (6.20)

are both quadratic. This means that the design of digital baseband precoder Fc
BB,υ[k]

is a quadratic constraint quadratic programming (QCQP) problem and a non-convex

optimization problem [102].

In the literature, different methods have been proposed to solve a non-convex QCQP

problem. In [103], it has been shown that by applying the S-lemma, the following
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homogeneous QCQP formula is achieved:

min
F

tr(AF)

s.t. tr(A1F) =
Nc
s,υN

t
RF

Nt
,

s.t. tr(A2F) = 1,
s.t. rank(F) = 1,
s.t. F � 0.

(6.21)

In the problem in (6.21), we try to find a square n× n matrix F where n = N t
RFN

c
s,υ + 1,

F = f fH , f = [{vec(Fc
BB,υ[k])}T , z]T with an auxiliary variable z, g = vec(Fc

FD,υ[k]), and

A1 =

[
In−1 0
0 0

]
, (6.22)

A2 =

[
0n−1 0

0 1

]
, (6.23)

A =

[
(INs,υ⊗Fc

RF)H(INs,υ⊗Fc
RF) −(INs,υ⊗Fc

RF)Hg
−gH(INs,υ⊗Fc

RF) gHg

]
. (6.24)

When solving the problem in (6.21), the most difficult constraint to satisfy is the rank

constraint. However, this can be relaxed by a semi-definite programming (SDP) relaxation

[104], as follows:
min
F

tr(AF)

s.t. tr(A1F) =
Nc
s,υN

t
RF

Nt
,

s.t. tr(A2F) = 1,
s.t. F � 0.

(6.25)

Now, we can iteratively solve the relaxed SDP optimization problem in (6.25) using

Algorithm 6.2 to find the digital baseband precoder Fc
BB,υ[k]. This problem can be

solved by standard convex optimization tools such as those described in [102]. Algorithm

6.2 provides a step-by-step pseudocode summary of the user clustering-based precoder

optimization algorithm for the partially-connected structure. The algorithm alternates

between solving for Fc
BB,υ[k] and solving for Fc

RF in the same manner as Alg. 6.1.
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Algorithm 6.2: User Clustering-Based Precoder
Optimization for Partially-Connected Hybrid Transceivers
For all clusters c in parallel

Calculate unconstrained BD of Hc[k], ∀k for users υ in
cluster c as explained in Section 6.1.3;
Set i = 0 and Fc

FD,υ[k], ∀k as in (6.9);
Set value of threshold ε;
Construct F

c,(0)
RF with random phases uniformly

distributed in interval Bc;
Repeat
Fix F

c,(i)
RF , find F

c,(i)
BB,υ[k] using convex optimization

tool (see e.g. [102]) and relaxed SDP problem in (6.25);
Fix F

c,(i)
BB,υ, find F

c,(i+1)
RF using (6.19);

i = i+ 1;
Until ‖Fc

FD,υ[k]− Fc
RFF

c
BB,υ[k]‖2

F < ε, ∀k, υ
End For

6.3.1 Complexity

In the proposed algorithm for the partially-connected structure, the digital precoders are

updated by the relaxed optimization problem in (6.25), which is a computationally efficient

approximation approach to a QCQP problem and has polynomial-time complexity in the

problem size n = N t
RFN

c
s,υ + 1. Updating the analog RF precoder is realized by a phase

extraction of the complex scalar value
∑

k(F
c
FD[k])i,: [(Fc

BB[k])l,:]
H in (6.19). Each of

the Nt non-zero values requires O(KN c
s ) flops to calculate. Other operations are done

similarly to Alg. 6.1, again for each user u and each subcarrier k for the number of

iterations that the Alg. 6.2 requires. The complexity of these operations is ostensibly the

same as for Alg. 6.1, but the block-diagonal structure of Fc
RF can be exploited to reduce

the required computations.
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6.4 Simulation Results and Discussion

In this section, we numerically evaluate the performance of our proposed DFT-assisted

user clustering and hybrid precoding-combining algorithm for fully-connected and

partially-connected structures. The performance of a mmWave MIMO-OFDM system

having frequency-selective channels is examined. In our Monte Carlo simulations with

10000 iterations, we consider a BS equipped with Nt antennas that communicates with U

single-antenna users via only one stream per user. Therefore the total number of streams

in the system is equal to the number of UEs, i.e., Ns = U . The average total transmitted

power is set to ρ = 1, so different signal-to-noise ratios (SNRs) are set by adjusting

the variance of the AWGN. The complex paths’ gains αu,p are distributed ∼ CN (0, 1),

which models Rayleigh small-scale fading of the gains. The antenna arrays are ULAs with

half-wavelength element spacing; hence, potential coupling between antenna elements can

be assumed to be negligible. The system is assumed to operate at a carrier frequency of

28 GHz with a sampling frequency of fs = 0.25 GHz and a total bandwidth of B = 500

MHz. The number of OFDM subcarriers is set to 32. The raised-cosine pulse function

has a roll-off factor of 0.8. Also, the sampling interval is assumed to be 1/fs, and

delay paths are chosen uniformly from [0, (D − 1)Ts]. The number of tap delays in the

frequency-selective channel is assumed to be 3, which is equal to the assumed number of

channel paths per tap. The value of ε is set to 0.001 for both algorithms.

6.4.1 Spectral Efficiency

Fig. 6.1 plots the system spectral efficiency (normalized to the total system bandwidth)

achieved by both the fully-connected and partially-connected structures and their

associated proposed algorithms, for the two cases when the number of the RF chains

is equal to 4 and 8, with Nt = 144 and U = N t
RF. We see that the curves of

the low-complexity partially-connected algorithm almost coincide with those of the
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RF.
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fully-connected algorithm. This result implies that Alg. 6.2 can closely achieve the

performance of the higher-complexity (in terms of hardware) Alg. 6.1, by adopting

the lower-complexity structure when N t
RF = U . Under this system setup, the

partially-connected algorithm serves as an excellent candidate for the hybrid precoder

design, achieving both good performance and low complexity. In contrast, the two-stage

hybrid precoding algorithm in [112] performs relatively poorly when N t
RF = U , especially

as the SNR increases.

Fig. 6.2 plots the spectral efficiency achieved by the proposed algorithms for

fully-connected and partially-connected structures compared to the two-stage hybrid

precoding method proposed in [112], with Nt = 144, U = 16, and N t
RF = 17. We

also compare with FD precoding. As the figure shows, with 17 RF chains (one RF

chain more than the number of users), similar to what we have observed in Fig. 6.1, the

solution for the fully-connected structure is close to the performance of the FD precoder.

Interestingly, it can be seen that for all the SNR values, the low-complexity algorithm

for the partially-connected structure achieves higher spectral efficiency than that of the

algorithm in [112], even when the former has fewer paths between antennas and RF chains

(in other words, [112] uses a fully-connected structure). This demonstrates that the extra

orthogonality achieved between the clusters also has an impact on spectral efficiency in

mmWave OFDM systems. This indicates that the proposed algorithm can serve as a

more suitable candidate for low-complexity hybrid precoding, both in narrowband and

broadband OFDM systems, when the transceivers only have limited RF chains available.

Next we investigate the impact of the number of RF chains, with Nt = 144, U = 8,

and SNR = 0 dB. Fig. 6.3 compares different algorithms assuming 8 data streams are

transmitted. Since the solution in theN t
RF ≥ 2Ns region has been fully developed in [109],

here we focus on the region N t
RF ∈ [8, 18], with particular emphasis on N t

RF ≤ 16. We see

that the performance of the proposed algorithm for the fully-connected structure starts to
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coincide with the performance of FD precoding when N t
RF ≥ 16. This result demonstrates

that when N t
RF ≥ 2Ns, as expected our proposed algorithm can achieve the FD spectral

efficiency, which, however, cannot be achieved by the two-stage precoding algorithm in

[112]. Fig. 6.3 gives us insight into the amount of loss in performance that our system

will experience in case of deploying either structure. For example, at N t
RF = 12, the

fully-connected structure achieves about 0.5% less spectral efficiency relative to the FD

precoder, whereas the partially-connected structure and the algorithm in [112] experience

about 5% and 12% less spectral efficiency, respectively. The comparison between our

two hybrid precoding schemes shows that the partially-connected scheme, using fewer

phase shifters, does entail some non-negligible performance loss when compared with the

fully-connected scheme.

In Fig. 6.4, we investigate the impact of ULA and UPA antenna structures on the

performance of the system. For the UPA, we assume an 8 × 8 antenna array with its

elements separated by q = λ/2. As seen, with either transceiver structure, the spectral

efficiency achieved for the ULA and UPA are very close, but especially so for the

fully-connected structure.

6.4.2 Energy Efficiency

The main difference between the two hybrid precoding structures considered in this

work is the number of phase shifters NPS in use for given numbers of data streams,

RF chains, and antennas. In terms of spectral efficiency, the fully-connected structure

provides more design degrees of freedom in the RF domain and thus will outperform the

partially-connected one. However, when taking power consumption into consideration,

it is important to know which structure has better energy efficiency. Energy efficiency

is defined as the ratio between the data rate and total power consumption in the massive

MIMO communication system:
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ξ =
BR

Pcommon +N t
RFPRF +NtPPA +NPSPPS

(6.26)

where the unit of ξ is bits/s/W (or bits/Joule), R is the sum spectral efficiency from

(6.7), and B is the system bandwidth. Pcommon is the common power of the transmitter,

accounting for the digital baseband board. PRF, PPS, and PPA are the power of each RF

chain, phase shifter, and power amplifier (PA) that are used to transmit data, respectively.

We assume a PA is connected to each transmit antenna. The energy consumed by each

PA is PPA = Pout/η, where Pout is the output power and η is the efficiency of the PA. The

number of phase shifters NPS can be expressed as follows:

NPS =

{
N t

RFNt, fully-connected structure;
Nt, partially-connected structure. (6.27)

A numerical comparison of energy efficiency is illustrated in Fig. 6.5, when U = 8,

Nt = 144, Pcommon = 10 W, PRF = 100 mW, and PPS = 10 mW. Considering an average

transmit power of 1 W for the transmitter with 144 antennas, the average output power

per PA is Pout = 6.94 mW, while we assume an efficiency of η = 12.8% [38]. The

figure shows substantially different behaviors for the two structures. Since the number of

phase shifters scales linearly with N t
RF and Nt in the fully-connected structure, the power

consumption will increase substantially when increasing N t
RF. As illustrated in Fig. 6.3,

however, the spectral efficiency achieved by the fully-connected algorithm is sufficiently

close or exactly equal to the FD spectral efficiency once N t
RF = 2Ns = 16, and will not

increase further as N t
RF increases. Based on these two facts, the power consumption grows

much faster than the spectral efficiency, which gives rise to the dramatic decrease in energy

efficiency.

For the partially-connected structure, since the number of phase shifters is independent

of N t
RF, the dominant part of the total power consumption remains almost unchanged over

the investigated range of the number of RF chains. Meanwhile, the spectral efficiency

gradually approaches that of the FD precoder when increasing N t
RF. The improvement of

101



the spectral efficiency and the almost unchanged power consumption together account for

the rise in the energy efficiency with increasing N t
RF in the partially-connected structure.

However, although not shown in the figure, we can expect the energy efficiency of the

partially-connected structure to eventually drop again with further increasing N t
RF. Once

the system reaches the same maximum spectral efficiency as that provided by the FD

precoder, no further gains would be achieved by adding more RF chains, leading to wasted

power consumption and decreased energy efficiency.

In the same figure, the energy efficiency of the FD precoder and the two-stage hybrid

precoder in [112] is illustrated, where the former assumes the number of RF chains is

constant and equal to the number of antenna elements. The algorithm in [112] performs

similarly to our fully-connected algorithm, but with lower energy efficiency stemming

from its lower spectral efficiency achieved with about the same power consumption.

More importantly, Fig. 6.5 shows that there is an intersection point, i.e., between

NRF = 8 and 9, of the energy efficiency for the two hybrid precoding structures. In

particular, the fully-connected structure enjoys higher energy efficiency with a small

number of RF chains, whereas the partially-connected one is more energy efficient when

the transceivers employ a relatively large number of RF chains. This trade-off offers

valuable insights for the RF chain implementation in hybrid precoding structures. As we

observed in Fig. 6.3, the fully-connected structure can approach the performance of the

FD precoder when the number of RF chains is slightly larger than that of the data streams.

Therefore, there is no need to add more RF chains considering the energy efficiency. On

the other hand, with a low-complexity hardware implementation, it is beneficial for the

partially-connected structure to leverage the larger number of RF chains to improve both

spectral and energy efficiency.
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6.5 Summary

In this chapter, we have proposed a DFT-assisted user clustering hybrid precoding

algorithm for an analog-digital hybrid precoding-combining transceiver in mmWave

MIMO systems. There are two possible structures for a hybrid architecture, namely

fully-connected and partially-connected. We have proposed algorithms to find

near-optimal digital baseband and analog RF precoders for both structures. The

algorithms make use of DFT-based user clustering to simplify the design of the analog Rf

precoders, and add extra orthogonality to the system that improves the spectral efficiency

compared to existing methods. The improved performance has been demonstrated by

system simulations. We have also examined the energy efficiency of the system using

our algorithms. Simulations have demonstrated that the fully-connected structure is

the most energy efficient when only a few RF chains are employed; otherwise, the

partially-connected structure is more efficient.

104



Chapter 7

Robust Precoder Design for Massive
MIMO with Peak Total Power
Constrained Single-RF-Chain
Transmitters

The performance of massive MIMO systems relies on the availability of sufficiently

accurate channel state information (CSI) at the transmitter. However, due to estimation

errors and delay this CSI is imperfect. Additionally, the use of many RF chains to drive

a large number of antennas at the transmitter quickly becomes impractical when that

number increases. In [113] we discuss the design of a precoder for massive MIMO with

a single-RF-chain transmitter having an instantaneous total power constraint that is robust

under channel uncertainty. We consider a bounded channel error to model the channel

uncertainty [114, 115] and minimize the mean-square error (MSE) of the received signal

for all the users under the worst-case channel uncertainty.

7.1 System Model

Assuming downlink of a MU-MIMO system, where the BS is equipped with Nt antennas

serving K single-antenna users, the complex-valued received signal yk at user k is given
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by

yk = hTk x + nk, (7.1)

where x ∈ CNt is the transmitted signal vector from the BS, nk ∼ CN (0, σ2) is

the complex Gaussian noise at user terminal k and hk ∈ CNt represents the channel

vector of user k. The entries of hk are zero-mean complex Gaussian random variables

with unity variance. Let Pt denote the instantaneous peak total power constraint at the

transmitter. Then, the instantaneous power of the transmitted signal must satisfy the

condition xHx ≤ Pt. We use the strategy of minimizing the MSE of the received signal

to design the precoder for massive MIMO with a single-RF-chain transmitter. We assume

that a real-valued constant design parameter 1/f is applied at all user terminals as an

equalizer, thus the received signal of user k after equalization becomes rk = yk/f . We

treat 1/f as a tuning parameter available to system designers, which can be optimized

for the given performance metric and system configuration. In the MMSE precoding

design [114], the objective is to minimize the power of the error |rk − uk| for all users,

where uk is the complex-valued desired data for user k embedded in x. The channel

uncertainty region for user k can be expressed as

hk = h̃k + δk, (7.2)

where δk ∈ CNt represents the error, whose norm is less than εk, i.e. ‖δk‖ ≤ εk. The BS

knows the channel estimates {h̃k} and the precoder depends on these channel estimates.

Fig. 7.1 shows the block diagram of the single-RF chain transmitter. It includes a

single power amplifier, which outputs a constant-envelope sinusoid, and parallel two-port

load modulator components for each antenna element, which are denoted asNi for antenna

element i [55]. These load modulators are adjustable to give the desired currents or signals

on the radiating antenna elements based on the desired signaling format coming from

the baseband processor. It is worth mentioning that since all the antenna elements are
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Figure 7.1: The block diagram of the single-RF-chain transmitter (see [55]).

connected to a common source that generates a fixed sinusoid carrier wave, the use of a

non-linear power amplifier such as a class F amplifier is possible [58].

7.2 Robust Precoding Design

Our objective in robust precoding design is to minimize the MSE between the desired

received signal and its estimate for all users under the worst-case channel uncertainty [69].

Casting this strategy as an optimization problem yields

M1 =


min
x

max
k

max
δk

E
[
| 1
f
(hTk x + nk)− uk|2

]
s.t. ‖x‖2 ≤ Pt,

(7.3)

where the expectation is over the noise. Taking this expectation, the optimization problem

in (7.3) becomes

M1 =


min
x

max
k

max
δk

| 1
f
(h̃T

k + δT
k)x− uk|2

s.t. ‖x‖2 ≤ Pt.

(7.4)
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Note that the optimization problem M1 is not convex. Also, the maximization over δk

in (7.3) is itself an optimization problem with the constraint on the norm of δk. The

following lemma can be used to simplify further the optimization problem (7.4). The

objective function of the following constrained maximization problem

P =

 maxδk | 1f (h̃k + δk)x− uk|2

s.t. ‖δk‖ ≤ εk

(7.5)

has maximum

gmax =

∣∣∣∣∣∣ 1f h̃kx− uk
∣∣+

1

|f |
εk‖x‖

∣∣∣∣2. (7.6)

Proof. See Appendix C.

Using Lemma 7.2, , the problem (7.3) can be simplified to

M1 =


min
x

max
k

∣∣∣∣∣∣ 1
f
h̃Tk x− uk

∣∣+ 1
|f |εk‖x‖

∣∣∣∣2
s.t. ‖x‖2 ≤ Pt.

(7.7)

Finally, by introducing the slack variable b, as an auxiliary variable to reduce our

optimization problem, into (7.7), the following convex optimization problem results

M2 =



min
x,b

b2

s.t.
∣∣ 1
f
h̃Tk x− uk

∣∣+ 1
|f |εk‖x‖ ≤ b, ∀k

s.t. ‖x‖2 ≤ Pt.

(7.8)

Problem M2 can be solved by well-known interior-point methods [102]. We use

cvx software [105] to solve this convex problem. Note that at each channel use this

optimization problem is solved and the corresponding minimizing solution x determines

the configuration of the load modulators. Furthermore, this optimization algorithm

involves interior-point methods. Roughly speaking, this algorithm has
√
Nt Newton steps
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and each step involves inversion of Nt × Nt matrices. Therefore, the complexity of the

robust technique is roughly O(Nt
3
√
Nt). Although this technique is more complex than

the non-robust one, it still has polynomial complexity, making its implementation feasible

in a practical setting [92].

7.3 Performance Metrics

To evaluate the performance of the proposed robust precoder, we define three performance

metrics: power efficiency, SINR and peak-to-average power ratio (PAPR). To be more

precise, let T denote the number of channel uses. Then the power efficiency of the

transmitter is defined as

ηt = ηa

1
T

∑T
i=1 xHi xi

Pt
, (7.9)

where ηa is the power efficiency of the power amplifier and xi ∈ CNt is the transmitted

signal vector at channel use i, obtained as the solution of the optimization problem in

(7.8). Here, we assume ηa = 0.8, which according to [116] is a typical value for a class

F amplifier. In the calculation of the power efficiency, we assume that the power reflected

back from the matching network is negligible. Instances of power being dissipated in the

load modulators are exhibited in cases when xHi xi is less than Pt. The SINR at the user

terminal is defined as

SINR =
1
T

∑T
i=1 ‖ui‖2

K
f2
σ2 + 1

T

∑T
i=1 ‖

1
f
Hixi − ui‖2

, (7.10)

where ui ∈ CK is the data vector of K users and Hi = [h1,i h2,i · · · hK,i]T ∈ CK×Nt is

the aggregate concatenated downlink channel matrix at channel use i; hk,i ∈ CNt is the

channel vector for user k at channel use i. The PAPR is defined as

PAPR =
maxi x

H
i xi

1
T

∑T
i=1 xHi xi

. (7.11)
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Figure 7.2: SINR for the robust and non-robust precoder vs. (1/α− 1)/f 2 in the presence
of worst-case channel uncertainty. K = 40, Nt = 80, εk = 0.1 for all k ∈ {1, 2, · · · , K}
and 10 log10(1/σ2) = 8 dB.

7.4 Simulation Results

Here, first we compare the robust design with the non-robust ones in Figs. 7.2 and 7.3

for the worst-case channel error. Fig. 7.2 shows the SINR in terms of (1/α − 1)/f 2 for

the robust and non-robust precoders for the worst-case channel uncertainty. We observe

that the robust design outperforms the non-robust one. The maximum SINR of the the

robust precoder is 1.15 dB higher that of the non-robust precoder. Note that changing

1/f , which represents the equalizer parameter, changes the trade-off between interference

and noise levels. Decreasing 1/f increases the interference, while decreasing the noise

level. On the other hand, increasing 1/f decreases the interference, while increasing the

noise level [60]. Since α is a constant for the figure, the peak value of SINR occurs at the

optimum value of 1/f for the robust design with the given simulation parameters. Fig. 7.3

shows the MSE of the received signal with robust and non-robust precoder in the presence

of the worst-case channel uncertainty for T = 2500. Again we observe that the robust
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Figure 7.3: MSE of the received signal with the robust and non-robust precoder vs. channel
use index in the presence of worst-case channel uncertainty. K = 40, Nt = 80, εk = 0.1
for all k ∈ {1, 2, · · · , K} and 10 log10(1/σ2) = 8 dB.

design exhibits lower MSE at all channel uses in the presence of the worst-case channel

error.

Fig. 7.4 shows the SINR and power efficiency for the robust precoder in terms of

(1/α−1)/f 2 for different noise power levels. We observe that there again exists an optimal

value for 1/f , at which SINR reaches its maximum. The existence of this optimal value

is due to the trade-off between interference and noise levels as we mentioned before. As

we decrease σ2, which means higher SNR at the receiver, the maximum SINR is achieved

at a higher 1/f value. This is intuitive since lowering the noise level means also lowering

the level of interference, which corresponds to a higher 1/f value [60].

Fig. 7.5 shows the SINR and power efficiency for the robust precoder in terms of

(1/α − 1)/f 2 for different numbers of transmit antennas Nt. As the number of antennas

increases, the power gain increases as well, which again corresponds to a higher level of

1/f . Fig. 7.5 confirms the intuition that increasing the number of transmit antennas Nt

results in a higher SINR, which implies better performance. Additionally, power efficiency
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Figure 7.4: SINR and power efficiency for the robust precoder vs. (1/α − 1)/f 2 for
different noise powers, K = 40, εk=0.1 for all k ∈ {1, 2, · · · , K} and M = 80.

drops when the equalization parameter 1/f takes on a very high value, because in this case

the power of the transmitted signal is reduced to minimize the MSE of the received signal.

We observe from Fig. 7.5 that power efficiency is slightly less than 80% for Nt = 200

when SINR reaches its maximum value at 13.8 dB.

Fig. 7.6 shows the SINR and power efficiency for the robust precoder in terms of

(1/α − 1)/f 2 for different numbers of users K, while we keep α = K/Nt = 1/4.

We observe that both the SINR and the power efficiency are approximately the same

irrespective of the number of users as we increase both the number of transmit antennas

and the number of users keeping their ratio constant. Fig. 7.7 shows the SINR and PAPR

for the robust precoder in terms of Nt/K. The instantaneous peak power at the transmitter

is set to 1. In this analysis, we solve the optimization problem in (7.8) for different values

of Nt/K. For each value of Nt/K we also find the optimal value of 1/f , for which
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Figure 7.5: SINR and power efficiency for the robust precoder vs. (1/α − 1)/f 2 for
different numbers of transmit antennas Nt. K = 40, εk = 0.1 for all k ∈ {1, 2, · · · , K}
and 10 log10(1/σ2) = 8 dB.

the SINR reaches its maximum. Those maximal SINRs are shown in Fig. 7.7. The

PAPR that is achieved by using that same 1/f value is also shown for each specific value

of Nt/K. The curves in Fig. 7.7 demonstrate that the proposed precoder reaches high

SINR values as we increase the ratio of the number of transmit antennas to the number

of users, while maintaining a very low PAPR of less than about 0.61 dB. The proposed

precoder reduces PAPR significantly at the price of slightly reduced performance; for the

conventional MMSE precoder PAPR is between 8 dB and 12 dB [60]. The SINR in dB

increases almost exactly logarithmically with Nt/K (i.e. SINR [dB] vs. log(Nt/K) is

linear, so the linear (non-decibel) value of the SINR vs. Nt/K is also linear). Meanwhile,

the PAPR in dB increases somewhat faster than that, but still slower than linearly with
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Nt/K.
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7.5 Summary

We have introduced in this chapter a precoding technique for massive MIMO robust under

the worst-case channel uncertainty. We have considered the peak power constraint in

the design of the precoder, which is more relevant to actual implementation than the

average power constraint. The proposed robust precoding technique has been applied to

a single-RF-chain transmitter with only one power amplifier, in which the modulation is

performed by a network of load modulators generating the desired signals on the antenna
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Figure 7.7: SINR and PAPR for the robust precoder vs. Nt/K. K = 10, εk = 0.1 for all
k ∈ {1, 2, · · · , K} and 10 log10(1/σ2) = 0 dB.

elements. The robust design attempts to minimize the MSE of the received signals at the

user terminals for the worst-case channel uncertainty. We have assumed that the channel

uncertainty is confined to a bounded region. We have demonstrated how to transform the

resulting non-convex optimization problem of the precoder design into a convex problem,

when a simple fixed equalizer is used at all user terminals. The simulation results have

shown that the robust design achieves high power efficiency and SINR, as well as low

PAPR, in the presence of the worst-case channel uncertainty.
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Chapter 8

Conclusion

This chapter summarizes the major contributions of the thesis and gives directions for

possible future work. The focus of the thesis is the development of reduced-complexity

transmitter/receiver signal processing techniques and algorithms for evolving future

broadband cellular systems. In particular, the focus of the thesis is on cost-efficient,

implementable signal processing for massive MIMO systems, including hybrid precoding

and exploitation of sparsity of channels to reduce complexity of implementation. These

techniques display performance that is robust to implementation imperfections and

channel uncertainty.

8.1 Summary of Contributions

First, in Chapter 3 we proposed a simplified path selection algorithm for massive MIMO

channel, especially at mmWave frequencies, leveraging the sparse nature of the channel

matrix. The proposed solution was designed based on a bipartite graph representing the

AoDs between the BS and the users. The angular spread of AoDs was divided into Nt

disjoint intervals. In the setup of angular bin concept, each bin was associated with

one or more AoDs. The establishment of DFT beamforming vectors for each angular

bin with orthogonal properties, guaranteed inter-beam interference cancellation. Then,
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the sum rate maximization function was formulated as an optimization problem where

selected paths maximized the sum rate and reduced the inter-beam interference. Since the

original problem formulation was not convex, we proposed a greedy approach to solve

the optimization problem. In contrast to conventional coarse user selection algorithms

discussed in literature, our proposed path selection method achieved higher throughput by

taking advantage of multipath and multiuser diversity.

Inspired by the concept of path selection and bipartite graph, we proposed a two-layer

beamforming scheme for massive MU-MIMO downlink channels in Chapter 4. The first

layer employed a bipartite graph to dynamically group users in the beam-space domain;

the aim was to minimize inter-user interference while significantly reducing the effective

channel dimensionality. Then, with a focus on maximizing spatial multiplexing gain and

system throughput, in the second layer a MU-MIMO linear precoding is performed within

each group, which is a function of the effective channel.

We proposed a projection-based hybrid precoding algorithm for a hybrid

precoding-combining transceiver in mmWave MIMO systems in Chapter 5. The algorithm

was designed for the partially-connected structure employing fewer phase shifters; it

reduced complexity and improved energy efficiency. Inspired by the principle of matrix

factorization, we used projection algorithms to greatly simplify the design problem of

digital baseband and analog RF precoders by dividing the design problem into two

optimization subproblems, whose optimal solutions can be found. Additionally, we

proposed a DFT-based mmWave channel estimation algorithm that efficiently detected the

different parameters of the mmWave channel with a low training overhead, by leveraging

the sparse nature of the mmWave channels.

In Chapter 6 we proposed a DFT-assisted user clustering hybrid precoding algorithm

for an analog-digital hybrid precoding-combining transceiver. In this investigation,

we considered a frequency-selective channel with an OFDM-based system. There
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are two possible structures for a hybrid architecture, namely fully-connected and

partially-connected. We proposed algorithms to find near-optimal digital baseband and

analog RF precoders for both structures. The algorithms made use of DFT-based user

clustering to simplify the design of the analog RF precoders, and to add extra orthogonality

to the system that improved the spectral efficiency compared to existing methods. The

improved performance was demonstrated by system simulations. We also examined the

energy efficiency of the system using our algorithms. Simulations demonstrated that the

fully-connected structure was the most energy efficient when only a few RF chains were

employed; otherwise, the partially-connected structure was more efficient.

Since the use of many RF chains to drive a large number of antennas at the transmitter

quickly becomes impractical when that number of antennas increases, reducing the

number of RF chains in massive MIMO systems is essential to reduce the system

complexity and cost. In Chapter 7, considering a massive MIMO system with a

single-RF-chain transmitter, we introduced a precoding technique that is robust in the

presence of channel uncertainty. To make our design more realistic we considered

the peak total transmitted power rather than the average power constraint. Also,

we considered imperfect CSI with a bounded uncertainty region. In this transmitter

structure, there was only one power amplifier and load modulation was used rather

than voltage modulation to generate the desired signals on the antenna elements. We

demonstrated that when a very simple fixed equalizer is used at all user terminals, the

problem of minimizing the mean-square error of the received signals at user terminals

under the worst-case channel uncertainty can be transformed into a convex optimization

problem. We provided simulation results and demonstrated that the proposed robust

precoding technique outperformed non-robust techniques in terms of power efficiency and

signal-to-interference-plus-noise ratios.
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8.2 Future Work

The multiplicative structure of the proposed simplified user grouping algorithm in Chapter

4 makes it suitable for application in hybrid architecture implementations. While we

highlighted a simplified user grouping algorithm for this implementation, several open

problems still need careful investigation. For example, it is important to develop novel

and optimized solutions for implementing the inter-cell interference avoidance stage in

the RF beamforming. One initial way to do that is by employing antenna elements

that have electrically controlled directional patterns [117]. Further research is required

to optimize this solution and facilitate its implementation, however. Another important

challenge with hybrid architecture based multi-layer precoding is the channel knowledge

acquisition. In Chapter 5, we outlined a DFT codebook design for a channel knowledge

acquisition procedure to obtain the required channel knowledge for training a hybrid

precoding transceiver. Implementation of this procedure with hybrid architecture will

require further research. Estimation of the elevation interference covariance matrix when

the channel is seen through an embedded RF lens [118] needs to be addressed in this

context. Therefore, extending the hybrid architecture based channel estimation solution in

Chapter 5 to the multi-layer precoding will be an important problem that future work may

examine.

There are several possible directions for future research for mmWave channel

estimation. In Chapter 5, we proposed a low-complexity mmWave channel estimation

algorithm that leverages the sparse nature of the channel alongside adaptive compressed

sensing tools. Extending this solution to multi-user system, however, is non-trivial. This

is mainly due to the adaptive nature of the solution that causes the training overhead to

scale with the number of users. One way to handle this scaling is by adopting random

beamforming/measurement vectors [119]. Random beamforming and measurement allow

all users to simultaneously estimate the channels, and hence decreases the associated
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training overhead. Therefore, it would be interesting to develop random compressed

sensing based channel estimation algorithms for mmWave systems leveraging the sparse

formulation developed in Chapter 5. Additionally, channel estimation with hybrid MIMO

architectures with the beam-squint effect, that appears when the system bandwidth is very

large, is another interesting research topic [120]. Under this effect, different subcarriers in

an OFDM system will “see” distinct angles of arrival (AoAs) for the same path.

This thesis has focused on hybrid architecture based precoding and channel estimation

algorithms that assume that RF circuit components and antennas are both ideal. Practical

circuits and antennas, however, have non-ideal characteristics that can affect the real

world performance of our algorithms. Thus, it is important to study the impact of

hardware impairments on the performance of massive MIMO systems. For example,

it is known that the fully-connected hybrid architecture has an array gain over the

partially/dynamically-connected structure, but it is not clear what the net gain is if the

insertion losses in the power dividers, combiners, and phase shifters are taken into

consideration. Analyzing different hybrid architectures under practical RF circuit models

is critical to provide an accurate evaluation of the different architectures. It would also

be interesting to develop impairment-aware precoding and channel estimation solutions.

Based on the insights that will be obtained from analyzing hybrid architectures under

practical circuit models, it might be possible to design new optimized hybrid architectures,

precoding, and channel estimation solutions that take these insights into consideration. An

extension of the proposed hybrid precoding-combining technique, in Chapter 6, for when

CSI is not perfect will require further investigation. Lastly, our proposed algorithms can

be applicable to a wide range of mobile and vehicular communications. The performance

of the proposed algorithms is dependent on the availability of CSI and AoDs/AoAs.

However, [121] has demonstrated that the channel in a massive MIMO system can be

tracked fairly accurately even at vehicular speeds. Consequently, our algorithm can be
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also applied in such scenarios.

Further, developing solutions that are more robust to the hardware impairments can

boost the actual performance of hybrid architectures under practical conditions. Therefore,

developing such hybrid architectures and associated signal processing solutions and

analyzing their performance is important for future mmWave and massive MIMO systems.
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Appendix A

Computational Complexity of Matrix Operations

The exact complexity of a matrix operation depends strongly on the hardware

implementation, including the bit width (i.e., the number of binary digits used to represent

a number) and the data type (e.g., floating point or fixed point). In this section, we

provide first-order approximations by counting the number of complex multiplications

and divisions that are needed, while the complexity of additions/subtractions is neglected

since these operations are much easier to implement in hardware.

Lemma 1. Consider matrices A ∈ CN1×N2 and B ∈ CN2×N3 . The matrix

multiplication AB requires N1N2N3 complex multiplications. The AAH multiplication

only requires N2
1 +N1

2
N2 complex multiplications by using the Hermitian symmetry.

Proof. There are N1N3 elements in AB and the computation of each of them involves

N2 multiplications. In the case of B = AH , the Hermitian symmetry is only used to

compute N2
1 +N1

2
elements which represent the main diagonal and half of the off-diagonal

elements.

When the inverse of a matrix is multiplied by another matrix, the LDLH

decomposition can be used to achieve an efficient hardware implementation, both in terms

of computations and memory usage. The matrix L is a lower triangular with ones on the

main diagonal and D is a diagonal matrix.

Lemma 2. Consider the Hermitian positive semi-definite matrix A ∈ CN1×N1 and
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and the matrix B ∈ CN1×N2 . The LDLH decomposition of A can be computed using
N3

1−N1

3
complex multiplications. The matrix A−1B can be computed usingN2

1N2 complex

multiplications and N1 complex divisions if the LDLH decomposition of A is known.

Proof. Efficient algorithms for computing the LDLH decomposition and its

corresponding number of multiplications can be found in [122]. Note that A−1B can

be computed by solving N2 linear systems of equations. If LDLH is known it can be

used to solve the system of linear equations by forward-backward substitution requiresN2
1

multiplications per system. N1 additional divisions are required to calculate D−1.
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Appendix B

Proof of Orthogonality of Angular Bins

Here, we consider the orthogonality between user clusters and its effect on inter-beam

interference. On subcarrier k, let us assume a beamforming matrix Fa[k] = Fca
RFF

ca
BB,a[k]

for user a and Fb[k] = Fcb
RFF

cb
BB,b[k] for user b, where the two users are in different clusters

ca and cb, with ca 6= cb. We focus on a single AoD interval for each group (i.e., one

angular bin) and a single subcarrier k; the extension to multiple intervals/bins is trivial,

and the discussion is applicable to any subcarrier. Let the interval be [θa −∆, θa + ∆]

for user a and [θb −∆, θb + ∆] for user b. Since the users are in different clusters, their

AoD intervals are disjoint. As we have stated in Section 6.2.2 (discussing fully-connected

structures), the phases for an analog RF precoder Fc
RF can be made equal to angles in

the angular bins for cluster c. The same argument holds for Fc
RF with partially-connected

structures (discussed in Section 6.3).

An indication of the amount of interference between user groups can be found by

1

Nt

∥∥∥(Fa[k])H Fb[k]
∥∥∥2

F
=

1

Nt

∥∥∥(Fca
BB,a[k]

)H
(Fca

RF)H Fcb
RFF

cb
BB,b[k]

∥∥∥2

F
. (B.1)

We note the identities ‖A‖2
F = tr

(
AAH

)
and tr (AB) = tr (BA) for A and B having

compatible dimensions. Furthermore, AAH will be positive semi-definite. If A and B are

positive semi-definite, then it holds that tr (AB) ≤ tr (A) tr (B). From these facts, we
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have:

∥∥(Fca
BB,a[k])H(Fca

RF)HFcb
RFF

cb
BB,b[k]

∥∥2

F

= tr
((

Fca
BB,a[k]

)H
(Fca

RF)HFcb
RFF

cb
BB,b[k]

(
Fcb

BB,b[k]
)H × (Fcb

RF)H Fca
RFF

ca
BB,a[k]

)
= tr

(
(Fca

RF)H Fcb
RFF

cb
BB,b[k]

(
Fcb

BB,b[k]
)H

(Fcb
RF)H Fca

RF × Fca
BB,a[k]

(
Fca

BB,a[k]
)H)

≤ tr
(

(Fca
RF)H Fcb

RFF
cb
BB,b[k]

(
Fcb

BB,b[k]
)H

(Fcb
RF)H Fca

RF

)
× tr

(
Fca

BB,a[k]
(
Fca

BB,a[k]
)H)

= tr
(

(Fcb
RF)H Fca

RF (Fca
RF)H Fcb

RFF
cb
BB,b[k]

(
Fcb

BB,b[k]
)H)× tr

((
Fca

BB,a[k]
)H

Fca
BB,a[k]

)
≤ tr

(
(Fcb

RF)H Fca
RF (Fca

RF)H Fcb
RF

)
tr
(
Fcb

BB,b[k]
(
Fcb

BB,b[k]
)H)× tr

((
Fca

BB,a[k]
)H

Fca
BB,a[k]

)
= tr

(
(Fca

RF)H Fcb
RF (Fcb

RF)H Fca
RF

)
tr
((

Fcb
BB,b[k]

)H
Fcb

BB,b[k]
)
× tr

((
Fca

BB,a[k]
)H

Fca
BB,a[k]

)
= Ns,aNs,b

∥∥∥(Fca
RF)H Fcb

RF

∥∥∥2

F
(B.2)

where the last line follows from the power constraint in (6.12), so

tr
((

Fc
BB,u[k]

)H
Fc

BB,u[k]
)

= tr
(
INs,u

)
= Ns,u for any u and c. Hence, overall we

have
∥∥∥(Fa[k])H Fb[k]

∥∥∥2

F
≤Ns,aNs,b

∥∥∥(Fca
RF)H Fcb

RF

∥∥∥2

F
.

We can now focus on the analog RF precoders. Consider also the ULA response vector

in (6.5). By letting Nt →∞, we have:

Θa,b = lim
Nt→∞

Ns,aNs,b

Nt

∥∥∥(Fca
RF)H Fcb

RF

∥∥∥2

F

= lim
Nt→∞

Ns,aNs,b

Nt

∫
α∈Sa

∫
β∈Sb

δ (α− β) dαdβ (B.3)

where Sa = [Ntq sin(θa −∆), Ntq sin(θa + ∆)], Sb =

[Ntq sin(θb −∆), Ntq sin(θb + ∆)], and δ(·) is the Dirac delta function. In the limit

of Nt → ∞, Θa,b will be the measure of overlap between the two AoD intervals. Since

the intervals are disjoint (as are Sa and Sb), the result is zero.
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A similar derivation can be made for the use of a UPA with the array response given in

(6.6) instead of a ULA. In that case, the intervals/bins involve both azimuth and elevation

angles θ and φ, respectively. The two-dimensional bins will still be disjoint; though two

bins may share the same interval for either θ or φ, or a portion thereof, they will not share

the same intervals for both angles. Consequently, the final result will be the 2-D overlap

of the intervals, which is still zero.
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Appendix C

Proof of Lemma 7.1

Proof. Its proof is straightforward and is a simple application of Lemma 1 in [115]. For

the sake of completeness, we outline the proof here. We can expand the objective function

in (7.6) as∣∣∣∣ 1f (h̃k + δk

)
x− uk

∣∣∣∣2 =

∣∣∣∣ 1f h̃kx− uk
∣∣∣∣2 +

∣∣∣∣ 1f δkx
∣∣∣∣2 + 2

(
1

f
δkx

)(
1

f
h̃kx− uk

)
.

To get the maximum of the objective function, vector δk must have the maximum norm

εk and be in the direction of x. Additionally, 1
f
δkx must have the same sign as 1

f
h̃kx −

uk. Therefore, δk = sgn
(

1
f
h̃kx− uk

)
εk

xH

‖x‖ . Substituting this δk into the optimization

problem (7.5) gives the maximum (7.6).
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