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Abstract 

The study area, Outokumpu, is a hard rock area and it is well known for its 

unconventional Precambrian massive Cu-Co-Zn sulphide deposits (~1.97 Ga) which were 

discovered in 1910. This study was conducted to understand the seismic reflection 

characteristic in hard rock environment in Outokumpu, Finland. The geophysical 

techniques involved data processing for two 2D surface seismic lines and a vertical 

seismic profiling data, generating synthetic seismogram, and joint interpretation of 

seismic reflection. Due to the complex physical properties in hard rock area, special 

attention paid in data processing includes the definition of geometries, preserving the 

high-frequency information, noise suppression and deconvolution. These efforts provided 

high resolution seismic results. The subsurface structure of Outokumpu-type assemblage 

is observed. Moreover, there is a remarkable consistency between seismic surface results 

and the VSP result. 
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1.0 Introduction  

This thesis presents the study of the seismic reflection characteristics in the hard rock 

environment at Outokumpu, Finland. The principal research techniques used in this thesis 

consist of surface seismic reflection and vertical seismic profiling. Meanwhile, the 

processing techniques on two 2D seismic lines and a vertical seismic profiling are 

discussed. This chapter provides introductory material describing the geology, the 

physical properties of metamorphic rocks and sulphide minerals, the seismic reflection 

characteristics in hard rock environments, and the seismic exploration history in 

Outokumpu, Finland.   

1.1 Physical Properties and Seismic Imaging in Hard Rock Environments 

1.1.1 Physical Properties of Hard Rock  

Rocks are classified into three main types: sedimentary rocks, igneous rocks and 

metamorphic rocks. ‘Hard rock’ is admittedly a somewhat ambiguous term used primarily 

in the mining community to describe low porosity metamorphic and igneous rocks.  

Another somewhat ambiguous term used in this community is ‘crystalline’ to describe 

these same types of materials, this despite the fact that all rocks are composed of mineral 

crystals. These terms ‘hard’ and ‘crystalline’ will be used throughout the thesis in 

describing the metamorphic assemblages at Outokumpu.  
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Metamorphic rocks are the most voluminous at Outokumpu. Metamorphic rocks form 

deep in the earth where high temperature and pressure can make profound physical and 

chemical changes on the existing rocks (sedimentary rock, igneous rock or another older 

metamorphic rock) (Blatt et al., 1996). The process is called metamorphism. 

Metamorphic rocks make up a large part of earth’s crust.  A simple classification of 

metamorphic rocks is not readily accomplished because they can be formed from 

essentially any pre-existing rock type. As such, the ‘protolith’ is important in describing 

the rock type. For example, a metamorphosed sedimentary rock is referred to as a 

‘metasediment’. The original minerals will still exist or they may have been chemically 

converted by the conditions of pressure, temperature, strain, and available fluids during 

the metamorphic cycle. Another way to characterize the metamorphic rocks is through 

their mineral texture into foliated and nonfoliated rocks. The latter grouping consists of 

nearly monomineralic rocks such as quartzite and marble in which the mineral grains 

have equant shape and are not crystallographically aligned. The former foliated rocks are 

often broken initially into three categories of 1) slates that have a well defined cleavage 

plane, 2) schists in which micas will show a preferential alignment, and 3) gneisses that 

show clear banding of phyllitic (micas) and granular (quartz, feldspars) and preferential 

mineralogical alignments.   

Phanertic (i.e. plutonic or intrusive) igneous rocks are hard, crystalline rocks which 

formed through the cooling and solidification of magma or lava either at, or below, the 
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earth's surface (Le Maitre et al., 2002). Such plutonic igneous rocks were, surprisingly, 

found as granite pegmatite intrusions in the Outokumpu well. They make up 95% of 

upper 16 kilometres of earth's crust (Klein and Hurlbut Jr, 1985).  

Economic minerals in hard rock environments mainly include gold, copper, nickel, zinc 

and lead, which come from igneous and metamorphic rocks. As such, understanding the 

physical properties of hard rock is essential when exploring for mineral deposits in hard 

rock environments.  

In sedimentary basins, the rock types are often quite distinct from one another and in the 

absence of other disruptive forces are for the most part layered and distinguishable over 

many kilometres. In contrast, due to the formation processes, metamorphic rocks are 

highly deformed and fragmented which make the overall geological structure more 

heterogeneous than would be found in sedimentary rocks. Structures in hard rock 

environment are often complex and steeply dipping (Salisbury and Snyder, 2007) and 

may have undergone many cycles of faulting, ductile deformation, and igneous intrusion. 

In addition, ore deposits found within such structures normally have fairly small sizes (< 

1 km across) (Salisbury and Snyder, 2007). Laboratory studies show velocities and 

densities of hard rock are typically higher than sedimentary rock (Schmitt et al., 2003) 

(Fig. 1.1 and Fig. 1.2). Ore minerals display a much higher densities and wide varied 

velocities. But they have relatively lower impedance difference (Salisbury et al., 1996) 

(Fig. 1.3). 
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1.1.2 Seismic Imaging in Hard Rock Environments 

Seismic methods have not been employed much in mining exploration in hard rock 

terranes. Instead many traditional techniques including geological field mapping, 

electromagnetic surveying, drilling, and potential field techniques (gravity and magnetics) 

have long been used in the mining industry to locate metal deposits. They are effective at 

discovering shallow deposits. However, as the search for these mineral resources must 

seek progressively deeper into the earth these methods become less economic by 

themselves; and considering the long-term profitability in mining industry new deep 

exploration techniques are required. For example, electromagnetic methods are good at 

finding electrically conductive zones, but the problem with this is that these methods 

cannot distinguish an economic ore body from more abundant graphite conductors.  As 

the anomalies detected today are at depths in excess of 1 km, drilling each one to find that 

which is economic is not practical.  As such, it becomes important to attempt to further 

distinguish economic ores; and seismic techniques that are sensitive to density and elastic 

properties provide one such new way to evaluate a given anomaly detected by the more 

traditional methods.  

Seismic reflection techniques have been widely used for oil exploration in sedimentary 

basins for over 80 years. And with seismic reflection techniques, it is possible to image 

structures accurately at depth range interesting for mining purposes. Further, in recent 

decades, many successful cases of finding minerals by using seismic exploration methods 
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have been presented (White et al., 2000, Dehghannejad et al., 2010, Adam et al., 2000, 

Eaton et al., 2010). It is demonstrated that seismic reflection techniques might be utilized 

as valuable geophysical tools to improve the understanding of the mineral structures, and 

to enhance the capabilities for detecting deep ore deposits. This is particularly true as the 

maximum depth of base metal mining is reaching 3 km.  

Additionally, seismic reflection techniques are also used to understand the structure of the 

crust. For example, extensive studies were done in Kola Superdeep Borehole, Russia and 

the German Continental Deep Drilling Program (KTB) (Ganchin et al., 1998, Smithson et 

al., 2000, Harjes et al., 1997, Luschen et al., 1996, Ayarza et al., 2000, Carr et al., 1996, 

Rabbel et al., 2004). The survey methods included not only the borehole measurements, 

but also surface reflection seismic and vertical seismic profiling techniques. In practice, 

the seismic reflection survey can be useful to determine the crustal seismic structure. It 

was shown that the upper crust is reflective; and the understanding of the Earth’s 

continental crust was greatly improved. However, seismic reflection techniques must be 

modified to adapt to the different physical properties in hard rock environments.  

In principle, the impedance difference is critical to whether or not a deposit can be 

detected by seismic reflection techniques (Salisbury et al., 1996, Salisbury et al., 2000, 

Salisbury and Snyder, 2007). The acoustic impedance difference between the deposit and 

country rock must be large enough to generate strong reflections or at least to scatter the 

seismic waves. The acoustic impedance of a given rock type is the product of its density 



 9 

and the velocity of seismic compressional wave propagating through it. If the wave is 

normally incidence on a reflecting interface between two different rock types, the 

reflection coefficient R of the reflected wave amplitude can be expressed as: 
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where v0 and ρ0 are the velocity and density of medium 1, respectively, and vC and ρc are 

the velocity and density of medium 2, respectively. Hence, Z0 is the acoustic impedance 

of medium 1 and ZC is the acoustic impedance of medium 2. According to Salisbury et al. 

(Salisbury et al., 2000), a minimum value of R = 0.06 (Fig. 1.3), which was acquired in 

practice, is required to produce a strong reflection in most geologic settings.  

Additionally, the acquisition parameters used in seismic surveys also govern whether or 

not deposits can be imaged. In terms of the physical properties of hard rock, the 

signal-to-noise ratio is particularly low due to the inherent heterogeneous structural 

characteristics and low impedance differences (and hence small reflection amplitudes). 

Further, based on experience, it is often difficult to obtain a stable and lateral continuous 

reflector in hard rock areas on a seismic profile. Usually, high frequency seismic 

exploration techniques with high fold acquisition layouts are employed in hard rock areas 

with the aim to generate high resolution images (Lu et al., 2010, Milkereit and Green, 

1992, Milkereit et al., 1994, Salisbury et al., 2000). Recently, for example, Lu et al. (2010) 

successfully obtained effective reflections from shallow layers to the Moho in the Luzong 
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metallic ore area by applying a changeable seismic survey with 40 m receiver spacing, 

240 m source spacing, 60 fold in general. In the area of the ore concentration, however, 

they reduced spacing to a 10 m receiver spacing and a 80 m source spacing. This 

increased the seismic fold to 90 in the ore concentration zone. In Ontario, a 

high-resolution seismic survey with 30-140 Hz, 20 m source and receiver spacing, 

120-fold coverage and 4 s records was applied by Milkereit et al., (1992) to image the 

Sudbury structure. A new model of the deep complex Sudbury structure was developed 

from this data that was with the observed regional magnetic and gravity fields.   

2D or 3D seismic surface exploration technology is often used in hard rock areas not so 

much to directly detect an ore body but to develop models of the geological structure.   

2D seismic surface exploration is a fast and economical way to map simple structures. 3D 

seismic surface exploration requires a complicated layout and costs considerably more 

than a 2D seismic survey. Thus, it is used to delineate potential deposits in detail 

(Malehmir and Bellefleur, 2009, Milkereit et al., 2000, Schmelzbach et al., 2007).  As a 

complement to seismic surface exploration imaging, vertical seismic profiling (VSP) 

technology is also useful in mapping structures, especially steeply dipping structures and 

fractures in crystalline rocks (Carr et al., 1996, Luschen et al., 1996, Miao et al., 1994, 

Miao et al., 1995, Rabbel et al., 2004, White et al., 1994, Cosma et al., 2001, Willenberg 

et al., 2008).  

Some geophysical results from boreholes contribute to the understanding of reflectivity in 
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crystalline rock masses. Such seismic data can also be used to determine the in situ 

seismic wave speeds, calibrate the seismic travel time-to-depth of surface reflection 

surveys, and to assist in tying seismic results with well logging surveys.  In order to 

obtain high resolution results, the receiver intervals during vertical seismic profiling 

acquisition are usually smaller than in regular acquisition. Finally, the shorter one-way 

source to receiver paths in vertical seismic profiling improve the signal-to-noise ratio 

because the overburden path is eliminated.  

Based on the requirements about high resolution, special considerations are also needed 

for data processing. It involves careful analysis on subsurface conditions, geometry, data 

quality, and geologic features and numerous iterative tests on processing parameters and 

sequences. Static correction, high-pass filter, and noise suppression are especially 

important to give a clear image of the deposit. 

Consequently, even though complex physical properties, discontinuous structures and 

small differences in acoustic impedances make acquisition and processing of seismic data 

challenging both in theory and in practice, deposits in hard rock environments can be 

detected and located by high resolution seismic surface reflection and borehole vertical 

seismic profiling.  This thesis provides a new case study in which both surface and 

borehole seismic data were simultaneously obtained allowing for the firm interpretation 

of some strong seismic reflectors that had been seen in earlier surveys.  
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1.2 Outokumpu Area Geology 

The study area near the town of Outokumpu, Finland, is a hard rock area located in 

southeast Finland (Fig. 1.4). It is the site of a historic base metal mine, and well known 

for its unconventional Precambrian massive Cu-Co-Zn sulphide deposits (~1.97 Ga) 

discovered in 1910. Since then, a number of studies have been carried out in this area 

involving geologic, geochemical, and geophysical methods. Many papers have been 

published about the study of the evolution of the Outokumpu area (Gaal et al., 1971, 

Koistinen, 1981, Park, 1988, Ruotoistenmaki and Tervo, 2006, Santti et al., 2006, 

Sorjonen-Ward, 1997, Kontinen and Peltonen, 2002, Kontinen and Peltonen, 2003). They 

gave a detailed description and the evolution of the ore potential zones in this area.  

The Outokumpu-type assemblage is located tectonically at a conjunction zone named the 

North Karelian Schist Belt (NKSB) between the late Archean Karelain cratonic domain in 

the northeast, and the Paleoproterozoic Svecofennian domain (Fig. 1.5). In this region, 

the lithologies are basically composed of four associations: 1) foliated granitoids and 

stromatic migmatites that are the dominant lithologies in the late Archean basement, 2) 

Paleopreoterozoic metamorphosed terrestrial to passive margin marine meta-sediments 

with mafic intrusions and volcanic eruptions, 3) serpentinites and their hydrothermally 

altered derivates with minor volcanics and gabbros enclosed within sulfidic and 

carbonaceous black schists and thick-bedded turbiditic greywacke. These materials which 

make up the mineralized Outokumpu-type assemblage, and 4) relative young  
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granodioritic to tonalitic intrusions (1.80-1.89 Ga) which truncated early tectonic fabrics 

(Sorjonen-Ward, 1997, Santti et al., 2006).  

The tectonic evolution of the region during the Late Paleoproterozoic is characterized by 

episodes of sedimentation, rifting and magmatism including: 

1) 2.5-2.1 Ga predominantly mafic magmatism with subsequent stable platform 

terrestrial to shallow marine sedimentation,  

2)  2.1-2.0 Ga rifting and subsidence indicated by mafic volcanics, sills and dykes as 

well as clastic turbidites, carbonates, iron formations and graphitic schists,  

3)  1.97-1.95 Ga renewed rifting which leaded to the formation of oceanic crust,  

4)  1.95-1.85 Ga transition from divergent to convergent tectonics indicated by 

monotonous metapsammites and Outokumpu nappe emplacement (Sorjonen-Ward, 

1997). 

The ultramafic massifs of variable size enclosed by metasediments of the 

Outokumpu-type assemblage are interpreted to be metamorphosed ophiolites (Table 1-1) 

that were distributed over an area of more than 5000 km
2
 (Kontinen and Peltonen, 2002, 

Kontinen and Peltonen, 2003) (Fig. 1.5). These massifs represent fragments of a 

dominantly ultramafic oceanic floor (Santti et al., 2006). The ophiolites are intimately 

associated with semimassive polymetallic Cu-Co-Zn-Ni-Ag-Au-As sulphides and 
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disseminated Ni sulphides which form the polymetallic Outokumpu ore deposits 

(Kontinen and Peltonen, 2002, Kontinen and Peltonen, 2003). At present, these ore bodies 

are mainly exposed along the thrust belts, which are highlighted by magnetic anomalies 

as shown in Fig. 1.6 and Fig. 1.7 (Ruotoistenmaki and Tervo, 2006). These shallow 

outcrops were easily found and led to the development of the historic Outokumpu mine.  

However, the Outokumpu mine is closed now as the nearer surface deposits have been 

depleted; and there have been research efforts to extend the mining carried out by the 

Finnish Geological Survey (GTK –the Geological Survey of Finland). 

Table 1-1 The definition of some rock types found in Outokumpu area. 

Rock Type Definition 

Ophiolite 

A typical sequence of rocks in the oceanic crust: from bottom to 

top: ultrabasic rocks, gabbro, sheeted dikes, pillow basalts, and 

sea-floor sediments, which usually indicate a divergent zone and 

a sea-floor environment. 

Serpentinite A rock composed of one or more serpentine group minerals.  

Diopside 

skarn 

Diopside skarn is a type of skarn that contains diopside 

pyroxene. Here, skarn means a type of metamorphic rock derived 

from limestone or dolostone, which is most often formed at the 

contact zone between intrusions of granitic magma and carbonate 

country rocks.  

Quartzite 
A metamorphic rock consisting largely or entirely of quartz; most 

quartzites are formed by metamorphism of sandstone. 

Pegmatite 

Any extremely coarse-grained igneous rock with interlocking 

crystals is referred to as pegmatite. Most are of granitic 

composition.   

Black Schist 

Schist is a type of metamorphic rock containing abundant 

particles of mica, characterized by strong foliation, and 

originating from a metamorphism. Black Schists are 

metamorphic black shales.  
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1.3 Seismic Surveys in Outokumpu 

A reflection seismic survey is the method of using seismic waves to investigate the 

subsurface structures by recording the characteristics and travel time of the reflected 

waves on the interfaces between different layers in the earth. It involves sources to 

generate seismic waves and geophones to record returned energy. In a 2D seismic survey, 

sources and geophones are placed along a survey line. After processing, a seismic profile 

with subsurface information along this survey line can be obtained.  

From 2001 to 2003, a series of crustal-scale reflection seismic vibrator surveys were 

performed as a lithosphere project FIRE (Finnish Reflection Experiment) by a national 

consortium (Geological Survey of Finland, Institute of Seismology of the University of 

Helsinki, Institute of Geosciences and the Sodankylä Geophysical Observatory of the 

University of Oulu) (Kukkonen et al., 2006). The project includes four long FIRE 

transects (Fig. 1.8), over the Fennoscandian Shield in Finland with a total length of 2135 

km. Five (minimum four) 15.4-ton vibrators applying peak forces of about 10 

tons/vibrator were used to generate the seismic signal. Those vibrators used a linearly 

increasing sweep from 12 to 80 Hz and they were activated with a source point interval of 

100m. The receiving geophone group interval was 50 m with a maximum source-receiver 

offset of 9050 m. The record length after correlation was 30 s (corresponding to about 

100 km depth into the earth).  The four transects were designed to cross all of the major 

geological units in Finland.  FIRE 3, which runs across the Outokumpu formation in  
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NW-SE direction (Fig. 1.8), showed a distinct strong reflector in the Outokumpu area at 

1.3-1.5 km depth.  

In August 2002, a higher resolution seismic reflection survey (Fig. 1.9) was also carried 

out as a part of the FIRE project in order to improve the understanding on the structure of 

Outokumpu formation and to test the practicality of seismic reflection technology in ore 

exploration (Kukkonen, 2004, Kukkonen, 2007). This survey contains three intersecting 

profiles (OKU-1, OKU-2 and OKU-3), each about 10 km long. OKU-1 and OKU-2 were 

parallel and 6 km apart from each other. They run in a NW-SE direction across the 

geologic strike of the formation. OKU-3 connected them by running parallel to the strike. 

In addition, OKU-1 runs along the same path as a portion of the much longer FIRE 3 

which allows a correlation between them to better understand the large scale features of 

the crust. The OKU series profiles were acquired with a 25 m geophone group interval 

and a 50 m source interval giving a fold from 78 to 119. The frequency band of signal 

was higher than for the deep FIRE profiles and extended from 30-130 Hz, the recording 

length was 6 s.  

The final results (Fig. 1.10) exhibited strong reflectors between 1 km and 3 km on all 

three sections. Those reflectors can be followed through the entire OKU-3 profile 

(Kukkonen, 2004, Kukkonen, 2007). Interpretation of the FIRE lines in the vicinity of 

Outokumpu (FIRE 3, OKU-1, OKU-2, and OKU-3) suggested that the Outokumpu-type 

assemblage (Fig. 1.11) could be seen extending laterally from the mining district at the  
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depth of 1300-1750 m.  At the depth of near 1000 m, a strong reflector can also be 

observed from OKU-1 profile (Fig. 1.11), which could be caused by a fracture zone 

located at 967 m in the OKU-1 deep drill hole (Heinonen et al., 2011). However, an 

additional event was also observed at the depth of 2000-2500 m, and it was believed that 

this event had some potential for prospectively also. This anomaly together with the 

potential of sampling the Outokumpu-type assemblage to look for minerals motivated the 

drilling in 2004-2005 of a 2,516 m deep research borehole by the Outokumpu Deep 

Drilling Project of the Geological Survey of Finland (GTK) in order to understand the 

deep structure and geophysical and petrophysical properties of the ore belt.  

1.4 The Outokumpu Scientific Drill Hole 

The Outokumpu deep hole (OKU-1) is located on the SE side of the main ore belt, and 

about 400 m west from the FIRE OKU-1 line (Fig. 1.9). The borehole was nearly 

completely cored with unusually sized large core (216 mm diameter), this core now 

resides at the storage facilities of the GTK. The borehole did not intersect the anticipated 

seismic anomaly seen in the FIRE lines at the expected depth of 1.0-1.2 km, this is likely 

due to the fact that the spatial extent of the anomaly was small relative to the distance 

from the trace of the FIRE line and the actual borehole position. Indeed, aside from 33 m 

of glacial materials at the surface, the borehole cored through a uniform 1314 m of 

various schists (Fig. 1.12) and a biotite gneiss that,  despite the differences in the 

geological assignations,  do not significantly differ from the perspective of physical  
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property variations.  Even geologically, the core interpreters referred to the thick 1300 m 

section of biotite schist/gneisss in jest as ‘monotonite’.  About 10% of the rock types, 

those lying from 1314 m to 1515m, consist of serpentinite, diopside skarn, quartzite and 

black schist (Table 1-1). These latter rocks have a high potential to host mineral deposits 

and these are the Outokumpu-type assemblage believed to have ophiolitic origin as 

described earlier. The schists reappear beneath the 200 m thick Outokumpu-type 

assemblage rocks, and, somewhat unexpectedly, these are interrupted by a series of 

pegmatitic granites (Table 1-1). These pegmatite zones were completely unexpected.   

Geophysical logs were obtained by a Russian company NEDRA during the drilling 

breaks. Twenty different logs were obtained in this well, including natural gamma rays 

(GR), lateral, laterolog, microlaterolog, spontaneous potential (SP), mud resistivity, 

inductive conductivity, caliper, acoustic (P-wave), gamma ray, epithermal neutron, 

thermal neutron, neutron-gamma, density, temperature, spectral gamma-ray, lithology, 

magnetic, and inclinometer. Some logging records and lithologies according to the coring 

from the deep drill hole are displayed on Fig. 1.12 (Kukkonen, 2007).  

Another set of logs, OUTO FAC40 ultrasonic televiewer data (Fig. 1.13), was carried out 

in the deep drill hole from September 22 to 25, 2006 by the Operational Support Group of 

ICDP (International Continental Scientific Drilling Program) at GFZ (German Research 

Center for Geosciences) Potsdam. This 3600 oriented image of borehole shows the 

runtime (travel time) as a function of drilling mud properties and hole size and the  
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amplitude of reflected signal as a function of drilling mud, hole size, wall micro-rugosity 

and wellbore acoustic impedance contrasts (Prensky, 1999). It is mainly used to display 

fractures and other geological features. The data has been north oriented. For AMPL 

image (acoustic impedance), dark color has higher amplitude than the light color. On 

RUNT (travel time) image, dark color means a longer travel time than light color. And 

fractures are usually displayed on AMPL image as sine curves. 

The geophysical logs show large variations through the Outokumpu-type assemblage 

between 1314 m to 1515 m depth (Fig. 1.12) on GR, thermal-neutron, laterolog, density, 

sonic and the televiewer data. Outside of this Outokumpu-type assemblage section, the 

density remains quite uniform and nearly constant through a given lithology; the 

pegmatite zones have slightly lower density than the schists. 

Substantial transit-time sonic log (and hence Vp velocity) variations can also be observed 

through the Outokumpu assemblage. Similar patterns can be recognized from laboratory 

measurements on core samples (Elbra et al., 2011, Kern et al., 2009). 

Kern et al. (2009) measured the elastic wave velocities, chemistry and modal mineralogy 

of 13 selected samples in the Outokumpu deep drill hole. P- and S- wave velocities were 

measured in the three foliation-related structural velocities as a function of pressure 

which was up to 600 MPa. The strong anisotropy of P- and S- wave velocities, which was 

found to be strongly related to foliation, was revealed. Further, it was revealed that the in 
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situ elastic wave velocity is very sensitive to the state of microfracturing.  

Elbra et al. (2011) focused on the petrophysical measurements. The pressure during the P- 

and S-wave measurement ranged from 3 to 40 MPa depending on the sample depth.  

According to Elbra et al (2011), the various lithological units can be identified on the 

basis of their petrophysical properties. The density shows a little variation through the 

uppermost part of the core. It decreases a little with depth with a range from 2700 kg m
-3

 

to 2800 kg m
-3

. The schist series exhibits the lowest density, about 2636 kg m
-3

. But the 

ophiolitic complex (Outokumpu-type assemblage), which is from 1314 m to 1515 m, 

shows a greater variations in density from as low as 2514 kg m
-3

 to as great as 3158 kg 

m
-3

.  Elbra et al. (2011) measured the VP at in situ pressure. It increases with depth. The 

average Vp for upper schist series is 5509 m/s. The ophiolitic complex exhibits an average 

5622 m/s on VP. But Elbra et al. (2011) note that their measured velocities may be 

significantly affected by drilling induced microfracturing. This is consistent with Kern et 

al. (Kern et al., 2009).  

Despite those seismic reflection surveys in Outokumpu area, the Outokumpu-type 

assemblage is still incompletely understood. The Outokumpu deep drill hole provides 

improved knowledge about the physical properties of upper crustal rocks. However, 

seismic reflection survey may reveal much wider area and not suffering from 

microfracturing caused by coring related disturbances on the rock (Kern et al., 2009, 

Kern et al., 2001).  However, Shijns et al, (2011) suggest that a pervasive series 
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microcracks, possibly related to the in situ state of stress, may have an important 

influence on the overall seismic anisotropy of the area.  

After the deep drill hole was drilled in Outokumpu, a VSP survey was conducted in May 

2006 in an ICDP funded collaboration of the Finnish GTK, the Institute of Seismology at 

the University of Helsinki, and the University of Alberta (Fig. 1.9). Simultaneous with the 

walk-a-way VSP acquisition of this study (Schijns et al, 2011, Schijns et al, 2009), 2-D 

seismic reflection surveys were obtained (Fig. 1.9). VSP is a three letter acronym for 

Vertical Seismic Profiling. It is one of techniques of seismic measurement, and usually 

used for correlation with surface seismic data. The energy source for VSP measurement is 

placed on the surface, near the well head or with a distance to the wellhead. And 

geophones are fixed on the wall of the well, far below the surface, which is one big 

difference between VSP measurement and surface seismic survey. 

This VSP survey in Outokumpu deep drill hole consists of a zero-offset VSP, a far-offset 

VSP, and a series of walkaway VSP’s with the receiver at three different depths of 1000 

m, 1750 m, and 2500 m. The zero offset VSP (see Chapter 3) was recorded at 2 m depth 

increments from 2500 m to 50 m, which allows us to get a high resolution profile. The 

VSP survey was done in order to determine detailed structure of the bedrock nearby the 

deep drill hole and combine straight measurements done in deep drill hole to surface 

measurements. Besides the VSP survey, the 2D surface seismic survey consists of two 

crooked seismic lines which were acquired at a 1 ms sampling period, 5 s recording 
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length aimed at high resolution seismic imaging and further refining the geology model. 

They were almost perpendicular to each other, but there unfortunately was no crossing 

point among the seismic lines and the deep drilled hole.  

The work in this thesis continues the examination of this unique seismic data set. This 

work builds on the earlier studies of Suvi Heinonen (Heinonen et al., 2011) who 

processed some of the reflection data and of Schijns et al (2009) who developed a 

detailed model of the near surface velocity structure that is necessary to correct the data.  

In this thesis I process all of the surface reflection data and the zero-offset VSP data.  

These data are then combined to examine in more detail the reflectivity in the crystalline 

crust in the vicinity of the OKU borehole.  

1.5 Summary 

This study area, Outokumpu, is a hard rock area. The Outokumpu-type assemblage, 

which lies from 1314 m to 1515m, consists of serpentinite, diopside skarn, quartzite and 

black schist. These rocks have a high potential to host massive Cu-Co-Zn sulphide deposits 

(~1.97 Ga) which were first discovered in 1910. From logging information and laboratory 

measure, the Outokumpu-type assemblage section reveals an abnormal density and velocity 

variation comparing to the other rather uniform lithological zones. Even though seismic 

reflection technology has seldom used for ore exploration due to the complex properties and 

structures of hard rocks, some successful cases of finding minerals by using modified 
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seismic reflection methods have been presented in recent decades. In this thesis, a zero 

offset VSP survey and two 2D seismic lines, which were recorded in 2006, were used to 

study the seismic reflection characteristic of sulphide deposits in Outokumpu. More 

details are described in the following chapters.
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2.0 2D Seismic Surface Survey 

Although the central theme of this thesis will focus on the zero-offset vertical seismic 

profile (VSP) collected at Outokumpu in Chapter 3, much of that VSP’s value is lost 

without the ability to use it to better understand the reflectivity observed in surface 

profiles. As noted above, there has been a good deal of 2D seismic reflection profiling 

obtained in the vicinity of the well as part of the FIRE project. That data led to the siting 

of the well in order to attempt to intercept both the Outokumpu-type assemblage and a 

tantalizing shallower prospective seismic event. During the VSP surveys, we were also 

simultaneously able to obtain even higher spatial resolution, but shorter, seismic profiles 

radiating from the borehole. The description of these 2D lines is the focus of this chapter.  

It needs to be mentioned that the work here builds on earlier processing analyses of 

Heinonen (Heinonen et al., 2011), and the near surface static corrections constructed by 

Schijns et al. (2009).  

This chapter covers the seismic processing of the high resolution Outokumpu 2D seismic 

profiles. The chapter starts with a brief background, history, and applications of reflection 

seismology in order to assist the nonexpert reader in understanding the work. The seismic 

survey and processing methods will be subsequently described after analysis of data 

acquisition and quality of these two ‘crooked’ 2D seismic lines. The processing sequence 

mainly includes defining geometry, amplitude compensation, noise attenuation, 
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deconvolution, velocity analysis, CMP stacking and image migration. Special 

considerations are given to the problems associated with crooked lines and quality 

control. 

2.1 Introduction 

Reflection seismology plays a prominent role in investigating the earth’s interior structure, 

studying earthquakes, locating coal, mineral deposits and hydrocarbon resources and 

delineating near-surface geology for engineering studies. In principle, there is nothing 

limiting the depth that reflection profiles can be obtained but this of course is highly 

dependent on the strength of the seismic source employed. Artificial sources such as 

vibrators and explosions are typically limited to depths of at most 100 km. However, 

there has been much progress in recent years with the use of earthquake sources to help 

image even deeper; and intelligent use of arrays of seismometers are now extending 

reflection profiles to the 670 km discontinuity if not deeper. Recent work in this area has 

been reviewed by Gu (Gu, 2010). 

Obtaining reflection seismic profiles usually contains three stages: data acquisition, 

processing, and interpretation. With the combination of other geophysical, borehole and 

geologic data, seismic profiles can provide reliable information about the structure and 

distribution of rock types (Sheriff and Geldart, 1982). The reflection seismology 

technique basically involves generating seismic waves and recording the time that waves 
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travelled from the source to a series of geophones (Lay and Wallace, 1995). The 

traveltimes depend upon the properties of rocks and the structure of beds.  

In mathematics and science, a wave is a disturbance. It is a transfer of energy through 

space and time. Amplitude is the height of the wave. The wavelength is the distance from 

one wave top, or crest, to the next. The time required for a wave to travel one wavelength 

is its period (Fig. 2.1). Frequency is the number of periods a wave completes per unit 

time. Period and frequency are inverses of one another. The wave can be described by 

one-dimensional scalar wave equation (Stein and Wysession, 2003) :  
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where u is the displacement, x is the position, t is the time, and v is the propagation speed 

of the wave. The propagation velocity of the waves depends on density and elasticity of 

the medium. There are two types of velocities that are associated with waves: phase 

velocity and group velocity (Main, 1993) (Fig. 2.2). Phase velocity is the rate at which the 

phase of the wave propagates in space. It is described by the wavelength λ and period T.  
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where f 2 , and  /2k .  

The group velocity vg is defined by the equation: 

k
vg
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


                            (2-4) 

Seismic waves are waves of mechanical elastic energy that travel through the earth. When 

the seismic energy is released from sources, two different wave types are generated: body 

waves and surface waves (Fig. 2.3). The energy of body waves propagates through the 

earth, and those remaining energy of surface waves spreads out over the surface. Body 

waves can be further classified into P-waves or compression waves and S-waves or shear 

waves by the types of particle motion in their wavefronts. For P-waves, the particle 

motion is parallel to the direction of propagation. For S-waves, the particle motion is 

perpendicular, or transverse, to the direction of propagation. The propagation velocity of 

the waves depends on density and elasticity of the medium and tends to increase with 

depth. The velocity of P-waves is given by  
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where k is the bulk modulus, λ is the first Lamé parameter, μ is the shear modulus, and ρ 

is the density of the material that the wave propagates. The velocity of S-waves is given 

by 
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In liquids and gases, μ is zero. So S-waves can only propagate in solid materials. And the 

P-waves travel usually about twice as fast as S-waves and can travel through any medium. 

P-waves are the dominant waves in reflection profiling as they are usually more easily 

generated. Further, because they arrive first their coda tend to obscure the later S-waves.  

Surface waves (Fig. 2.3) travel more slowly than body waves and exist whenever there is 

a interface separating media with different elastic properties (Lay and Wallace, 1995). 

Their amplitudes decrease with increasing distance from the surface. Analogously to body 

waves, there are two types of surface waves, Love waves and Rayleigh waves that are 

classified by the types of particle motion in their wavefronts. Rayleigh waves are 

combinations of P and SV waves and propagate along a free surface of a solid. The 

particles in the wavefront of the Rayleigh wave are polarized to vibrate in the vertical 

plane. They are also known as ground roll. Love waves are essentially horizontally 

polarized shear waves (SH waves). The particle motion of a Love wave forms a 

horizontal line perpendicular to the direction of propagation. Love waves travel faster 

than Rayleigh waves. Although surface waves can in principle be used to study shallow 

structures (e.g. Beaty et al., 2002) most reflection imaging surveys utilize only the 

compressional P-waves. Surface waves are treated as coherent noise which needs to be 

removed or attenuated from the data in order that reflections are highlighted.  



41 

 

  



42 

 

When seismic waves propagating within the earth encounter an interface between two 

different media or an abrupt change in the elastic properties, part of energy will be 

reflected and the remaining energy will be transmitted. When a compressional wave is 

normally incident on the interface (Fig. 2.4), a transmitted wave travels vertically through 

the interface with a zero angle of incidence and a reflected wave returns back along the 

track of the incident wave (Kearey and Brooks, 1984). The total energy of the reflected 

wave and the transmitted wave equals to the energy of the incident wave.  

The reflection coefficient R is described by 

01 / AAR                             (2-7) 

where A0 is the amplitude of the incident wave, and A1 is the amplitude of the reflected 

wave. For a normally incident wave, R is given by 
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where ρ1, v1, Z1 andρ2, v2, Z2 are the density, P-wave velocity and acoustic impedance in 

the first and second layers, respectively. (See also Chapter 1). 

The transmission coefficient T is described by: 

02 / AAT                              (2-9) 
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And for a normally incident wave, this is given by 
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Typically, the reflection coefficient R is less than 2.0 . Most of the seismic energy 

incident on a interface is transmitted, and only a small proportion is reflected (Kearey and 

Brooks, 1984). 

When a seismic wave is obliquely incident on the interface, the reflected and transmitted 

waves are generated as in the case of normally incidence (Fig. 2.5). The transmitted wave 

travels with a changed direction and is referred to as a refracted wave. The relationship 

between the angles of incidence and refraction is described by Snell’s law: 
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where θ1 and θ2 are the incidence angle and the refraction angle, respectively. v1 and v2 

are the velocities of wave in different materials.  

Both reflections and refractions are useful waves in exploration seismology. Refracted 

arrivals are used to map the weathered layer and determine velocities in near surface, 

which are applied to calculate the statics for sources and receivers. However, this study 

makes little use of refracted information and hence the reader is referred to any of various 

references on applied seismology (e.g., Kearey and Brooks, 1984). However, this study  
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does employ the surface travel time corrections developed by Schijns et al (2009) from 

tomographic analysis of the refracted waves.   

Reflection information is what we mainly used to map the more detailed structure of the 

subsurface. The history can be traced back to 1917 when Reginald A. Fessenden issued 

his patent on the application of seismic waves to exploration. Then, this technique has 

been developed very rapidly. It is mainly used to reduce risk in the petroleum industry. 

Wells are now rarely drilled without existing seismic information beforehand to elucidate 

the buried geological structures. Techniques of acquiring and processing reflection data 

have also been developed to a very high level due to extensive applications in petroleum 

exploration, which will be described later. 

How detailed the structure information obtained could be obtained is really a problem of 

the seismic resolution possible. Seismic resolution describes the ability to individually 

distinguish two close features. There are both vertical and horizontal limits to the 

resolution.  

The vertical resolution depends primarily on the frequency content of the signal. The 

vertical resolution criterion is often expressed as being equal to λ/2 (a separate limit), 

where λ is the predominant wavelength of the incident wavelet. So the measured 

anomalies are separately distinguishable. A resolvable limit of resolution is expressed as 

λ/4 (Widess, 1973).  In this case, two anomalies are close together, but still can be 



47 

 

individually distinguished. When two anomalies merge, it is impossible for their 

signatures to be well separated and they cannot be resolved.. So a layer, which is thinner 

than the λ/4 of the incident wavelet, could not be detected by seismic surveys. The 

vertical resolution can be increased by shortening the wavelength, i.e. increasing the 

frequency (Fig. 2.6 (a)). However, high frequency signals suffer more attenuation; 

consequently the vertical resolution decreases with the depth. The deeper the layer, the 

lower the frequency can be received.   

Horizontal resolution describes how close two reflecting points can be separated 

horizontally. It is usually estimated from the width of the first Fresnel zone, Rf, which is 

expressed as (Sheriff, 1989):  

f

tv
R f

2
                           (2-12) 

where v is the seismic velocity; f is the frequency and t is two-way reflection time 

traveled by the seismic waves from the surface to the reflecting interface and back. The 

first Fresnel zone may be approximately described as an area on the reflecting surface 

from which scattered, seismic waves arriving back at the receiver interfere constructively 

and arrival at about same time.  As such, any arrivals from this patch cannot be 

individually resolved. Subsurface features smaller than the Fresnel zone usually cannot be 

resolved using seismic waves although they might be still detected via their scattering 

response. High frequency (or equivalently shorter wavelengths) narrows the Fresnel zone.  
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But it not only depends on the frequency, but also on the velocity and depth of reflectors 

(Yilmaz, 2001). 

Fig. 2.6 shows the vertical and horizontal resolution variation as frequencies of 1-1000 

Hz with a model (Fig. 2.6 (c)) of velocity linearly increasing with depth from 5000 m/s to 

6000 m/s. These velocities are illustrative of those observed at Outokumpu. Both the 

vertical resolution and the horizontal resolution decrease with depth and increase with 

frequency without considering of the earth filtering to higher frequencies. The horizontal 

resolution has more rapid decrease than the vertical resolution in depth, and less increase 

with frequency. At the frequency of 250 Hz, the resolvable vertical resolution is between 

5 m and 10 m, but the horizontal resolution is about 200 m. 

The seismic reflection survey generates a structure image in the earth’s interior. It can be 

carried out on land or on water. Depending on the purpose of exploration or economical 

reason, it can be a 2D or 3D survey. The 3D seismic acquisition is much more 

complicated and more expensive than 2D seismic. The result of 3D seismic survey can be 

thought as a volume of data which can be sliced in arbitrary ways to produce seismic 

lines in arbitrary directions; consequently, the volume of data is huge. 3D methods had 

not been accepted extensively until computer technologies were rapidly developed in 

1970s (Nelson, 1983).  

A 2D seismic survey is relatively cheap and easy to implement. The energy source is 
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placed on the same surface line with a number of receivers (Fig. 2.7). Seismic work is 

carried out along the line where the seismic profile is desired, although surface features 

and culture must be considered in the layout. Data acquisition consists of activating the 

source and simultaneously triggering the seismic recording system that acquires the 

signals from the otherwise passive geophones. As sources and receivers move along the 

line, subsurface structure under the line is able to be delineated after data processing (Fig. 

2.8).  

Sometimes, due to the surface situation or exploration needs, a survey line could be 

crooked due to local culture and topography, this is the case at Outokumpu. When the 

survey line is crooked (Fig. 2.9), the common midpoints (CMP) cannot all fall on the 

same location as in a ideal ‘straight’ 2D seismic survey. The CMP points are distributed in 

areal patches instead of at points. To cover them, a rectangle bin grid is chose as Fig. 2.9 

shows. The surface line (Processing line) could be straight or curved (Wu et al., 1995, 

Kashubin and Juhlin, 2010) depending on the need of processing and how crooked the 

survey line is. However, neither of them would be able to follow the survey line exactly. 

Usually it is defined by following the density of CMP points (Wu, 1996). This irregular 

survey brings some special problems, such as variable fold coverage and uneven offset 

distribution. Further, some difficulties would be introduced into processing, too. It needs 

to deal with the less effectiveness in conventional stack and migration caused by the 

existence of the cross-dip which means that the subsurface reflectors have a dip angle in  



51 

 

  



52 

 

  



53 

 

  



54 

 

the direction perpendicular the surface line (Nedimovic, 2000). This issue will appear 

with the data analyzed in this chapter. 

Some successful examples of handling crooked-line geometries have been published. Wu 

et al. (Wu et al., 1995) and Nedimovic and West (Nedimovic and West, 2003a) both 

presented a cross-dip stack method applied by correcting the cross-dip-moveout (CDMO) 

before stack. And Nedimovic and West (2003a) also presented another method they called 

amplitude stacking that proved to be effective to improve the stack imaging. Kashubin 

and Juhlin (2010) produced ‘alternative CDP binning strategies’, which involves 

changing the orientation of the bins according to the estimated cross-dip to better align 

the reflection events. In addition to these methods that focus on stack imaging, 

Schmelzbach et al. (2008) presented a diffraction imaging scheme to enhance the image. 

Further, Nedimovic and West (2003b) provided a 3D Kirchhoff Prestack migration 

algorithm to construct a 3D image volume from the data obtained; in this way a 2D 

crooked survey instead provides some 3D information along the profile Successful 

processing can even provide the strikes and dips information of reflectors (Bellefleur et 

al., 1998).  

The data recorded from receivers is in digital form as a number of shot gathers (Fig. 2.7). 

As shots and receivers are moved forward along the survey line in a fixed interval, 

multiple-fold seismic records are obtained. As Fig. 2.8 (a) showed, there are a certain 

number (fold) of traces from different shots and receivers at a common depth point (CDP) 
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which is assumed to lie below the corresponding common midpoint (CMP) on the surface. 

Fold is used to describe how many traces bottom within same CMP point. Fold is 

determined by the number of ‘live’ receivers in a spread and the spacing between the 

source points in a regular seismic survey. Shot gathers will be sorted into CMP gathers 

like Fig. 2.8 (b).  

In one CMP gather the reflection traveltime curve as a function of offset is approximately 

a hyperbola. The time difference between traveltime at a given offset and at zero offset is 

called normal moveout (NMO) (Yilmaz, 2001). And the NMO correction is the method to 

remove the time differences caused by different offsets. After NMO correction (Fig. 2.8 

(c)), traces in a same CMP gather will be summed together to generate a strong seismic 

stacking trace (Fig. 2.8 (d)). So a stack profile can be gained after all the CMP gathers are 

summed (Fig. 2.10). A simple processing sequence is illustrated by Fig. 2.11. The data 

acquired in the field includes not only the desired reflections for imaging but also 

refractions, surface waves and multiples (Fig. 2.7). Further, we also need to face other 

amplitude, frequency, and velocity problems before we can map the subsurface. So it is 

really necessary to process the data before interpretation.  

2.2 Seismic Survey and Data Acquisition 

These two crooked seismic lines (line_2000 and line_3000, Fig. 1.10) in Outokumpu 

were recorded in 2006 by University of Alberta, the GTK (Geological Survey of Finland)  
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and Institute of Seismology of University of Helsinki as part of a project funded by the 

International Continental Drilling Program. These profiles were obtained near the OKU-1 

deep drill hole in order to improve the determining the detailed underground structure. 

Acquisition of the lines was complicated by the irregular topography (Schijns et al., 

2009), natural features, and human occupation. As such, obtaining truly straight lines was 

impossible. Further, the two profiles were almost perpendicular to each other, but the 

local culture did not allow for a crossing point among the lines and the deep drilled hole.  

Seismic data were acquired with a 1 ms sampling period on 216 channels using a 

semi-distributed system (Geode○R , Geometrics, California). A high-frequency vertical 

seismic vibrator (IVI MinivibTM, Industrial Vehicles International, Oklahoma) source 

employed an 8 s linear taper sweep with frequencies 15–250 Hz with a nominal force of 

25 kN (~5500 lbs). The nominal source gap was 20m, and receiver gap was 4m. The total 

recording length is 5 seconds.  

From the geometry figures of Fig. 2.12 and Fig. 2.13, we can see these two 2D seismic 

lines were particularly crooked for the reason of avoiding houses and other buildings. 

Sources are shown as red squares, and receivers are blue squares. Line_2000 was covered 

by both sources and geophones, but line_3000 could not be completely covered by 

geophones due to time constraints. Indeed, these reflection profiles were really only 

obtained while taking advantage of the fact that the walk-a-way VSP’s were being 

obtained. As noted by Schijns et al (2009), however, obtaining these surface profiles was  
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critical to properly processing the walk-a-way seismic data later. Additionally, the shot 

points were more limited in this line because of local infrastructure.  

The surface, or processing profiles are shown on the geometry figures as dark green lines, 

these were defined by following the density of common-midpoint (CMP) (dark points) in 

Vista™ software, and they were adjusted manually to follow the survey lines where they 

deviated the survey lines too far. The CMP points distribute in a wide area since the 

survey lines were seriously crooked. Relatively large bin spacing was defined to cover as 

many CMP points as possible. However, some of the CMP points still can not be included 

in this coverage; and this information is unfortunately lost. This is one problem that this 

irregular survey introduced for data processing (Wu, 1996). And at the same time, since 

the corresponding CDP (common depth point) points in one bin grid lie in a range not at a 

point as normally 2D seismic survey does, this has an impact on the resolution of stacking 

and migration if a cross-dip exists. 

2.3 Data Quality 

Seismic reflection surveying is the technology to detect the subsurface structures by using 

reflections. However, as we know, noise, refractions and other events always interfere 

with the desired reflection signals (Fig. 2.3). This is particularly important here as the 

reflections we expect in these metamorphic terranes are quite weak. Noise can be 

classified as linear noise and non-linear noise. And it is unavoidable during the seismic 
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acquisition. Moreover, when different types of waves arrive at the geophones at the same 

time they are difficult to separate. In order to increase the reflection signal compared to 

the background noise, the quality of data needs to be analyzed at the beginning to 

determine how those noise differs from signals. And on the basis of this analysis, then we 

can select processing flows and parameters to attenuate noise.  

Several analysis means will help us to understand the quality of the data: recognizing the 

type of interference waves, amplitude characteristics, and the frequency properties.  

Examining the raw data from shot gathers (Fig. 2.14 (a) and Fig. 2.15 (a)), amplitude is 

attenuated from shallow to deep on each shot gather due to the fact that the energy of 

waves is dissipated while they propagate, which will be discussed in details in later 

section. The attenuation is more serious on line_2000 than on line_3000. Further, energy 

differences between shot points also exists on different positions of line_2000 (Fig. 2.16) 

and line_3000 after examining whole data set, this is due to the changing ground 

conditions along the lines that ranged from excellent coupling on the snow covered dirt 

roads to poor coupling in zones covered loose sands or gravels. After balancing the 

energy loss by AGC (automatic gain control), several types of interference waves can be 

revealed from shot gathers: surface waves (ground roll), air waves, linear noise and 

random noise (Fig. 2.14 (b) and 2.15 (b)). Reflections cannot easily be seen with such a 

strong noisy background.  
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The surface waves are also commonly known as ground roll. They have low group 

velocity, large amplitudes and sometimes low frequency. It usually can be attenuated by 

bandpass filtering if the frequency content of the surface waves differs significantly from 

the desired signal. Alternatively, a two-dimensional F-K filter can be applied, and as this 

is used extensively later its discussion is delayed.  

Air waves are essentially the unavoidable audible sound waves produced by the seismic 

source while it is active. These travel with a ~340 m/s velocity and are also a serious 

problem for seismic processing. The problem with them is that the sound waves usually 

include frequencies much above those for the waves propagating in the earth. As such, 

they are highly aliased (improperly sampled) by the data acquisition system. There are no 

effective ways to completely remove them from records except muting (i.e. zeroing) them 

out by choosing a narrow corridor along their propagation path. However, reflections in 

this corridor zone will be muted at the same time. As there is no perfect solution to do this 

it must be performed with care.  

Shear waves (Fig. 2.14) are also treated as noise since we only need the P-wave 

reflections, here. The shear wave refraction has a higher velocity (about 1800 m/s) than 

the surface wave and falls within the same frequency band as the desired signal. It can be 

identified in the frequency-wavenumber F-K domain as linear noise. Surgical mutes may 

be applied to it, but this will result in the loss of some of the desired signal. So usually a 

narrow F-K filter is used to attenuate it on the base of no spatial aliasing generated.  
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In addition, the amplitude spectra (Fig. 2.14 (c) and Fig. 2.15 (c)) show that the frequency 

band of effective amplitudes mainly lies between 30 Hz to 180Hz for line_2000, and 30 

Hz to 150 Hz for line_3000. It may vary from shot to shot; and a general examination on 

each shot is needed. The final bandpass filter parameters were consequently determined 

based on this shot by shot examination. The low frequency part is considered to be 

dominated by surface wave due to the high amplitude.  

To sum up, line_2000 and line_3000 are both noisy data sets with low signal-to-noise 

ratio. This is another challenge for the data processing. 

2.4 Data Processing 

The purpose of seismic processing is to organize the shot gathers collected in the field, to 

edit out poor signals, to condition desired signals, to re-sort them into common midpoint 

(CMP) gathers, and finally to correct the traveltimes so they can be added together to 

enhance the signal to noise of the coherent events. Seismic data processing usually 

follows a basic routine (e.g., Fig. 2.11) but it may be varied for specific needs. The 

determination of whole processing sequence was based on the geometry and quality of 

these 2D seismic data. While only the final results are shown, it is important to note that a 

great deal of testing of different parameters and techniques, not all of which are 

successful and consequently not shown here, is essential before determining parameters 

for each step. Detailed information is discussed in later sections. 
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2.4.1 Defining Geometry and Processing Flows 

With crooked line acquisition, the CMP gathers have inconsistent fold coverage and 

uneven offset distribution (Nedimovic and West, 2003a). The CMP points cover a wide 

area surrounding the survey lines as already shown in Fig. 2.12 (a) and Fig. 2.13 (a) 

above. Surface lines did not follow shot lines or receiver lines exactly since survey lines 

were crooked. The surface profiles were defined by following the distribution of CMP 

points and as close to the survey line as possible, which are shown as dark green lines on 

Fig. 2.12 (b) and Fig. 2.13 (b). The bin spacing needs to be large enough to catch the 

scattered CMP points but a larger area will lead to higher uncertainty about the image if a 

cross-dip exists (Nedimovic and West, 2003a). As a result, some CMP points were not 

included in the bins; they gave no contribution to the final image. Note that line_3000 

was less crooked than line_2000 and has a relatively narrower CMP distribution range. 

Hence, a bin spacing with 2 m in the surface line direction since the receiver gap is 4 m, 

and 100 m wide in the perpendicular direction of the surface line was chosen in order to 

cover most of CMP points for line_2000. Correspondingly, the bin spacing for line_3000 

was 2 m in the surface line direction and 80 m wide in the perpendicular direction. 

Subsurface folds are displayed on Fig. 2.17, which do not distribute uniformly. On 

line_2000, besides the both edges of survey line, low fold coverage also can be observed 

from CMP 560 to CMP 620 and around CMP 720 by reason of seriously crooked survey 

line. It is obviously that line_2000 has more irregular fold coverage than line_3000.  
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However, Line_3000 has much lower fold coverage than line_2000. The fold coverage in 

line_3000 is all lower than 70 comparing with 120 in line_2000.  

According to the quality analysis, a series of processing flows and parameters were tested. 

And the processing was mostly performed on Vista™ software. Table 2.1 shows the final 

processing procedure and key parameters. 

2.4.2 Trace Editing and Static Corrections 

The trace editing operation is to delete or omit dead and exceptionally noisy traces which 

are normally called bad traces or abnormal traces. These bad traces can be revealed by 

abnormally high amplitude and frequency spike which are usually dangerous if included 

in the final stack as they contain little or no useful coherent energy. They could cause 

processing algorithm to be unstable or create false events in the image. Accordingly, 

detecting and editing of bad traces was performed on records one by one, and it needs to 

be done carefully and manually. Trace editing may decrease the fold coverage, but it 

enhances the resolution of stack profile by eliminating directly those traces that contain 

minimal useful information.  

‘Statics’ are corrections which are applied to seismic data to eliminate travel time shifts of 

the reflection times caused by variations of topography and of velocity of the near-surface. 

The static corrections are made to make sure that all the records are from a common fixed 

datum. This correction involves two factors. The first is the elevation differences between 
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the shot and receiver points. The second is the seismic velocity structure of the topmost 

‘weathered’ layer which usually has an abnormally low velocity.  This result in rapid 

lateral shifts in the travel time of even flat lying deep reflections and may cause false 

indication of subsurface structures on the seismic section.  

The elevation information can be obtained from elevation changes in trace headers (as 

obtained by differential GPS (Global Positioning System) surveying during the field 

campaign). The variations of the low velocities and thicknesses of the weathered layers 

can be derived from the arrival time of recordings using various methods including 

seismic tomography as carried out by Schijns et al (2009). In the Outokumpu seismic 

survey, elevations of shots and receivers range from 88m to 108 m with the biggest 

elevation difference among shots and receivers being about 20 m. The static correction is 

a combined weathering and election correction. It is calculated based on the first break 

time of seismic recordings. Because of the rapidly varying topography and the extreme 

variations in velocities between the near surface materials of glacial origins and the 

metamorphic bedrock the static corrections are quite severe. Indeed, Schijns et al. (2009) 

had to develop a laterally varying two dimensional velocity model of the near surface 

materials in order to be able to properly analyze the walk-a-way VSP data so obtained. 

Meanwhile, since Schijns et al. (2009) only calculated the statics for the shots locations as 

was needed for her VSP analysis, here the statics for receiver positions were generated by 

interpolating between her shot position values. This could be achieved only because shots 
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and receivers followed the same trajectory on the surface. This may not be exactly 

accurate, but as the spacing between the shots was nominally only 20 m, it is enough for 

long wavelength corrections. Some errors can be corrected after residual static correction. 

However, by the reason that line_3000 was not completely covered by shots and receivers, 

the statics for receivers in the shots missing area (Fig. 2.13) all kept a constant value 

which was obtained from the closest shot. So this resulted in relatively big correction 

errors in shots missing area.  

The near surface traveltime effects obscured many features of the data, and the removal 

of these was crucial to the successful processing and interpretation of the data. After 

applying the refraction statics on sources and receivers, the fixed datum is 12 m above the 

sea level. The records after statics correction are shown on Fig. 2.18 and Fig. 2.19. The 

effect is very pronounced in Fig. 2.18 where the large bump in the traveltimes was largely 

removed.  

The overall continuity of reflectors is an important criterion to evaluate the effectiveness 

of the refraction static correction. But in this case the deeper and weak reflectors are not 

readily seen in the shot gathers before noise attenuation. It also can see that the statics 

correction yield substantial improvements on the seismic records. Line_2000 has a more 

observable change than line_3000 because line_2000 has a more serious static problem. 

However, some errors still exist due to the fact that velocities and thicknesses can never 
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Table 2.1 Processing sequence and parameters for 2D seismic lines 

Processing Step 

Parameters 

Line_2000 Line_3000 

Geometry Definition   

Lmo   

Trace editing   

Applying refraction statics   

Bandpass filtering 30-40-170-190 30-40-130-150 

Spherical divergence compensation Time-velocity pairs Time-velocity pairs 

Surface consistent compensation   

F-K filtering   

Spiking deconvolution Operator length:200ms Operator length:200ms 

Autocorrelation    

Predictive deconvolution Operator length:200ms 

Prediction lag: 18ms 

Operator length:200ms 

Prediction lag: 18ms 

F-X 2D prediction Filter length: 3 traces Filter length: 3 traces 

CMP sorting   

Initial velocity analysis   

NMO correction and first stacking   

First residual statics calculation   

Second stacking   

Second velocity analysis   

NMO correction and Third stacking   

Second residual statics calculation   

Fourth stacking   

Time-variant bandpass filter -200-400ms: 30-40-90-100 

400-1000ms: 30-40-150-180 

1000-5000ms: 30-40-90-100 

-200-400ms: 35-45-90-100 

400-1000ms: 30-40-120-150 

1000-5000ms: 30-40-100-120 

F-X 2D prediction  Filter length: 3 traces Filter length: 3 traces 

Velocity smoothing   

Kirchhoff migration 100%velocity 

200 traces in diffraction 

100%velocity 

200 traces in diffraction 



76 

 

be precisely modeled and especially because the crooked lines are not usually perfectly 

modeled by two-dimensional models since three-dimensional heterogeneities exist. These 

errors can be corrected during a residual statics analysis which will be discussed later. 

2.4.3 Noise Attenuation 

Both line_2000 and line_3000 have very low signal-noise ratio. According to the data 

quality analysis, the noise mainly includes random noise, surface waves, airwaves, linear 

noise and high frequency interference which can be identified from Fig. 2.14 (b) and Fig. 

2.15 (b). From the average amplitude spectrum picture for a shot shown on Fig. 2.14 (c) 

and Fig. 2.15 (c), low frequency part from 25 Hz to 40 Hz for both line_2000 and 

line_3000 is mainly dominated by surface waves. Therefore, bandpass filtering was used 

to reduce surface waves. To avoid removing some reflections in this frequency band 

inadvertently, the parameters has to be chosen carefully, and need to be test and 

determined after comparisons of filtering results.  

To further suppress noise, F-K velocity filtering was applied to seismic data. F-K velocity 

filtering removes unwanted energy based on velocity properties of seismic wave modes. 

Seismic wave modes can differ in two fundamental ways (Hardage, 2000). One is the 

direction of velocity propagation and the other is the magnitudes of velocities. Therefore, 

noises that can not be isolated in time domain might be isolated in 

frequency-wavenumber domain. In the frequency-wavenumber domain, velocities are 
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equal to the frequency f over the wavenumber k according to 
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                           (2-13) 

where  is the angular frequency. For a fixed velocity (i.e. nondispersive), the plot of 

frequency versus wavenumber is a straight line. Surface waves and linear noise usually 

have lower frequency and low velocities. In our case, velocity of surface waves is about 

190 m/s. The velocity of airwaves is about 340 m/s but they have a much broader range 

of frequencies.  A second strong linear arrival (possibly a direct wave or a shear wave) 

has a velocity of 1400 m/s. Each seismic record was divided into negative offset and 

positive offset parts, and was transformed into frequency-wavenumber domain from 

space-time domain by using a 2D Fourier transform (Fig. 2.20 (a) and Fig. 2.21 (a)). 

Different F-K filtering ‘pie slices’ were tested. Big pie slice including not only the 1400 

m/s arrival waves may artificially act the F-K filter on signal. Some false events might be 

generated. So a relatively narrow F-K filter pie slice including only the linear events was 

finally chose. Since data with positive offsets was transformed into the negative 

wavenumber half plane in F-K domain and data with negative offsets was transformed 

into the positive wavenumber half plane in F-K domain, a F-K filtering pie slice in 

negative wavenumber half plane was applied to positive offset data part. And a F-K 

filtering pie slice in positive wavenumber half plane was applied to negative offset data 

part. This was carried out manually on a shot gather by shot gather basis. Then the 

filtered seismic data was transformed back into the x-t space-time domain. The  
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differences between data before F-K filtering and data after F-K filtering must be 

inspected to make sure that no signal was filtered. The effect of F-K filtering depends on 

the size of pie slices and also on the quality of seismic data.  

F-K filtering was used twice on both line_2000 and line_3000 to attenuate the ground roll 

and the 1400 m/s linear noise arrival with different pie slices, respectively. The data lying 

in the pie slices (Fig. 2.20 (b) and Fig. 2.21 (b)) were eliminated in F-K domain, which 

also are shown on Fig. 2.22 (c) and Fig. 2.23 (c). Fig. 2.20 and Fig. 2.21 show the F-K 

filtering on linear noise in F-K domain. And Fig. 2.22 and Fig. 2.23 show an example of 

F-K filtering on shot gathers from line_2000 and line_3000 respectively. By inspecting 

the difference between (a) and (b), linear noise and some ground roll were attenuated by 

the F-K filtering. The application of the F-K shown in Fig. 2.22 is somewhat 

disappointing as little difference is seen before and after. That in Fig. 2.23 is much more 

positive as a series of hyperbolic shaped events appear particularly at the expected depths 

for the Outokumpu-type assemblage in Fig. 2.23 (b) that are not readily visible in Fig. 

2.23 (a). Although noise was not removed completely, further processing might achieve 

even better results.   

Perhaps more important than the filtering, the summing of the appropriately time 

corrected seismic traces such that the desired coherent reflections add together referred to 

as ‘stacking’ in the seismic processing vernacular is the simplest and most powerful 

method to reduce random noise. All traces gathered from a same CMP point will be  
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corrected by stacking velocities and added together. As a result, reflectors which have 

same phase will be enhanced. And random noise which is uncorrelated from trace to trace 

and has different phases will be largely attenuated after stacking.  

The F-X 2D predictive method is generally used after stacking in order to attenuate 

remaining noise to increase signal-noise ratio (Chase, 1992). It can also be applied to 

either common-offset or common shot gathers prior to stacking. It works by first 

transforming data into frequency-offset domain. Then a Wiener prediction filter is applied 

to each mono-frequency series on each trace. The data is then transformed back to the 

space-time domain. The effect is to "smooth" the data across space (x). Of course care 

must be exercised in the application of such procedures as, while it may provide an image 

that is more appealing to the eye, it may also have smoothed out some important 

structure.  

Noise can also be suppressed by applying spiking deconvolution, predictive 

deconvolution, and time-variant bandpass filtering (Scheuer and Oldenburg, 1988). The 

resolution is improved step by step and these techniques will be discussed in more detail 

shortly.  

2.4.4 Amplitude Compensation  

In seismic surveying, seismic waves are propagated through the earth’s interior and return 

to surface after refraction or reflection at geological boundaries. As seismic waves 
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propagate, the energy is dissipated and the amplitude of the wave gradually diminishes 

(Lowrie, 2007). The factors which affect amplitude are generally known, which include 

simple geometric divergence, the spread of wavefront, scattering, and absorption. In a 

homogeneous medium, simple geometric energy attenuation is proportional to 1/r
2
, and 

amplitude attenuation is proportionate to 1/r, where r is the radius of the spherical 

wavefront emanating from the point source. Scattering due to the heterogeneities in the 

earth also causes the amplitude decrease (Wu, 1989). This occurs in a discontinuous 

medium or a medium with rapid variations of velocities and densities. The energy is not 

lost. It is redistributed into other directions, and the wave types may change, too. The 

factors that affect the scattering include source frequency, rocks’ physical properties, and 

the propagation distance. The absorption happens due to the imperfect elastic properties 

of medium and part of this energy is converted to frictional heat. The attenuation of 

seismic waves by absorption is dependent on frequency. High frequencies are attenuated 

more rapidly than are low frequencies (Lowrie, 2007).   

Amplitude decays as the traveltime increases as offset gets further. The severity of the 

amplitude decay differs from common shot gather to common shot gather for a variety of 

reasons (Fig. 2.16).  

To compensate for amplitude loss, three methods were used. The first is a somewhat 

empirical spherical divergence (spreading) correction. In a common form, the spherical 

divergence is corrected by (Wang and McCowan, 1989) 
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BTAD *                            (2-14) 

where, A and B are constants, and T is either the travel time or the offset. A and B are 

determined empirically. But a fixed divergence factor as a function of traveltime couldn’t 

correct the divergence completely. More precise correction is developed by Newman 

(Newman, 1973). It works by using square law spherical spreading method to 

approximate the effect of amplitude loss. The divergence factors are established from a 

priori knowledge of the velocity in the first layer together with information which is 

obtained from the timing of reflected events and the time-weighted RMS (root mean 

square) velocity (Newman, 1973).  
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where Vi is the interval velocity in ith layer. V1 is the velocity in the first layer. 
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It works well on short offset distances where the NMO is very nearly hyperbolic. It 

should be noted that the spherical divergence (spreading) correction is based on an 

assumption of the earth model consisting of horizontal, isotropic layers. However, the 

energy loss due to the geometrical spreading can be fairly compensated.  

In my case, the time and velocity information were obtained from the velocity files 

analyzed in line_2000 by Suvi Heinonen in 2007. They were applied on both two seismic 

lines.  

As we noted, an amplitude difference still exists in different shot gathers because of 

near-surface variations, differences of source strength/coupling, and other acquisition 

factors. This influences all common-midpoint based processing since traces in a CMP 

gather are from different shot gathers. Consequently, it is necessary to counterbalance this 

energy discrepancy in the early stages of processing. To achieve this, a surface consistent 

amplitude compensation method was used in Vista
TM

 software. It decomposed amplitudes 

of raw data into CSP (common shot point), CRP (common receiver point), CMP and COP 

(common offset point) components. Then balance factors for each trace were calculated 

from these four components, and applied to raw data to balance amplitude in a 

surface-consistent way (Taner and Koehler, 1981, Cary and Lorentz, 1993). The effect of 

amplitude compensation is shown on Fig. 2.24 and Fig. 2.25. 

After spherical amplitude compensation and surface consistent amplitude compensation,  
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energy losses have still not been corrected completely. Another compensation method 

known as AGC (automatic gain control) was also applied. AGC works by applying a gain 

to equalize the amplitude base on the traveltime. It is given by 

N

a

A

N

i

i
 1

2

                          (2-17) 

where, N is the number of sampling points in a window, a is the amplitude. Traces will be 

divided in number of windows. In each window, A is calculated and assigned to the 

middle of the window. And the window slides along the trace till all the amplitude factors, 

A, are calculated for all the windows. It can improve the visibility of deep data, but it 

destroys the true-relative amplitudes (Eaton and Wu, 1996). So, in order to preserve 

potential information in true-relative amplitudes, AGC was used only before stacking to 

raise weaker signals. No AGC or other gain was used on CMP gather. 

2.4.5 Deconvolution 

Deconvolution is the converse of convolution, and it can be thought of as an inverse 

filtering of the data.  It is normally applied to improve seismic data by compressing the 

wavelet to increase time resolution or by attenuating multiples and reverberations prior to 

a final stack. The earth which consists of layers of rocks with different seismic impedance 

is treated as a filter and so the forward seismic recording of the data can be considered as 

a convolutional process. That is, the recorded seismogram x(t) is the result of the 
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convolution of seismic wavelet with the earth’s impulse response with added random 

noise, as shown in equation 2-18 ( from Yilmaz, 2001).  

)()(*)()( tntetwtx                         (2-18) 

where x(t) is the recorded seismogram, w(t) is the seismic wavelet, e(t) is the earth’s 

impulse response, and n(t) is the random noise.  

Deconvolution is used to try to recover the impulse response e(t) out of the recorded 

seismogram x(t) by deconvolving out the input wavelet w(t) that was filtered by the earth. 

If this could be done perfectly, then one would have the highest resolution seismogram 

possible, i.e. one that would have a spike with the reflection strength amplitude at each 

reflecting event in the earth. Of course, this is the ideal and can never in practice be fully 

achieved but, regardless, substantial improvements can still be made.  

Spiking deconvolution was applied after the noise removal described in the previous 

section to compress the wavelet to a spike. A minimum phase seismic wavelet is required 

for obtaining a stable inverse. If the wavelet is not minimum phase, we will not get a 

perfect zero-lag spike (Yilmaz, 2001). However, the result is still acceptable. After testing 

with different operator lengths, 200 ms was finally chose for the spike deconvolution.  

Predictive deconvolution was applied after spiking deconvolution to attenuate multiples. 

Multiple reverberations are often a problem in reflection seismic data as they can appear 
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as false events, can results in erroneous velocity analyses, or interfere with the desired but 

weaker primary reflections. Predictive deconvolution is one means to attempt to attenuate 

such reverberations. Predictive deconvolution assumes that the primary reflections are 

inherently unpredictable while the more periodic multiples are predictable (Yilmaz, 2001). 

The key parameter in predictive deconvolution is the prediction lag which is related to the 

periodicities of multiples. After testing on different prediction lags, 18 ms was utilized at 

last. Comparing shot gather and frequency spectrum before deconvolution with same 

record after spiking and predictive deconvolution (Fig. 2.26 (c) and Fig. 2.27 (c)), we can 

see deconvolution broadened frequency range, increased main frequency value, and 

improved data quality effectively. On the shot gather after deconvolution from line_2000 

(Fig. 2.26 (a)), the reflections became stronger and more continuous. Additionally, from 

autocorrelation pictures before and after deconvolution (Fig. 2.26 (b) and Fig. 2.27 (b)), 

wavelet was compressed, and multiples were suppressed successfully.  

2.4.6 Stack Velocity Analysis 

Velocities are the most important information in seismic data processing. They are the 

basis of stacking, migration, and time-depth conversion. In data processing, NMO 

velocities are analyzed to correct the normal moveout like Fig. 2.28 and Fig. 2.29 shows. 

For a perfectly flat-lying layered geology this is identical with the time-normalized root 

mean square (RMS) velocity described above in Equation 2-19. As shown in many texts, 

the traveltime curves of different reflectors from a horizontally layered geology are  
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approximately described by: 

2
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tt                           (2-19) 

where x is the offset between source and receiver, v is stacking velocity, and t0 is the 

traveltime to the reflecting interface at zero offset (i.e., x = 0). So, the NMO correction 

can be derived and given by: 
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Furthermore, the empirically derived stacking velocity is generally equal to NMO 

correction velocity (or root mean square (RMS) velocity).  

The RMS velocity is used to flatten via correction the seismic reflections on each CMP 

gather before stacking. Use of Vrms values that are lower than the actual ones will 

‘overcorrect’ the reflections, such that the image of the corrected reflection will be 

concave up with a ‘smile’. In contrast, too high values for Vrms will undercorrect the 

reflections and they will remain downward concave as a ‘frown’. When a proper velocity 

is used, the reflections are flattened; they may then be added up together (‘stacked’) to 

give a stronger event by improving the signal to noise ratio.   

Hence, one of the most important parts of seismic processing is finding the appropriate 

function Vrms (x, to) that will allow all of the traces in each CMP to be appropriately 
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summed. When we use the actual data to find Vrms (x, to) then the results is called the 

‘stacking’ velocity. Two ways for velocity analysis were used here to determine the 

stacking velocities. One is called semblance which is based on computing the velocity 

spectrum. On velocity spectrum, velocity is a function of two-way time. The signal 

coherency is calculated by means of hyperbolic searches of CMP gathers for a large 

number of narrow time windows where various stacking velocities are assumed (Taner 

and Koehler, 1969). Stacking velocities were interpreted by choosing the highest 

coherency points. 

When the semblance velocity spectrum is insufficient to provide accuracy in velocity 

analysis, another technique, the constant velocity stack (CVS) is often used to assist in 

determining the stacking velocity. The CVS method stacks CMP gathers with a range of 

constant velocities. And the velocity estimation is based on the amplitude and continuity 

of stacked events.  

Base on the importance of velocity analysis to the quality of stacking, usually a reliable 

velocity function is obtained by using a combination of the CVS method and the velocity 

spectrum. This is done interactively within the Vista™ software. Fig. 2.28 and Fig. 2.29 

show examples of velocity analysis. Velocity analysis was performed on selected super 

CMP gathers, every 50 CMPs for first velocity analysis and every 25 CMPs for the 

second velocity analysis. The super gathers were constructed by combining 11 adjacent 

CMP gathers together. This can increase the accuracy of velocity analysis in low fold 
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coverage area and low signal-to-noise ratio area. Fig. 2.28 (a) and Fig. 2.29 (a) show the 

velocity spectra derived from the super gather as in Fig. 2.28 (c) and Fig. 2.29 (c). For 

each spectrum, the velocity was scanned from 3000 m/s to 9000 m/s every 50 m/s. the 

vertical axis is the two-way time from 0 to 5 seconds for line_2000 and from 0 to 2.5 

seconds for line_3000. Red indicates the maximum coherency values. The panel of CVS 

analysis is shown on Fig. 2.28 (b) and Fig. 2.29 (b). The velocity scan range is from 3000 

m/s to 9000 m/s. Red points are velocities chosen as the best stack response (i.e. the 

optimal Vrms(x, t0). 

The whole velocity-time pairs were picked based on semblance, CVS and CMP gather 

information. Complete velocity fields across the entire profile were generated by spatially 

interpolating velocity-time pairs, which were shown on Fig. 2.30 and Fig. 2.31. The 

velocity field was used to flatten CMP gathers, and stack. These velocities were also used 

for migration. 

From velocity fields, velocities vary from 4000 m/s to 7000 m/s in depth. And line_2000 

and line_3000 both have a relative stable velocity variation in lateral direction. Velocities 

have more changes in the shallow part than in the deep part. This can explained because 

there are more interference waves in shallow layers, like shear waves and surface waves, 

which will affect the accuracy of velocity analysis. And also inadequate static correction 

could be another reason. In the objective zone around 500 ms, the velocity varies from 

5500 m/s to 6500 m/s, which can also be identified from Fig. 2.30 and Fig. 2.31. 
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2.4.7 Residual statics correction 

On the beginning of data processing, refraction statics were applied to the data to remove 

the impact from the irregularities in the near-surface. These corrections generally remove 

long-wavelength anomalies. But short-wavelength anomalies still exist and the first round 

refraction statics cannot capture these smaller scale variations. These also need to be 

corrected to image subsurface structures accurately. These secondary static corrections 

are referred to as residual statics correction. This usually follows velocity analysis and 

normally will be performed iteratively with velocity analysis.  

There are several different methods which can achieve residual statics correction. In this 

project, residual statics corrections were calculated by using a stack power maximization 

algorithm employed in Vista™ software which was presented by Ronen and Claerbout 

(1985). This method calculates static values by minimizing the difference between 

modeled and actual traveltime deviations associated with a reflection event on 

moveout-corrected gathers (Yilmaz, 2001). It involves several important parameters 

which need to be chosen with care, especially for the current data with low 

signal-to-noise ratio. It includes model building, correlation windows, and maximum 

allowable time shifts. The correlation window usually covers all the objective zones at 

least, and could be as long as the whole time length of data. The maximum allowable 

time shift and model building should be made by examining the stack response. When the 

static values are close to one time sample interval (here 1 ms), the iteration between 
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velocity analysis and residual static calculations should be completed.  

After testing on different parameters, a window from 300 ms to 800 ms was defined and 

the biggest time shift was limited in 24 ms. Two iterations of velocity analyses and 

residual statics corrections were carried out on line_2000, and three iterations for 

line_3000. These iterations are necessary to consistently improve the stacking function 

and static corrections.  

The effectiveness of residual static corrections can be observed from Fig. 2.32 for a 

portion of line_2000 and Fig. 2.33 for a portion of line_3000. These comparisons 

between the profiles with and without residual static corrections, the continuity of 

reflections and resolution of stack have been improved. This is especially obvious in Fig. 

2.32 where new events appear at depths near 900 ms below the main expected reflectors 

at 500 ms. The effect is perhaps more pronounced in Fig. 2.33 where the 500 ms reflector 

package was initially very difficult to discern.  

2.4.8 Stack 

Common-depth point or Common midpoint stacking was performed based on all the 

reflections were flattened by NMO correction. The process is summing traces in the same 

CMP gather up, and then divided by fold to produce the final CMP trace. The plotting of 

all of the CMP traces generates a seismic profile.  
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After stacking, an F-X 2D prediction method was utilized on stack profile to improve 

signal-to-noise ratio. This method is discussed on the noise attenuation section. The 

comparisons before and after F-X 2D prediction filter are displayed on Fig. 2.34 

(line_2000) and Fig. 2.35 (line_3000). The signal-to-noise ratio on both line_2000 and 

line_3000 are effectively improved, especially in those oval areas. In addition, a 

time-variant bandpass filter was applied. For the shallow part of data, a relatively 

narrower bandpass filter was chose to attenuate some high frequency noise. The final 

stack profile is shown on the Fig. 2.36 and Fig. 2.37. 

2.4.9 Seismic Image Migration 

The common midpoint stack is originally set up to attenuate noise without attenuating the 

reflections. It is based on the assumption of horizontal layers. It is not strictly valid for 

dipping layers. Migration is required because some reflectors are not horizontal as we 

assumed. ‘Migration’ involves moving (‘migrating’) dipping reflectors to their actual 

geometric locations (Fig. 2.38 (a)) and collapsing diffractions back to their original 

source point (Fig. 2.38(b)). Basically it is an image reconstructing process to create a 

more accurate image of the subsurface. There are three basic approaches to migration: 

finite-difference methods, frequency domain methods, and Kirchhoff method migrations 

(Yilmaz, 2001). Each method has its own suitable conditions and computational costs. 

Migration can be performed either after stacking on the final CMP traces or perhaps more 

preferably before stacking (i.e. pre-stack) on the individual traces.  
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Kirchhoff migration is based on the integral solution to the scalar wave equation and it is 

perhaps the least expensive (in terms of computer time) and simplest to understand. It can 

handle all dips up to 90 degrees, but has limited ability in handling lateral velocity 

variations (Yilmaz, 2001). In this research area, based on the small variation in lateral 

velocities and the effect of different migration approaches, Kirchhoff migration was 

implemented on the data. In Kirchhoff migration, two parameters are critical to the 

migration process: the velocity field and the migration aperture. Migration aperture 

defines the range of data included in the migration of each point. It usually should be 

bigger than two times the horizontal shift distance of migration of the steepest reflector. A 

small aperture could cause undermigration and bring fake horizontal events. The velocity 

field used for migration ordinarily needs to be smoothed to prevent the process from 

producing artificial structures in the image due to abrupt lateral velocity variations. 

Further, the velocity may also need to be further corrected to avoid undermigration and 

overmigration. The output of migration is intended to represent the geological 

cross-section along the line traverse even though it often is displayed in time (Yilmaz, 

2001). Fig. 2.39 and Fig. 2.40 show the migration profile of line_2000 and line_3000, 

respectively. A 100% velocity field (see Fig. 2.30 and Fig. 2.31) with a 200 trace each 

side aperture was utilized in the migration. 

2.5 Comparison with earlier results 

It is useful to compare this latest processing attempt to the old processing result which  
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was finished in 2007 by Suvi Heinonen (Fig. 2.41). Here a new the definition of survey 

line was defined and new bin grids adapted. The entire processing sequence and 

parameters were also modified. Meanwhile, the quality controls were exerted to each step. 

The bin grid in new result was 2 m x 100 m which makes it much longer than old result 

that used a 5 m x 100 m bin size. To compare, a result with a big grid of 5 m x 100 m was 

also generated from original result which is showed on Fig. 2.42. And old profile had a 

shorter surface line and less CDP traces than new profile due to the different definition of 

geometries.  

The comparison is presented on Fig. 2.43. Only 1 s length profiles are displayed in order 

to show more details. From comparison, this latest processing was able to reveal 

additional features and appears to better resolve the reflectors. There is only a 20 ms time 

difference between the latest profile and earlier profile, and this is likely caused by the 

application of different static corrections and reference elevation datum. More detailed 

information can be observed on new profile (Fig. 2.43 (a)) around the expected 

Outokumpu-type assemblage zone. And the continuity has been improved greatly. Other 

than the layer around 500 ms, one strong layer can also clearly recognized from 

line_2000 at 340 ms from CMP 108 to CMP 244, which can only be seen a little bit from 

old profile. And line_2000 also exhibits some other strong layers at 2.3 s from CMP 60 to 

CMP 200, which are not revealed on old profile. Below 2.5 s, there is no comparison 

since old profile was only processed from 0 to 2 s.  
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Line_3000 was not attempted earlier so there is no comparison for it available. 

2.6 Conclusions 

This 2D seismic survey was acquired on high-frequency vertical seismic vibrator and had 

a relatively high fold to generate high resolution images. However, by the reason of the 

special properties of hard rocks, the signal to noise ratios on both line_2000 and 

Line_3000 is quite low. Moreover, the two seismic lines are seriously crooked, which 

introduces some special difficulties for data processing. Based on the analysis on 

geometry and data quality, the final processing sequence and parameters were determined 

after repeated testing and comparison. Special attention was given to the definition of 

surface lines and bin grids, the preservation of high frequency information, methods and 

parameters of noise attenuation, and deconvolution. Line_2000 and line_3000 had 

essentially the same processing sequence, but with a few different parameters according 

to their different data quality (Table 2-1).  

Seismic data processing describes the series of computational procedures that begin with 

the raw seismic data obtained in the field and end with a final 2D ‘profile’ or 3D ‘volume’ 

that highlights the times or depths of different reflecting geological horizons in the earth.  

These profiles may then be interpreted to delineate the subsurface geological structure.  

Seismic processing flow usually follows a basic routine. It involves the application a 

series of computational algorithms to the seismic data as guided by the geophysicist. 
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There is no a single universal sequence that can be applied to every dataset. For each step, 

judgements are needed based on the quality of datasets.  For an unknown dataset, a 

series of test on parameters and algorithms are necessary, which helps processor to make 

a decision. And the experience of a processor plays an important part in the processing. In 

this processing, numerous tests were performed almost on every step. Only the successful 

results are displayed here. For instance, in order to attenuate the linear noise, simple mute 

and F-K filtering with different pie size were tested. Due to the fact it is really necessary 

to keep the weak signal in the dataset as much as we can, simple mute method was 

discarded. But it is still very useful for some datasets which have strong reflections. And 

for the deconvolution step, sometimes people use predictive deconvolution first then 

followed spike deconvolution to attenuate the multiples and then compress the wavelet. 

But in this case, predictive deconvolution did not work well because it was hard to 

estimate the multiples on a very noisy data. So a spike deconvolution was performed first, 

which compressed the wavelet and also improved the signal-to-noise ratio, then followed 

by a predictive deconvolution. By comparing the results between these two different 

deconvolution sequences, the latter one was chose for a better improvement.  

Considering the complications caused by irregular geometry and poor data quality, the 

two seismic lines were processed successfully. The final results show strong and distinct 

reflectors around 500 ms which are associated with the Outokumpu-type assemblage 

known to host massive sulphide bodies. Reflectors on line_2000 are more continuous 
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than those on line_3000. And line_2000 appears to have a higher signal-to-noise ratio 

than line_3000 even though it crooked more seriously than the other. The reason that 

line_3000 has a relatively low resolution is considered as the fact that line_3000 has 

lower fold coverage because it was not fully covered by receivers and sources. We will 

return to the interpretation these profiles in Chapter 5 where they will be integrated with 

the borehole seismic data. 
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3.0 Vertical Seismic Profiling 

This chapter presents the results of the vertical seismic profiling (VSP) measurements in 

the OKU-1 borehole at Outokumpu, Finland. The VSP data was obtained from the 2.5 km 

deep International Continental Drilling Program (ICDP) research borehole.  A variety of 

different VSP geometries were acquired including a zero-offset VSP (Fig. 3.1a) that is the 

principle contribution in this thesis, one far-offset VSP (Fig. 3.1b) , and a series of 

walk-a-way VSP (Fig. 3.1d) surveys being analyzed for seismic anisotropy in related 

research (Schijns et al., 2011) .  

The zero offset VSP survey was carried out in order to determine detailed velocity and 

reflectivity structure of the rock mass near the deep drill hole. This chapter focuses on the 

processing of zero-offset VSP data. It starts with an introduction of VSP measurements 

including the definition of VSP’s, some history, and its applications. This introductory 

material is followed by acquisition, geometry and processing of the OKU-1 zero-offset 

VSP data. Data processing of zero-offset VSP mainly consists of defining the geometry, 

calculating the interval velocity, the noise attenuation, wavefield separation, 

deconvolution and corridor stacking.  Details of this are described in later sections.  

3.1 Introduction 

Vertical seismic profiling (commonly abbreviated to the shorter name VSP which is used 

hereafter) is a rapidly developing area of geophysical technology. It is a measurement  
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procedure that a seismic source generating a signal is placed near the surface of a drilled 

well and geophones are fixed at various depths inside the wellbore to record reflected 

seismic energy (Hardage, 2000). Early variants of this were called ‘check shots’ and they 

were invaluable in calibrating the travel times of a seismic wave to a given depth in the 

earth. In the absence of additional information, the depths estimated from surface 

reflection seismic data are notoriously prone to error and hence a VSP is necessary to 

determine a true time to depth function. Further, modern processing techniques described 

below even allow for better adjustment of the actual reflections seen in the borehole to 

the actual reflection profile.  

A geophone placed on the earth’s surface records only upgoing waves travelling from 

below. In contrast, because a VSP geophone is located far below the earth’s surface when 

recording, it responds to both the upgoing and the downgoing seismic wavefields (Fig. 

3.1). This is the principal difference between VSP and surface seismic data because 

downgoing events cannot be identified in data recorded by geophones positioned on the 

earth’s surface. So since the receivers are located down the borehole and closer to the 

target, the accuracy relative to surface measurement is improved. Meanwhile because the 

seismic energy travels only one way through the earth and particularly only once through 

the highly attenuating near surface materials, VSP data suffers less frequency-dependent 

attenuation (Zimmerman and Chen, 1993). In principle, the VSP has a potential capacity 

to provide a more detailed seismic image of the subsurface, thereby enhancing the 
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reliability of a geological interpretation (Cassell, 1984).  However, this is at the expense 

of lateral coverage. In addition, relative to the sonic logs, VSP data have a signal 

bandwidth closer to the seismic data. As a result, VSP data often provide more reliable 

correlation of well control to seismic data than synthetic seismograms derived from sonic 

logs.  So, as noted, VSP’s provide a direct measure of the travel time to depths in the 

earth.  

The major use of borehole data was limited primarily to the calculation of seismic wave 

propagation transit times until the work of Jolly (1953), Riggs (1955), and Levin and 

Lynn (1958) who described a full wave type study. They suggested that in addition to the 

measurement of travel times to depths in the earth, the seismic response that follows the 

direct arrivals can also be used to determine the seismic wavelet attenuation. As a result, 

workers started to pay attention to the recordings beyond the first arrivals.  

Soviet geophysicists developed the studies of VSP applications from the 1960s to 1970s. 

Their work was described by a major investigation by (Gal'perin, 1974). And these were 

followed in the late 1970s by workers outside of the Soviet Union. Since then, the vertical 

seismic profiling techniques evolved rapidly and the VSP became an important tool in the 

1990s.  

As a powerful tool in a variety of seismic exploration situations, vertical seismic profiles 

are applied to many aspects. Vertical seismic profiling is mainly used to measure the 
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variations of seismic velocity with depth because a vertical seismic profile is closely 

related to a velocity survey since the source and receiver geometry is the same for both 

measurements. First arrival times can be used to calculate the interval velocities. The full 

waveform data recorded in a vertical seismic profile can improve the structural, 

stratigraphic, and lithological interpretation of surface seismic recordings (Hardage, 2000, 

Stewart and Disiena, 1989, Boyer and Mari, 1997). Meanwhile, the separation of the 

upgoing and downgoing wavefields provides a method to study the acoustic response of 

earth in detail (Kennett et al., 1980, Balch, 1982, Balch and Lee, 1984). Vertical seismic 

profiling can also be applied to measure seismic attenuation, estimate reflector dips, and 

determine the location of fault planes.  Finally, appropriate processing of the observed 

seismic records produces highly reliable ties between a well log and surface seismic 

profiles. That is, the VSP data is the only way to truly calibrate a seismic reflection 

record. 

3.2 Geometries and Acquisition of Vertical Seismic Profiling 

VSP surveys usually utilize surface sources and borehole receivers, although in some 

cases downhole sources too have been employed. Depending on the relative alignment of 

the source and receiver configurations, VSP surveys can generally categorized as either a 

zero-offset VSP or an offset VSP. Four basic types of VSP surveys are usually 

distinguished, which includes zero-offset VSP, far-offset VSP, walkaway VSP and 

deviated-well VSP (Oristaglio, 1985) (Fig. 3.1).  
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Acquisition of zero-offset VSP data involves a surface source that is located at a single 

point at the surface close to the wellhead and a geophone clamped at various, usually 

uniformly spaced, depths to the borehole wall. The source and receivers are treated as 

vertically aligned. Traces are recorded several times at the same depth.  The geophone is 

then moved to a new depth and recording is repeated.  Traditionally this was carried out 

with a single 3-component geophone due to limitations of wirelines. Recent digital 

systems, however, can allow for literally hundreds of individual receivers to be placed in 

a chain down the borehole making the measurements rapid.   

The final profile is displayed in depth and time. The VSP records both upgoing and 

downgoing waves (Fig. 3.1). The seismic ray paths from the source to the receiver are 

considered nearly vertical and have lengths that are very close to the depth of the receiver. 

Consequently, zero-offset VSP surveys provide information about the subsurface only 

within the Fresnel zone centered at the well. 

The conventional zero-offset VSP is typically recorded at relatively large receiver gaps of 

10 m or more; in many cases this spacing results in a seriously under-sampling of the 

wavefield,  but this large spacing is usually dictated by the high costs for such surveys in 

industry. In contrast, in the OKU-1 zero-offset survey the equipment and personnel were 

all supplied directly by the project;  this allowed a geophone station to be recorded every 

two meters starting at 2500 m and ending at 50 m (near the bottom of the surface casing). 

The zero-offset survey was recorded from April 28 2006 to April 30 2006 with a source 
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(IVI Minvib®) which was 33.5 m away from the borehole. 8 s sweeps from 15 Hz to 250 

Hz in frequency were used. After correlation, the record length was 5 second with 1 ms 

sampling rate. The fold ranges from 1 to 5 (i.e. depending on noise conditions records 

were repeated at each depth up to 5 times and these were summed to improved the signal 

to noise). Fig. 3.2 shows the 3D geometry of the zero-offset VSP from Outokumpu, the 

borehole deviation is apparent and the borehole drifts towards W and NW by 250 m at the 

furthest deviation. 

3.3 Data Quality Analysis 

In a quality VSP survey, the geophones are locked rigidly against the wellbore wall in 

order that they transduce the proper signal. A loose geophone is problematic as the signal 

observed is then highly contaminated because the geophone are not properly coupled to 

the earth; the geophones are essential free to move on the wireline and this is obviously 

picked up in the signal. Meanwhile the borehole provides a relatively noise-free 

environment for VSP recording. However, some noise is unique for vertical seismic 

profiling.  

The final raw data zero-offset VSP data set is shown in Fig. 3.3a. These data (Fig. 3.3 (a) 

and (b)) that amplitude decay resulting from spherical spreading, scattering and 

absorption also exists in the VSP data just as it does with the surface seismic data 

described in the previous chapter. The frequency has almost same bandwidth in this  
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zero-offset VSP data as those 2D surface seismic data on amplitude spectrum. The high 

frequency components were attenuated less than they were in the surface seismic data 

(Fig. 2-14 (c) and Fig. 2-15 (c)) since the seismic waves only travel one way in VSP 

survey. Additional, it is easy to see from the raw data (Fig. 3.4 (a)) with AGC gain that 

there are several kinds of interference waves.  

In addition to random noise, tube waves, which are low-velocity, high-amplitude events 

propagating along the interface between the borehole wall and the borehole fluid, are 

visible in the profile and travel with a velocity of 1430m/s. The tube waves also reflect 

strongly from the bottom of the well borehole and from fracture zones (Tw4, Tw5, Tw2, 

Tw6 in Fig. 3.4 (a)) and these travel back up towards the surface. There is also substantial 

harmonic noise with 50 Hz contaminating most of the traces which can be seen clearly 

from the frequency-wavenumber F-K domain (Fig. 3.4 (b)). This harmonic signal is 

electrical noise from the local power grid that, in Europe, operates at 50 Hz.   

All of these make the S/N ratio of the data quite low, which makes it very difficult to 

separate the signal from the noise. Moreover unlike surface seismic surveys, the VSP 

records both upgoing waves and downgoing waves. One can observe that the downgoing 

waves are so dominant that the primary upgoing reflections can hardly be identified on 

the data (Fig. 3.4a).  
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3.4 Processing of VSP Data 

VSP data are often used to find the depths at which seismic reflections originate and 

hence assist in the interpretation of surface reflection seismic profiles. However, facing 

the unprocessed data, several problems are apparent according to the data quality analysis, 

which makes it necessary to processing the data in order to achieve a desired 

interpretation. The basic theory of processing techniques is well known, and many of 

them are borrowed from surface seismic processing. However, techniques used in VSP 

processing have been modified (Lee and Balch, 1983) according to the unique geometry 

of the VSP.  

For the general zero-offset VSP data processing, it is assumed that the source offset is 

small compare to the depth of interest, and the dip of the rock layers is negligible. Due to 

the unique conditions of each VSP data, a different processing procedure is required for 

the different types of surveys. The details of the processing steps vary according to the 

specific data set. Here, this section presents a detailed processing procedure for 

Outokumpu high resolution zero-offset VSP data. 

3.4.1 Trace Editing 

In order to eliminate bad traces which contain excessive noise or spurious events from the 

data set, every trace was plotted separately for an initial quality check. And bad traces 

were deleted from data to improve the signal-to-noise ratio. This editing process is 
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somewhat subjective and may be repeated several times.  

3.4.2 First break Picking and P-wave Velocities Calculation 

A vertical seismic profile is closely related to a velocity or ‘check-shot’ survey since the 

source and receiver geometry is the same for both measurements. First break times are 

the critical information needed to determine the P-wave velocity (Dix, 1939, Dix, 1945, 

Stewart, 1984). The picking of first arrivals is affected by the quality of raw data. So a 

fairly unambiguous arrival time picking (Fig. 3.5) could be made if the data has a low 

signal-to-noise ratio. 

First break picking is about picking the first arrivals of refracted waves. Because it is 

unavoidable to record some type of noise preceding the first break time, the real first break 

time can be very difficult to pick. Usually, the first prominent peak following the first arrival 

will be picked as the first break time. The error is considered to be minimal compared to 

the inconstant picking from trace to trace. Before manual picking the first arrivals, AGC 

scaling was added to data to attenuate the anomalous amplitude and enhance picking 

accuracy. Troughs of the first breaks were picked on Vista
TM

 software manually (Fig. 3.5 

(a)). Most of these first breaks were clear to pick except those traces that came from the 

shallow section (above ~150 m depth) due to the poor coupling of the geophone package 

to the wellbore in this uppermost zone. The entire set of (1306 traces) picked times is 

shown in Fig. 3.5 (b). Those picks are then used to calculate the P-wave interval 
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velocities which were compared with the sonic log measurements below.  

  



135 

 

Determination of the P-wave velocities from the picked times is in principle 

straightforward but this is also complicated by the close 2 m spacing between the 

measurements. For a wave speed of 6000 m/s, the wavefront requires only 1/3000 

seconds (0.33 ms) that is only a fraction of the 1 ms sampling period employed. Since the 

travel times can be picked to at best 1 ms, the inherent error in timing results cannot allow 

one to calculate the velocities from the simple ratio of the geophone spacing with the time 

differences between adjacent geophone stations. Consequently, the P-wave interval 

velocities (VLP) on Fig. 3.6 were determined by a linear least square fit of the a 

contiguous set of picked transit times the slope of which provides a local tangent used to 

estimate the interval velocity (Schmitt et al., 2007).  

Window lengths of 50 depth points (i.e. over 100 m) was chosen for the least square 

fitting and the results are shown as the black line in Fig. 3.6 (b). Meanwhile, different 

window lengths were tested. Since the first arrival times are difficult to determine due to 

the noise, it is unavoidable to have some errors in the picks. As a result, the length of the 

window needs to be sufficiently large to counterbalance those errors. During the test, with 

smaller window such as, for example, only 30 points, the interval velocities (Fig. 3.6 (a)) 

varied dramatically. But with a longer window than 50 points, some detailed variation of 

velocities (Fig. 3.6 (c)) was lost. 50-point length window made the velocities change 

smoothly (Fig. 3.6 (b)), and more detail information were observed. 

The Pearson’s correlation coefficient (Fig. 3.6 (d)) that gives some measure of the quality  
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of the fitting is mostly better than 0.99 except for the shallow part before 250 m, which 

can be considered as the result of the difficult picks on the noisy data. But the correlation 

coefficient is still higher than 0.97. 

Sonic logging is taken to record the interval transit time, or slowness of compressional 

waves versus depth in downhole formation (Ellis and Singer, 2007). The interval velocity 

is the reciprocal of the interval transit time. Sonic logging records at frequencies of ~20 

kHz (Schmitt et al., 2007) over distances of approximately 1 m with the transit time 

sampled at a spacing of 0.1 m along the well bore, the direct data is shown in Fig. 3.7a. In 

contrast, the OKU-1 VSP was acquired at a lower frequency band (20 Hz to 250 Hz) with 

a spacing of 2.0 m along the wellbore wall.  

It is difficult to compare the sonic log velocities to the P-wave interval velocities 

calculated from VSP data directly. To allow for a better comparison, the sonic log was 

smoothed by two averaging methods: the simple arithmetic mean  
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where N is the number of sonic log samples VP(zi) in a depth window over the range of 

depths centered on z, a 50 m depth window (250 samples) was selected for the 

calculations. Fig. 3.7 (a) shows the variable direct sonic log and its two smoothed curves. 

The sonic velocities from the smoothed curves have the trend of increasing from 5000 

m/s to 6000 m/s with depth.  

Fig. 3.7 (c) shows the comparison between VLP and VA, VB. Broadly, they agree well with 

each other. The trend of velocities increases with depth from 5000 m/s to 6000 m/s. In the 

upper schist zone, aside the shallow section affected by the inaccurate picks, sonic 

smoothed results and VSP measurements, as well as the density (Fig. 3.7 (d)) exhibit a 

relatively stable variation trend. However, sonic smoothed results display slightly lower 

velocities than the VSP measurements. The difference between them is around 1% and 

this is somewhat unexpected as the higher frequency sonic velocities are usually assumed 

to exceed those of the low frequency seismic data.   

The reason for this discrepancy is not completely understood. It may result from the fact 

that the rock in the immediate vicinity of the wellbore, which is sensed by the sonic log, 

is damaged by stress concentrations of the borehole, and this damage manifest as 

increased crack porosity relative to the undisturbed rock mass.  This damaged rock has 

correspondingly lower moduli and hence wave speeds. In contrast, the much larger 

wavelength seismic energy is sensitive primarily to the undamaged virgin rock mass.   
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Interestingly, the smoothed sonic velocities match those of the VSP measurements well. 

Both exhibit a significant drop over the depths of the Outokumpu-type assemblage from 

about 1300 m to 1500 m. Below 2000 m, the velocities in pegmatitic granite are much 

higher than those in mica schist zone. This trend of velocities variation remains generally 

consistent between sonic and VSP measurements. In addition, pegmatitic granite has the 

lowest densities (Fig. 3.7 (d)) but highest velocities. However, other sections display a 

relation that rocks with higher densities have higher velocities and rocks with lower 

densities have lower velocities correspondingly.  

3.4.3 Noise Attenuation 

Noise in the seismic data is generally classified into two types: random noise or coherent 

noise. The random noise is uncorrelated from trace to trace. Usually, bandpass filtering 

and ‘vertical’ stacking of repeated records is applied to attenuate much of random noise. 

Coherent noise includes linear noise, reverberations and multiples and these can be 

difficult to remove.   

According to the quality of this zero offset VSP data, there are several interference waves 

we really need to worry about. These include random noise, tube waves, and the 

harmonic interference from the local electrical system with 50 Hz (from Fig. 3.4 (b)). The 

random noise is uncorrelated from trace to trace. And usually, much of it can be 

attenuated after vertical summation or corridor stacking.  



141 

 

The harmonic noise is produced by sources from the electrical grid such as power lines 

and electric railways. The noise has the fundamental frequency of the local power 

transmission system (@ 50 Hz) and its harmonics (Butler and Russell, 1993). There are a 

variety of approaches developed to combat this powerline noise during data acquisition, 

such as notch filters, spiking deconvolution, and removal by subtracting an estimate of 

the noise (Butler and Russell, 1993). Butler and Russell (Butler and Russell, 2003) 

presented a method to fit the noise in a least squares sense by seeking a linear 

combination of sinusoids that are harmonics of one or more fundamental frequencies to 

fit the data. This method can handle cases where there is more than one harmonic 

frequency contaminating the data.   

In the present case, the powerline noise has a frequency of 50Hz; and Butler and Russell’s 

method was used to remove this. The harmonic noise was estimated on a trace-by-trace 

basis over a time window from the record start time to the selected first break time. An 

example for trace 615 is showed on Fig. 3.8. Fig. 3.8 (c) is the harmonic noise estimated 

by Butler’s method. Then the sinusoid subtraction process was applied to the data (Fig. 

3.8 (a)), and Fig. 3.8 (b) shows the trace without harmonic noise. Fig. 3.9 shows the 

corresponding amplitude spectra and this too demonstrates that the subtraction procedure 

has largely removed the spike at 50Hz. This type of time domain removal did not damage 

the desired signal as might techniques such as notch filters that act in the Fourier domain.  

Evidence for this is shown in Fig. 3.10 (a) and (b) show the difference before and after  
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the harmonic noise removing on whole data in frequency-wavenumber domain. 

Tube waves (Fig. 3.4 (a)) are low-velocity, high-amplitude events propagating along the 

interface between the borehole wall and the borehole fluid. They can be generated by the 

incident compressional wave energy from a surface source near the borehole, a source in 

the borehole, or a compression wave in the surrounding solid passing any major 

discontinuity in the borehole (White and Tongtaow, 1981, Huang and Hunter, 1984). 

They propagate by displacing fluid particles in the fluid column of a wellbore. These 

waves are analogous to surface waves in surface reflection profiling; and the physics can 

be quite complex (Mari and Coppens, 1991, Hardage, 2000) as they are different modes 

of motion of the borehole wall and fluid and as such they can be dispersive. At the 

frequencies of this survey, however, they travel at nearly the speed of sound in the 

wellbore fluid. In Fig. 3.4 (a), several tube waves are seen and designated as Tw1 to Tw6. 

Tw1 is considered to be generated by downgoing P-wave intersecting fractures at the 

depth of 494 m. Surface waves may have generated a series of tube waves, Tw2, which 

are reflected back from the bottom of the well (Tw3). Tw4, Tw5 and Tw6 are generated 

by reflections of Tw1 from fractures at depths of 966 m, 1446 m and 2248 m, respectively. 

Tw7 and Tw8 are the multiples of Tw2 and Tw3. The depth points of 494 m, 966 m, 1446 

m, and 2248 m could be interpreted as the locations of fractures. 

Continuing the analogy with surface waves, tube waves, too, are one of the most 

damaging types of noise that can exist in vertical seismic profiling. They are a dispersive 
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and coherent noise mode that repeats itself for every seismic shot. Tube wave amplitudes 

do not diminish with travel distance as dramatically as do compressional or shear body 

wave amplitudes. Indeed, the tube waves can be highly problematic when acquiring the 

VSP data as once they are generated they will continue to progress up and down the 

borehole for many tens of seconds or even longer; this of course can be disruptive in 

obtaining the seismic data.  

As with surface waves, strategies must be developed to attenuate tube waves in order that 

the more important reflection data is not overwhelmed. In some cases, the tube waves 

(coherent noise) energy lies outside or partially outside the signal frequency band and can 

be effectively suppressed after band-pass filtering by designing the filter to pass only the 

signal frequency bandwidth (Hardage, 2000, Hardage, 1981). However, the frequencies 

of most tube waves lie in the signal frequency band in OKU-1 VSP data. Consequently, 

after testing on different method, a F-K filtering, which has been discussed in Chapter 2, 

was utilized to the data in frequency-wavenumber domain. A narrow rejection angle (Fig. 

3.10 (a)) was chosen in case generating artificial events. Fig. 3.11 is the data after FK 

filter. The tube waves have been attenuated effectively but incompletely. 

The amplitude compensation was carried out after noise attenuation. As discussed earlier, 

VSP data has less energy loss than seismic surface data due to the different acquisition 

environment and geometry. Further, considering the zero-offset VSP surveys only 

provides information about the subsurface only within the Fresnel zone centered at the  
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well, keeping the true-relative amplitudes becomes meaningless. Consequently, simple 

AGC gain was added to the data to balance the energy loss.  

3.4.4 Wavefield Separation 

In conventional seismic exploration, the events of interest recorded on the surface 

seismograms are upward-traveling waves (reflected events). In VSP the geophones are 

placed beneath the surface of the earth and measure the downgoing wavefield as well as 

the reflected upgoing wavefield. These two wavefields of course interfere with each other. 

The initial downgoing arrivals are much stronger than upgoing events, and camouflage 

the upgoing events seriously. The analysis of up-going wave mode is particularly 

important and also complicated. As a result, it is necessary to separate the up-going 

modes from the down-going modes. Various separation techniques have been published, 

which include F-K multi-channel velocity filtering (Suprajitno and Greenhalgh, 1985), 

radon transform (Moon et al., 1986, Miao et al., 1994, Miao et al., 1995), median filter 

(Stewart, 1985, Hardage, 2000), wave-by-wave optimization approach (Blias, 2007), the 

recursive-approaching signal filter (RASF) (Sun et al., 1997), and using local slopes 

attribute to separate wavefields (Du et al., 2009). Kommedal and Tjøstheim (1989) 

presented a general study on some common used methods for wavefield separation. Each 

method can work well depending on the VSP data set. In this research, two methods, F-K 

multichannel velocity filtering and median filter, were tested on OKU-1 VSP data. 
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The F-K approach involves the design of velocity filter in frequency-wavenumber space. 

Since upgoing events and downgoing events have different propagation direction, their 

co-ordinates in the frequency-wavenumber domain. Upgoing waves show negative 

velocities in frequency-wavenumber space, and can be revealed in the negative 

wavenumber half plane. On the contrary, downgoing waves show positive velocities (Fig. 

3.4 (b)), and can be revealed in positive wavenumber half plane. Thus, the recording 

events are separated into two different half planes depending on the direction of their 

travel. So, the downgoing waves can be rejected from F-K domain by using a surgical 

F-K muting. And upgoing events are isolated. A disadvantage of F-K velocity filtering is 

that spatial mixing may exist when the pass band of the velocity filter is narrow. 

The median filter was developed as a means of smoothing data (Hardage, 2000), In 

particular it attempts to remove anomalous amplitudes without disrupting the overall 

trend within a series. In application to VSP processing, it is used to provide an estimate of 

the strongest wave mode (i.e. the direct downgoing P-wave) that must be separated. Once 

this estimate is calculated it is then subtracted from each VSP trace. In the median filter 

method, the median value of an ascending value sequence will be the one in the middle. 

As such, the median filter entirely rejects the single spikes but it is still able to pass 

‘boxcar’ functions. Any spike or perturbation on the trace that is less than N/2 points long, 

where N is the filter lengthen, will be rejected (Stewart, 1985). These properties make it 

very useful in seismic data processing and in the broader field of image processing as a 
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whole.   

The procedure of the wavefield separation by median filter was shown on Fig. 3.12. 

Briefly, the flow the technique follows the steps (Hinds et al., 1996, Hardage, 2000). 

 Flattening (i.e., time shifting) all of the traces to a common fiducial time (see 

transition from Fig 3.12a to Fig. 3.12b).  This employs the already measured 

first break times (See Fig. 3.5 (b)). Downgoing waves are shown as solid arrows; 

upgoing waves are shown as dotted arrows.  

 The purpose of this flattening is to align all of the downgoing events (Fig. 3.12 

(b)) in order to ease the application of the median filter across a number of 

shifted traces. Then the median filter is applied to emphasize the downgoing 

events and attenuate the upgoing events (Fig. 3.12 (c)). On Fig. 3.12 (c), 

enhanced downgoing waves are shown as heavier solid arrows, and attenuated 

upgoing waves are shown as lighter dotted arrows. This constructs an estimate to 

the downgoing wavefield.  

 Next, the estimated downgoing wavefield from the median filter (Fig. 3.12c) is 

subtracted from the original shifted wavefield (Fig. 3.12b) leaving as a residual 

an estimate of the upgoing wavefield. (Fig. 3.12 (d)). As a result, the downgoing 

events are strongly attenuated, which are shown as dotted arrows, and the 

upgoing events are now isolated, which are shown as solid arrows.  
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 This residual data is then shifted back by twice the original time shift.  This has 

the effect of flattening the upgoing events to emphasize the upgoing events (Fig. 

3.12 (e)).  

 At last, a median filter is applied a second time in order to enhance the upgoing 

events (Fig. 3.12 (f)) which are shown as heavier solid arrows.  

The median filtering is an effective method to separate the wavefield. But there are two 

concerns when using the median filter. One is the first break time. Another is the length of 

the median filter. (i.e., over how many traces should be applied). Improper first break 

picks or unsuitable median filter length could generate false events. 

Comparing the results of both the F-K and the median filters, it was found that the 

median filter generated a better upgoing wavefield than the F-K filtering. The reason is 

considered as the low data quality. The downgoing events were better estimated since 

they were emphasized by the median filter, and the upgoing events were able to be 

enhanced by the median filter, too. As a result, the median filter method was finally 

chosen for wavefield separation. Fig. 3.13 shows each step on the Outokumpu VSP data 

corresponding to the steps in Fig. 3.12. In this data set, a 15-point median filter was first 

used to estimate the downgoing waves; the downgoing waves are displayed in Fig. 3.13 

(c). Next, the downgoing waves were subtracted from VSP data to yield the upgoing 

waves. Then a 5-point median filter was used on upgoing wavefield to enhance the  
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resolution of data. After the separation, the up-going wave field can obviously be seen on 

the Fig. 3.13 (f). Note that a residual tube wave is still visible within the upgoing data. 

3.4.5 Deconvolution 

The downgoing P wave is commonly used to design a deconvolution operator to remove 

multiples from a VSP upgoing wavefield. The reason is the signal strength from the 

downgoing wavefield is 20 dB to 40 dB greater than the one from the upgoing wavefield 

(Hardage, 2000). So the calculation is based on the best possible description of the 

multiple relationships in VSP.  

A 200 ms spiking deconvolution operator was designed for the downgoing events to 

generate the operator (Fig. 3.13 (c)). This operator was then convolved with the upgoing 

wavefield (Fig. 3.13 (f)) to compress the wavelet. Fig. 3.14 shows the upgoing wavefield 

after deconvolution. And Fig. 3.15 shows the comparison of autocorrelation from upgoing 

wavefield before deconvolution and after deconvolution. Deconvolution compressed the 

wavelet effectively (Fig. 3.15). Meanwhile, the signal-to-noise ratio was increased after 

deconvolution. 

3.4.6 Static Time Shifting 

As described above, the recording time of vertical seismic profiling is the one-way travel 

time. To convert the record to a two-way travel time so that it can be better compared  
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with the surface reflection images a static time shifting is needed (Hinds et al., 1996). The 

static time was obtained from the first break time. For upgoing events, the actual 

recording time was delayed by its first break time to align the upgoing events. For 

downgoing events, the actual recording time was advanced by its first break time to align 

the downgoing events. After static time shifting, the time is two-way time (Fig. 3.14 (b)). 

3.4.7 Corridor Stack 

VSP stack was performed on the delayed data (Fig. 3.14 (b)). Along the depth direction, 

data can be simply summed together to yield a single stacking trace, which is called the 

vertical summation. To display, this stacking trace will usually be repeated 10 times; Fig. 

3.16 (b) shows the final stack of this vertical summation. During this procedure, the 

upgoing events are emphasized and downgoing events are attenuated. However, not only 

are the upgoing primary events aligned, but also are the upgoing multiples. As a result, 

the vertical summation contains both primary and multiple events. Additionally, some 

contamination which could not be completely removed by noise attenuation, such as the 

tube waves, is contained in vertical summation, too.  

In order to create a stacking trace with only the primary events and with the least 

contamination possible, the ‘corridor stack’ was developed meaning that only the data in 

a narrow corridor near the first break times is stacked. . The corridor stack is also called 

as restricted vertical summation (Hardage, 2000). It involves a ‘corridor’ zone (Fig. 3.14 
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(b)) which needs to be designed carefully. Except for a small amount of noise caused by 

early downgoing and upgoing multiples, this zone contains only predominantly primary 

upgoing reflection. All the data outside the zone were muted to zero. The remaining data 

were then vertically summed to produce one trace that is representative of an actual 

two-way time seismic reflection trace as would be seen in Chapter 2.  Subsequently, a 

bandpass filter and AGC were applied on stack results to attenuate random noise and 

enhance the resolution of final profiles (Fig. 3.16 (c)).  

As mentioned above, the receiver interval along the borehole in this zero-offset VSP 

survey is only 2 m. This is quite small relative to the 10 m to 20 m of conventional 

industrial surveys where reducing costs are usually the primary factor in designing field 

experiments. The close spacing makes it possible to generate a higher resolution stack 

profile which is shown on Fig. 3.17 (a). This corridor stack reveals a number of 

reflections and particularly the strong set of events at 550 ms (~1.3 km) associated with 

ophiolite complex that is potentially ore bearing.  

As noted earlier, economic considerations often limit the number of VSP depth stations 

that may be obtained.  The current unique data set offered an opportunity to see how this 

reduced sampling might influence the final VSP stacked trace.  Hence, the full VSP 

processing procedure was applied to two different receiver gaps at the more conventional 

10 m and 20 m receiver increments. This was achieved simply by extracting the traces in 

different intervals, which was executed from the raw VSP data. The same processing  
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flows and parameters used in 2 m interval data were used for these more sparsely 

sampled wave fields from the very beginning. And the results are shown in Fig. 3.17 (b) 

and (c). By the comparison, it is obvious that the stack profile with 2m depth increment 

shows more detail than the other two stack profiles. Some differences in shallow may be 

caused by some noise which still exits in mute zone even after noise attenuation.  

3.5 Conclusions 

The zero-offset VSP survey was carried out to assist in the determination of the detailed 

structure of bedrock near the deep drill hole. A 2 m depth increment between receiver 

stations was applied in this new survey to get high resolution data. The signal to noise 

ratio in VSP data is higher than surface seismic data since receivers were placed in a well 

environment. However, it has its special noise types. Noise was also a troublesome 

problem. A series of processing techniques were employed to obtain a high resolution 

result based on the 2 m depth increment which was also used to compare with two 

different depth increments. Meanwhile, special effort was made for preserving the high 

frequency information and wavefield separation by reason of weak upgoing waves. 

Moreover, the P-wave velocity was determined from the first break picking. By 

comparison with the sonic log, they match well although they did not represent velocity 

variations on the same scale. From the corridor stacking results, the final profile shows 

detailed information about sequence structure which also can be used for the 

interpretation of surface reflection seismic profiles. The 2 m spacing also allows for a 
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better determination of the in situ seismic band velocities. 
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4.0 Joint Interpretation of Seismic Surface and Borehole Data 

This chapter begins with an evaluation of the seismic processing with a detailed 

presentation of the final results of the Outokumpu seismic reflection profiles. The results 

include a synthetic seismogram calculated from the edited geophysical logs, the final 

processed images for the two 2D surface seismic profiles, the zero-offset VSP, and 

P-wave velocities derived from VSP data. These results will be jointly interpreted to 

understand the properties and structures of the Outokumpu area. Subsequently, 

discussions and conclusions about this project will be made.  

4.1 Evaluation of processing 

Seismic reflection methods have been successfully used in exploration for petroleum in 

layered sedimentary over the last several decades. The geological features are usually 

quite different in crystalline metamorphic rock terranes, however, that are characterized 

by much more complex structures.  Seismic reflection profiling is further complicated 

by generally smaller differences in the elastic impedances between the differing 

lithologies; this results in weaker seismic reflections that are more prone to contamination 

by noise. Unlike sedimentary structures, crystalline deposits are inherently heterogeneous 

(L’Heureux et al., 2005) that this tends to scatter seismic data. This high level of 

scattering together with the low contrasts between reflecting and scattering interfaces 

causes the signal to noise ratio to always be low. Due to these special characteristics of 
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hardrock terranes, seismic methods need to be adjusted in order to obtain good images 

and, in a practical sense, to meet the needs of mineral exploration. As a result, usually 

high-frequency seismic survey techniques with dense fold coverage are applied in hard 

rock environments to aim at obtaining high resolution data. Further, special attention 

needs to be paid to data processing in order to preserve high frequency information and 

improve the resolution. 

In 2006, a high resolution seismic reflection survey was carried out in Outokumpu area. 

2D seismic acquisition was carried out on high-frequency vertical seismic vibrator and 

had relatively dense fold coverage to generate high resolution images. A zero-offset VSP 

survey was acquired from 50 m to 2500 m deep at a 2 m receiver interval, this is an 

unusual interval relative to the 10m to 20m spacings normally employed in industry. 

These acquisition parameters are the first consideration to obtain high resolution images. 

On top of this, the determination of a proper processing sequence and parameters is also 

critical. The processing was performed by using Vista
TM

 2D/3D Seismic Data Processing 

software and Matlab™. The final processing sequence and parameters were determined 

after plenty of testing and comparisons; there were a number of failed attempts in gaining 

this experience. During the processing, every new step is based on the result of the 

previous actions; so appropriate and careful processing is necessary at each step. 

Line_2000 and line_3000 had essentially same processing sequence, but with different 

parameters in each method according to their different data quality (Table 2.1). VSP 
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processing sequence is different with those two 2D seismic lines due to their different 

geometry. Nevertheless, some of methods used in VSP processing are borrowed from 

surface seismic data processing.  

The 2D seismic lines were crooked; consequently special attention was paid to their 

surface mapping, to the construction of  the CMP bin grids, to the choice of the 

bandwidth in bandpass filtering, to the methods and parameters of the various noise 

attenuation strategies employed, and finally to the deconvolution and migration 

parameters.  

The irregular crooked lines introduced special problems including inconsistent fold 

coverage, uneven offset distributions, and reflected waveform differences because the 

CMP gather includes points over a wide area.. This problem would be even more severe 

if there was significant dip of the reflecting events out of the plane of the 2D profile (Wu 

et al., 1995, Nedimovic and West, 2003a).  As such conventional 2D seismic processing 

might weaken the efficacy of the final stack with smearing of the reflecting events. In the 

present case, the target zones were assumed to be mostly flat-lying. For that reason, 

surface lines were defined by following the density of the CMP with wide CMP bin grids 

chosen to include as many such points as possible. No special stacking method was used 

during processing.  

The bandwidth parameters were chosen according to the analysis to the acquisition 
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frequency parameters, the quality of data and the amplitude spectra. A relatively wide 

bandpass was chosen in order to preserve as high a degree of seismic resolution as 

possible. 

Due to the low signal to noise ratio expected from the crystalline terranes, the abatement 

of the cultural electrical and the surface wave noise is perhaps the most important part of 

the seismic processing. It is essential to enhance the quality of the images, especially for 

low signal to noise ratio data set. It began with the trace editing and penetrated the whole 

processing. Tests on methods and parameters were performed for each type of noise and 

different shot gathers from different locations along each data set. The final decisions 

were made after comparing the effectiveness on data to avoid artificial events. Every 

method attenuated some of noise, and the resolution was improved progressively.  

Deconvolution consisted of two parts, spiking deconvolution and predictive 

deconvolution. Spiking deconvolution was applied first, and then followed by predictive 

deconvolution. Thus, the seismic wavelet was compressed in time (i.e. the vertical 

seismic resolution was improved), and multiples were suppressed after deconvolution. 

From the quality-control figures (Fig. 2.26 and Fig. 2.27), the frequency range was 

broadened and data quality was improved at the same time.  

During the zero-offset VSP processing in Outokumpu, high frequency information was 

preserved as it was done in 2D seismic processing. The signal to noise ratio in the VSP 
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data is relatively higher than for the surface seismic data since the geophones were placed 

in a well environment. However, the borehole data has its special noise types, and the 

noise attenuation was also a troublesome problem. After processing, the 50 Hz electrical 

system harmonic noise was successfully eliminated using the method of cancelling 

estimated harmonic noise. The tube waves were removed using a F-K filter from the data 

in part. Further, the corridor stack method prevented the contamination of the multiples 

from stacking result effectively. In addition, special effort was made for wavefield 

separation because of the weak upgoing waves. The median filter method was chosen 

because it not only can remove the downgoing wavefield from data, but also can enhance 

the signal. 

4.2 Final results  

Both seismic profiles as well as the final distilled VSP reflectivity are viewed in a series 

of 3D plots that assist visualization of a general spatial understand about this project (Fig. 

4.1). The two 2D seismic lines are almost perpendicular to each other and the problematic 

crookedness of line_2000 is clearly visible. In depth, line_2000 has the same recording 

length as line_3000 in field. But line_3000 was only processed from 0 s to 2.5 s because I 

didn’t acquire the whole data for line_3000 from earlier projects. The VSP data which 

was recorded in the Outokumpu well drilled at the intersections of line_2000 and 

line_3000. However, there were no exact crossing points between the VSP and the 

seismic lines, which makes the correlation between them harder to make. The VSP result  
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has a length from 0 s to 1 s. It is much shorter than the surface seismic results. In addition, 

the target zone is around 500 ms. And strong reflectors can be observed from both 

seismic results and VSP result. More details will be discussed in later sections.  

4.2.1 Crooked 2D Seismic Lines 

Line_2000 had almost same acquisition parameters as line_3000, but line_3000 had much 

lower fold on average than line_2000 due to the fact that line_3000 was not fully covered 

by receivers and sources. In addition, line_2000 had a relatively better data quality than 

line_3000. So even though line_2000 crooked more seriously than line_3000, the layers 

on line_2000 are more observable and continuous than those line_3000.  

The final stack and migration results of line_2000 and line_3000 are shown on Fig. 4.2 

and 4.3. The full profiles are shown including the edges where the fold is low and 

coherent events are lost. The most prominent feature on both of these profiles is the 

strong package of reflectors near 500 ms of two-way travel time. This is associated with 

the Outokumpu-type assemblage rocks.  However, there are additional events that are 

worth noting particularly in line_2000. A strong event, at 340 ms between CMP 108 to 

CMP 244 is, likely the same as that seen in the original FIRE line (Fig. 1.11) which was 

actually one target of the drilling. The depth is about 1000 m. This event is likely 

generated by the fracture zone at 967 m where tube waves also are observed from 

zero-offset VSP data (Tw4 on Fig. 3.4). Another coherent event occurs at 900 ms between  
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CMP 120 to CMP 520. Finally, it is even interesting to note the appearance of a quite 

deep reflector at 2350 ms which is expected to be at depths greater than 6 km.   

The same main 500 ms event associated with the Outokumpu-type assemblage is seen in 

line_3000. However, the character of the reflectivity appears somewhat different in each 

line. In line_2000, the Outokumpu assemblage 500 ms reflector packages is characterized 

by a number of apparently overlapping events; with a time thickness of more than 100 ms.  

This is considerably thicker than the two-way time of 70 ms that would be expected for 

the 200 m thick Outokumpu-type assemblage on the basis of the sonic log and the 

synthetic (Fig. 4.3).In contrast, the reflections in line_3000 are more separated and 

distinct.    

4.2.2 Zero-offset VSP  

Zero-offset VSP data was processed also on Vista
TM

 2D/3D Seismic Data Processing 

software as discussed in detail in Chapter 3. The final results are shown on Fig. 4.4 (a), (b) 

and (c) are the final corridor stack with three different geophone increments, 2 m, 10 m, 

and 20 m. 2 m is the original increment. 10 m and 20 m increments were achieved by 

extracting the traces in different interval. From the final results, strong reflectors around 

500 ms are recognized as Outokumpu-type assemblage rocks. And the final stack with 2 

m interval exhibits a highest resolution, and more details can be observed.  
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4.2.3 Velocity 

The P-wave velocities were derived from the first breaking information. They were 

calculated based on the estimation of the local tangent slope of the travel time by least 

squares fitting of a line to a number of contiguous time picks VLP (Schmitt, et al., 2007) 

with a 0.99 Pearson’s correlation coefficient for most of points. Since the frequencies of 

the VSP data (< 250 Hz) differ from the sonic logging (~10 kHz to 20 kHz) two 

averaging methods, the simple arithmetic mean and the Backus average, were applied to 

smooth the latter. The comparison of P-wave velocities and smoothed sonic average 

curves is shown on Fig. 4.5. The velocity varies from 5000 m/s to 6500 m/s throughout 

the well. Large variations in velocity are seen through the Outokumpu-type assemblage 

section from 1314 m to 1515 m. Other sections have a relatively stable velocity variation, 

and the average velocity value is around 5500 m/s. These values are also supported by 

recent laboratory measurements (Elbra, et al., 2011).  

It is interesting to note that particularly in the upper schist section above the 

Outokumpu-type assemblage the sonic logging velocities appear lower by 1% on average 

than the VSP measurements. This is not the normal situation. Usually sonic log velocities 

are greater than the corresponding seismic velocities. The reason for this anomalous 

difference here is not known. It could arise due to the fact that the rock in the immediate 

vicinity of the wellbore is damaged due to stress concentrations produced by the 

existence of the well itself. This damage would be localized to less than a few borehole  
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radii into the rock mass but still would be measured by the sonic log which does not 

sample deeply into the formation. In contrast, the VSP seismic frequency waves have 

longer wavelengths and interrogate a much wider zone that consists of undisturbed and 

undamaged virgin rock that will have a greater velocity.  

4.2.4 Synthetic 

A synthetic seismogram is created to simulate seismic data acquisition in the computer.  

Synthetic seismograms are usually used to tie well logs and seismic reflection data to 

known lithological interfaces. A synthetic seismogram is calculated using the basic 

velocities from the sonic log and the mass densities from the  density log. This allows 

the acoustic impedances vZ  , where ρ is rock density which can be obtained from 

density log, and v is the P-wave velocity which can be derived from the sonic logs to be 

easily calculated. Then, the reflection coefficient R as a function of depth may be 

determined using equation (1-1). The synthetic seismogram is finally generated by 

convolving the reflectivity with a wavelet representative of the seismic experiment.  

The synthetic seismogram was calculated in the geophysical interpretation package 

Petrel™ and is presented on Fig. 4.6. The acoustic impedance and the reflection 

coefficient calculated from the density log and the sonic log are also shown. Before the 

final calculation, both the  density and the sonic log were edited to remove some 

abnormal values which could be caused by poor conditions in the borehole such as  

http://www.glossary.oilfield.slb.com/Display.cfm?Term=reflectivity
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fracture zones. A value was deemed to be abnormal if it deviated significantly from those 

obtained on core samples in the Elbra, et al’s (2011) extensive laboratory measurements. 

As a result, all the values smaller than 2.5 g/cm
3
 in the density log and values bigger than 

230 s/m (velocity = 4350 m/s) from 0 m to 1000 m and values bigger than 250 s/m 

(velocity = 4000 m/s) from 1000 m to the end of the well in the sonic log were eliminated 

from the raw sonic log data. These values were used to calculate the acoustic impedance 

that was then converted to a time series of the reflectivity (equation 1-1).  Not editing 

out these aberrant values would produce artificial events in the synthetic seismogram.  

To complete the synthetic seismogram, an estimate of the wavelet (equation 1-1) is 

required. Attempts were made to extract a proper wavelet from line_3000 using the 

Petrel™ software, however none of these wavelets appeared to provide an appropriate 

match to the final seismic data.  The reason for this may be that the deconvolution 

process employed in predicting the wavelet must assume that it has zero phase. However, 

the actual seismic data could not meet this requirement because of the contamination 

from noise. As such, a zero-phase Ricker wavelet (Costain and Çoruh, 2004) with a peak 

frequency of 100 Hz was used. And the Ricker wavelet f(t) is described by: 
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where v0 is the peak frequency, and t is the time relative to t = 0. The resulting synthetic 

seismogram is shown in Fig. 4.6. 
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4.3 Joint Interpretation  

Hard rocks have more complex properties and structures than sedimentary rocks. The 

signal-noise ratio and continuity are usually very low, which makes the acquisition and 

processing challenging. Further, the final profiles also indicate that the interpretation is 

also not straightforward. Even though seismic reflection technology is not commonly 

used to in hard rock environment due to its anisotropy and small difference in acoustic 

impedance, based on the logging information, large density and P-wave velocity 

variations can be observed in Outokumpu area. Those evident strong reflectors in the 

synthetic seismogram (Fig. 4.6) increased the possibility that the Outokumpu-type 

assemblage has large enough differences in the acoustic impedance to be detected on 

seismic profiles. As noted earlier, the reflectors near 500 ms are associated with the 

Outokumpu-type assemblage. However, because that all the abnormal values in the  

density and the sonic log, which are caused by poor conditions in the borehole, are hard 

to remove completely, the comparison would not be exactly consistent. Moreover, 

according to the vertical and horizontal resolution as described in Fig. 2.10 (a) and Fig. 

2.10 (b), it is not possible to image individual rock layers in the seismic profiles because 

of the limit of resolution, and the alternations of different rocks in Outokumpu hard rock 

area. Comparing with the VSP result (Fig. 4.7), they match each other well around the 

Outokumpu-type assemblage zone except a small time difference exists, which could be 

caused by several factors, such as the quality of well logging and seismic data processing,  

http://www.glossary.oilfield.slb.com/Display.cfm?Term=well%20log
http://www.glossary.oilfield.slb.com/Display.cfm?Term=processing
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the frequency band, and the wavelets. 

The results were converted from time to depth according the time to depth relationships 

calculated from the first breaking time. But it is a measured depth (MD) which differs 

slightly with the true depth (TVD) due to the fact that the deep drill hole slightly drifts 

towards W and NW by 250 m at the furthest deviation. The biggest difference between 

them is 18.19 m. 

Strong reflectors can also be observed from the reflection seismic profile and VSP results 

(Fig. 4.4 (a)). Original 2 m increment was employed aimed at high resolution acquisition. 

And strong and distinct reflectors are exhibited from all of the three stack results from 

1300 m to 1500 m at the Outokumpu-type assemblage section. By the comparison, the 

stack profile with 2 m depth increment shows more details than the other two stack 

profiles. And the three different corridor stacks have somewhat different character in 

terms of the apparent waveforms observed. This may be partly due to spatial aliasing 

effects in the larger receiver spacing.  

VSP can provide more convincing evidence that the Outokumpu-type assemblage are 

sufficiently strong to be detected because VSP survey has the same frequency band with 

surface seismic surveys. Thus, the high resolution VSP result was compared with surface 

seismic results for the purpose of seismic event correlation. 

On the final stack profile of line_2000 (Fig. 4.2 (a)), the dominant reflectors revealed 
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around 500 ms are apparently subhorizontal with a possible gentle dip to NE direction, 

and can be followed from CMP 111 to CMP 915. Before CMP 111 and after CMP 915, 

the profile has a low signal-to-noise ratio because of the low fold coverage on the edges 

of the survey line. Besides that, the main Outokumpu-type assemblage reflector package 

from CMP 620 to CMP 700 appears complex and thick. The reason is considered to be 

related to the crookedness of the survey line which led to some of CMP points excluded 

from the final image because they could not be included in a CMP bin. The Outokumpu 

deep drill hole is located at about 10 m away from the first CMP position of the line_2000. 

However since no effective reflector is exhibited before CMP 111, it is impossible to 

make an absolutely definitive correlation between them. The distance between the well 

and CMP 111 is 226 m far. On the other hand, this roughly 200 m offset is still relatively 

close and one would expect it to be representative of the character expected in line_2000.  

In order to achieve the comparison between surface seismic results and VSP corridor 

stack, the datum of the VSP stack was corrected from 100 m to 12 m which is the same 

datum as the surface seismic results.  

The corridor stack VSP result is compared to seismic line_2000 in Fig. 4.8 with the stack 

result placed near the CMP 111 on line_2000.  The timing of 480 ms near CMP 111 

between the top of strong reflector package in line_2000 agrees well the initial arrivals of 

the seismic reflections from the top of the Outokumpu-type assemblage at 485 ms in the 

corridor VSP stack.  Thus, the strong reflection package in line_2000 can be interpreted  
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to be the Outokumpu-type assemblage rocks. However, this reflection package in 

line_2000 is apparently thicker than one would expect on the basis of the VSP stack. The 

time thickness of this reflector package can reach a two-way-time of 120 ms which 

correlates to 330 m thickness assuming an average velocity of 5500 m/s through the 

assemblage. This contrasts with the 201 m thickness of the Outokumpu-type assemblage 

observed from core and geophysical logs that corresponds to the approximately 65 ms 

apparent thickness in the VSP stack.  

Before attempting to resolve this possible discrepancy in the apparent thicknesses, it is 

worthwhile to first review the character of the reflector package in the nearly 

perpendicular NW-SE running line_3000. The Outokumpu-type assemblage package 

reflectors are clearly recognized around 500 ms with a gentle dip to the SE (Fig. 4.9). As 

already mentioned, the ‘strength’ of the reflector in this line is not as strong and it appears 

less continuous likely due to the lower fold coverage and hence lower signal to noise.  

The OKU-1 deep drill hole is immediately west of this profile with its closest point at 

CMP 386 being only a distance of 73.8 m away. From the correlation (Fig. 4.9 and Fig. 

4.10), line_3000 agrees well with the VSP at the Outokumpu-type assemblage zone. 

However, unlike line_2000, the facevalue time thickness (70 ms) of the reflector package 

is generally much thinner and, indeed, would appear to be produced by a consistent and 

nearly flat reflecting event.   

To summarize the above last few paragraphs, the seismic character of the Outokumpu  



185 

  



186 

  



187 

assemblage in line_3000 agrees well with the ground-truthing of the VSP corridor stack.  

In contrast, the same reflector package in line_2000 is at face value much thicker.  The 

reasons for this difference are not entirely clear but could include:   

 The CMP trend of line_3000 is relatively straighter and this allowed for 

correspondingly spatially thinner and more densely concentrated CMP bins (Fig. 

2.13). In contrast, line_2000 was much more crooked resulting in much wider 

CMP bins.  However, there is no rule that states that the earth’s true geological 

structure must conform to our artificial CMP bin strategy; and the larger the bin 

the greater will be the variation in the structure over that bin. Hence, the apparent 

thicker Outokumpu assemblage in line_2000 may be in reality indicative of the 

variations in the reflected (scattered) waves over a larger area.  This might result, 

for example, from variations in structural dip or actual discrete changes in the 

topography of the top of the 3D real-world Outokumpu assemblage; the reflected 

waves from different regions of a given bin would be expected to arrive at 

different times thus making the entire reflection package apparently thicker.  

Correspondingly, the Outokumpu assemblage reflections in line_3000 originate 

from the stacking of CMP points over a smaller area and there is less opportunity 

for the arrival times to differ.  

 Again, nature places little restrictions on what the 3D shape of the Outokumpu 

assemblage actually is, and given its likely ophiolitic origins it probably 
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underwent substantial deformation on emplacement that only would have been 

intensified by later metamorphism.  As such, the variations in the reflector 

package could be reflective of the actual geological variations of the Outokumpu 

assemblage.  

 According to Schijns et al, (2011) measurements in the OKU-1 well, the 

otherwise uniform schists overlying the Outokumpu assemblage are seismically 

anisotropic.  This anisotropy is also somewhat complex as the symmetry axes 

are rotated with respect to the vertical and horizontal.  However, a conventional 

analysis that assumes the rock mass is seismically isotropic was employed in 

developing the stacking velocity VRMS(to) functions. Further, an isotropic 

Kirchhoff migration algorithm was used to make the final corrections to the data. 

Hence, ignoring the true seismic velocity anisotropy can only result in some error 

in the seismic image.   

It is in reality likely that a combination of these three factors contributes to the differences 

in the seismic character.  However, we believe that most of this comes simply from 

geometrical effects due to the complex crooked line binning (the second rationalization) 

because: i) not including anisotropy will most certainly affect the positioning of the 

seismic events within the image but as long as the differences are consistent one should 

not expect this to be manifest as a thicker reflector package, and ii) the simplicity of the 

reflector as seen in both line_3000 and in the VSP would imply that the geology along 
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line_2000, or at least near its SE end, should also be simple.  These discrepancies could 

only be resolved by first obtaining a proper 3D seismic survey over the area and, second, 

by additional drilling to sample the true lithologies.  

4.4 Discussion 

The Outokumpu-type assemblage is located from 1314 m to 1515 m deep according the 

coring information from the deep drill hole. Seismic reflection techniques were carried 

out in this area in order to map the structure of the Outokumpu-type assemblage in depth 

in 2006. According to the borehole logging, small differences in acoustic impedance were 

found, which makes imaging of the geology challenging. Moreover, the signal-to-noise 

ratio is usually very low due to the complex properties in hard rock area. As a result, 

high-frequency and high-fold 2D seismic acquisition techniques including two crooked 

seismic lines and VSP survey were applied aimed at high resolution data.  

The 2D seismic survey is an effective technique to detect the geological structures that 

could potentially host mineral deposits. 2D seismic profiling is also relatively cheap and 

easy to implement. After processing, subsurface structure under the line is able to be 

delineated. However, with only 2D profiles it is difficult to follow the structure in three 

dimensions.  Further, 2D migration is not completely valid for complex structures 

(Yilmaz, 2001). So the image from a 2D seismic survey might not represent a true 

geological structure. And it may become worse on a crooked 2D seismic line.  Moreover, 
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reflections are poorly aligned in a CMP gather, which damages the image during stacking 

and migration as discussed above.   

The reprocessing of the Outokumpu data considered the effects caused by crooked line. 

Special efforts were also made to preserve the high-frequency information and improve 

the resolution. But from the final results, the impact from irregular geometries still exists. 

Line_2000 has much apparently thicker Outokumpu-type assemblage than the 

corresponding VSP result.  Line_3000 has less continuity in the entire line due to the 

low fold coverage but the Outokumpu assemblage there appears much thinner.  

Additionally, VSP data are often used to find the depths at which seismic reflections 

originate and hence assist in the interpretation of surface reflection seismic profiles. 

Nevertheless, the deep drill hole is not in the middle of any seismic survey lines for the 

Outokumpu area although it is very close to line_3000. This inevitably brings some errors 

to the correlation between seismic surface results and VSP result. And another factor that 

should be considered is the deep drill hole is not perfectly vertical (Fig. 3.2). There is a 

difference between the measured depth (MD) and the true depth (TVD) in VSP data. The 

biggest difference is 18.19 m., which is 6 to 8 ms in a two-way time.  

4.5 Conclusions 

Hard rocks have more complex properties and structures than sedimentary rocks. The 

signal-noise ratio and continuity are usually very low, which makes the acquisition and 
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processing challenging. Based on the synthetic result (Fig. 4.6), Outokumpu-type 

assemblage can be detected by seismic exploration techniques.  

P-wave velocities were derived from first-break VSP times, and the 2 m receiver gap 

allows a detailed determination of the seismic frequency velocity structure variation to be 

made. They match the smoothed sonic curves well (Fig. 4.5). The velocities increase with 

depth from 5000 m/s to 6000 m/s except for the lower velocity zone from 1300 m to 1500 

m. The variation of velocities corresponds to the lithology. 

Despite the effects caused by crooked lines and low signal to noise, the seismic profiles 

and the VSP were processed successfully. High resolution seismic results are obtained 

after processing. Strong reflectors can be observed from both the seismic profiles and the 

VSP. Comparing with the preliminary results obtained by Heinonen et al. (2011), 

signal-to-noise ratios are improved and finer details can be seen.  

Since the geophones in a VSP survey are much closer to the subsurface layers, this VSP 

measurement is considered to be invaluable for structural, stratigraphic and lithological 

interpretations. After VSP data is combined with surface seismic data, the features on 

surface seismic data can be calibrated at the depths. And more reliable and improved 

seismic characteristics of the subsurface geology near the well can be provided.  

From the interpretation of the seismic images, there is consistency between the 2D 

seismic and VSP results. The strong reflectors around 500 ms on seismic profiles are 
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associated with the Outokumpu massive sulphide deposits. The comparison of the VSP to 

line_2000 in particular suggests that the apparent thickness of the Outokumpu-type 

assemblage on that line is not real and likely results from the crooked geometry. The 

apparent thickness may be indicative of some cross-dip of the reflecting events or even 

more complex topography on the top surface of the Outokumpu assemblage. The VSP 

result also agrees qualitatively with the synthetic result. All in all, our seismic results not 

only provide a good correlation among 2D surface seismic profiles, the VSP result, and 

the logging records but also allow a reasonable estimation for the seismic character of the 

Outokumpu-type assemblage.  

4.6 Future work 

The seismic surface surveys executed in hard rock environment in Outokumpu, Finland, 

consist of two crooked 2D seismic lines. The special and complex physical properties of 

hard rock and the irregular geometry are attributed to the effect of imaging. Even though 

the final results have some improvements relative to earlier attempts, additional efforts 

are still warranted. First, different definitions of the survey line could be tested. A smaller 

bin grid might be able to alleviate the impact of the cross-dip. However the fold coverage 

would be reduced and a better balance is needed.  

Second, the 2D crooked seismic surveys could actually be treated as a partial 3D survey. 

For a future work, a pseudo-3-D processing technique (Nedimovic and West, 2003a, Wu 
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et al., 1995) which considers the cross-dip of subsurface structure may remove the 

adverse effect introduced by irregular geometry during the CMP stacking as well as 

providing additional geological information.  An alternate rebinning technique 

(Kashubin and Juhlin, 2010) could also reduce the adverse effect of any cross-dip.  

Third, the amplitude stack method provided by Nedimovic and West (2003a) could 

improve the resolution before migration. Additionally, some prestack migration schemes 

(Nedimovic and West, 2003b, Schmelzbach et al., 2008) might be able to construct a 

relatively true subsurface structure description.  

Finally, we know that there is a substantial seismic anisotropy to the formation as 

measured by Schijns et al (2011). Such anisotropy is also problematic even in the 

simplest horizontally layered structures where it produces erroneous estimates of depths 

to reflectors. When the anisotropy is dipping as it appears to be at Outokumpu, the 

meaning of the CMP bin becomes even more difficult to define as the true reflection point 

no longer even lies beneath the midpoint in the earth. To our knowledge, such seismic 

anisotropy has never before been included in the analysis of seismic data from such hard 

rock areas and would be an important step forward.
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Appendix 

Seismic vibrators are sources that generate seismic waves by a servo-controlled hydraulic 

vibrator, an electrodynamic vibrator, or a magnetic levitation vibrator (Fig. A.1). This 

‘vibroseis’ technique was developed by the Continental Oil Company (Conoco) during 

the 1950s, and has become an important and commonly used method for seismic data 

exploration world-wide.  Vibroseis overcomes some defects with impulsive seismic 

sources like dynamite and weight-drop, which are destructive, and introduce 

unpredictable nonlinear effects in the vicinity of the source (Lindseth, 1982, Baeten and 

Ziolkowski, 1990) . But it generates less energy at higher frequencies than dynamite and 

suffers more serious static problems and surface wave interference by the reason of a 

surface source.  

The energy generated by vibrator propagates into the earth in the form of a sweep of 

varying frequency for several seconds (Fig. A.2). The sweep is usually 7-8 s long. The 

sweep is commonly given by (Baeten and Ziolkowski, 1990) 

])
2
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(2sin[)()( 01

0 tt
T

ff
ftatq


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where f0 is the starting frequency of the sweep, f1 is the end frequency and T is the sweep 

duration. a(t) is a taper function which is usually chosen to be a linear or cosine roll-off 

taper to reduce truncation effects (Gibbs phenomena) that produce sidelobes and a longer 

duration wavelet.
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And the instantaneous frequency is given by 

t
T

ff
ftf inst 01

0)(


 ………..……………..(A-2) 

If sweep frequency f0 is smaller than the frequency f1, the sweep is called upsweep; if f0 is 

larger than f1, it is called a downsweep. 

The recorded data in this way must be correlated with the sweep in order to collapse the 

extended source signal to an impulse (Fig. A.3). Figure A.3 shows how the vibroseis 

works. Trace 7 (blue) is the vibroseis source sweep. Trace 6 (pink) is an earth reflection 

impulse response from three interfaces. Trace 3, 4, and 5 (black) are the reflection 

responses. And trace 2 (green) is the recorded uncorrelated seismogram. Then the 

uncorrelated seismogram is cross-correlated with the sweep to collapse the sweeps into 

wavelets and also reduce the length of the seismogram. The correlated seismogram is 

showed in trace 1 (pink).  
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