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Abstract 

 

Emerging devices, such as those based on carbon (in the form of graphene or 

nanotubes) or III-V compound semiconductors, are constructed on an atomic scale, 

where the transport is governed by the Schrödinger equation of quantum mechanics 

or the Boltzmann transport equation (BTE) of semi-classical mechanics.  

The solutions of the Schrödinger equation and the BTE offer an opportunity 

not only to explore and understand the rich physics of small-scale devices, but also 

to predict their performance potential.  The Schrödinger equation can generally be 

tackled by the method of nonequilibrium Green’s functions (NEGF), and the BTE 

can be solved with the aid of commercial numerical software, such as COMSOL.  

In this doctoral work, we utilize these state-of-the-art transport approaches to study 

the performance of emerging nanoscale transistors, namely, III-V high-electron-

mobility transistors (HEMTs) and carbon-nanotube transistors (CNFETs). 

In the first stage of work, we use the NEGF approach to show how quantum-

mechanical transport impacts the cutoff frequencies of III-V HEMTs as the gate 

length is shrunk.  We demonstrate that the cutoff frequencies tend to saturate as the 

gate length is scaled down, i.e., that they attain a maximum value that ceases to 

improve with further scaling, and we tie this behavior to the low effective mass of 

electrons in III-V materials, which is a transport property.   



 

 

In the second stage of work, we examine the impact of electron scattering on 

the performance of CNFETs via the BTE.  We show that the collisions of electrons 

with substrate phonons (arising from lattice vibrations within the substrate on which 

the CNFET resides) is critical to their performance, and we thereby identify the best 

and worst choices of substrate for optimum performance. 

For future work, we propose the creation of a tool that captures the transport of 

electrons in quantum-dot solar cells. The tool would utilize NEGF to account for 

quantum-mechanical transport in the presence of light, and its aim would be to 

facilitate the systematic understanding of cell operation and hence optimal cell 

design.  
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Chapter 1 

Introduction 

 

1.1    Overview 

In the context of electronic devices, the word “transport” loosely refers to the 

movement of charge carriers (electrons and holes) under the influence of applied 

voltages and (possibly) under illumination.  For much of the past 40 years, transport 

within the key devices of electronics --- such as the silicon-based MOSFET and the 

simple pn-junction solar cell --- have been successfully described by the classical 

drift-diffusion equation (DDE), written for electrons in the familiar form 

 

𝐽𝑛 = 𝑞 𝜇𝑛𝑛 ℰ + 𝑞 𝐷𝑛  
𝑑𝑛

𝑑𝑥
  

 

 (1.1) 

 

where 𝐽𝑛 is the electron current density, 𝑞 is the magnitude of the electronic charge, 

𝜇𝑛 is the electron mobility, 𝑛 is the electron concentration, ℰ is the electric field, 𝐷𝑛 

is the electron diffusivity, and 𝑥 is position. 

Modern devices, including modern transistors and solar cells, are constructed 

on an atomic scale, and often employ new materials, such as carbon in the form of 

graphene or nanotubes, and III-V compound semiconductors, rather than silicon.  

The transport in such nanoscale devices is generally quantum-mechanical or semi-
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classical, governed by the Schrödinger equation of quantum mechanics or the 

Boltzmann transport equation (BTE) of semi-classical mechanics. 

The solutions of the Schrödinger equation and the BTE offer an opportunity 

not only to explore and understand the rich physics of small-scale devices, but also 

to predict their performance potential, thereby helping to identify the most 

promising candidates for future technologies.  The Schrödinger equation can 

generally be tackled by the method of nonequilibrium Green’s functions (NEGF), 

and the BTE can be solved with the aid of commercial numerical software, such as 

COMSOL [1].  The specific cases involving the NEGF and the BTE considered in 

this thesis, and hence the connections between quantum-mechanical and semi-

classical carrier transport and device performance, include the following: 

1. Transport in III-V high-electron-mobility transistors (HEMTs):  III-V 

HEMTs are candidates for terahertz applications, which require the highest 

possible cutoff frequencies for the transistor.  We use the NEGF approach 

to show how quantum-mechanical transport impacts the cutoff frequencies 

as the gate length is shrunk.  We demonstrate that the cutoff frequencies tend 

to saturate as the gate length is scaled down, i.e., that they attain a maximum 

value that ceases to improve with further scaling, and we tie this behavior to 

the low effective mass of electrons in III-V materials, which is a transport 

property.   

2. Transport in carbon-nanotube transistors (CNFETs):  CNFETs are 

candidates to augment or even replace conventional MOSFETs.  We 
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describe the transport of electrons in CNFETs semi-classically, via the BTE, 

and we examine the impact of electron scattering on the performance of 

CNFETs.  We show that the collisions of electrons with substrate phonons 

(arising from lattice vibrations within the substrate on which the CNFET 

resides) is critical to their performance, and we thereby identify the best and 

worst choices of substrate for optimum performance. 

3. Proposed future work: Transport in quantum-dot solar cells:  Quantum-dot 

solar cells are among the latest candidates being considered as potentially 

cheap, highly efficient, green-energy alternatives to silicon-based solar 

cells.  To extend the ideas from the work already completed for this thesis, 

we propose the creation of a tool that captures the transport of electrons in 

quantum-dot solar cells. The tool would utilize NEGF to account for 

quantum-mechanical transport effects in the presence of light, i.e., it would 

account for the so-called electron-photon interaction within the framework 

of quantum transport, and its aim would be to facilitate the systematic 

understanding of cell operation and hence optimal cell design.     

 

1.2    Stages of Work 

To accomplish the tasks outlined above, the doctoral work can be categorized into 

two completed stages and a proposed future stage.  For each completed stage, a 

summary and a description of the key points are provided below.  Please note that 

the intention of these summaries and descriptions is merely to convey the essence 
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and not every aspect of each completed stage of work; interested readers can find 

far more information and all the supporting details in the subsequent chapters of 

this thesis. The proposed future work is also discussed below, with further details 

available in the concluding chapter of this thesis.  

 

1. Impact of Effective Mass on the Scaling Behavior of the fT and fmax of III-

V High-Electron-Mobility Transistors 

Summary: 

The first stage involved research on III-V high-electron-mobility transistors 

(HEMTs) which, primarily from offering very high mobility, are among the 

contenders for applications at terahertz frequencies. The scaling behavior of 

these III-V HEMTs has not been extensively studied or explained, either 

experimentally or by quantum-mechanical simulations, with conflicting data 

and comments on the expected outcome of scaling.  In our work, we report on 

a tendency for III-V devices with low effective-mass channel materials to 

exhibit a saturation in their unity-current-gain and unity-power-gain cutoff 

frequencies (𝑓𝑇 and 𝑓max) with a down scaling of gate length.  We focus on 

InGaAs and GaN HEMTs and examine gate lengths from 50 nm down to 10 

nm.  A self-consistent, quantum-mechanical solver based on the method of 

nonequilibrium Green’s functions (NEGF) is used to quasi-statically extract the 

𝑓𝑇 for intrinsic III-V devices.  This intrinsic model is then combined with the 

series resistances of the heterostructure stack and the parasitic resistances and 
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capacitances of the metal contacts to develop a complete extrinsic model, and 

to extract the extrinsic 𝑓𝑇 and 𝑓max.    

It is shown that the 𝑓𝑇 and 𝑓max of III-V devices will saturate, i.e., attain a 

maximum value that ceases to increase as the gate length is scaled down, and 

that the saturation is caused by the low effective mass of III-V materials.   It is 

also shown that the InGaAs HEMTs have faster 𝑓𝑇 at long gate lengths, but as 

a consequence of their lower effective mass, they experience a more rapid 𝑓𝑇 

saturation than the GaN HEMTs, such that the two devices have a comparable 

𝑓𝑇 at very short gate lengths (~10 nm).  On the other hand, due to favorable 

parasitics, it is shown that the InGaAs HEMTs have a higher 𝑓max at all the gate 

lengths considered in our work.   

Of three peer reviewers of our published results [2], the first commented 

that the work was “very informative” and “commendable in the approach as 

well as the depth of the material,” the second stated it was “very nice work,” 

and the third stated “the results should be of great interest to the community.”  

Key Points: 

In a recent review of RF transistors for terahertz applications, and based on 

experimental data reported in the literature, Schwierz et al. [3, Figure 10] 

observed a tendency for the 𝑓𝑇 of III-V HEMTs to saturate at very short gate 

lengths, i.e., to attain a maximum value that ceases to improve with further 

scaling. The primary outcome of this stage of the work is a demonstration, with 

careful explanation, that III-V HEMTs constructed using low effective-mass 
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channel materials can indeed experience a saturation in their 𝑓𝑇 and 𝑓max with 

gate-length scaling. The device structure used in this work is shown in Figure 

1.1.  

 

Figure 1.1.  Device structure of a III-V HEMT. 

 

We first shed insight into the signature saturation of the intrinsic peak 𝑓𝑇,1 

as displayed in Figure 1.2 (a), by analyzing the scaling behavior of the intrinsic 

transconductance 𝑔𝑚 and the total intrinsic gate capacitance 𝐶gg, since 𝑓𝑇 =

 𝑔𝑚 (2𝜋𝐶gg)⁄ . Towards this end, our work begins by establishing an important 

result:  as 𝐿𝑔 is scaled down, drain-induced barrier lowering (DIBL) causes the 

peak 𝑓𝑇 to occur at successively lower values of the gate bias voltage 𝑉𝐺. As a 

consequence, the quantum well defining the channel (in the 𝑧-direction) at peak 

                                                 
1 By “peak 𝑓𝑇,” we mean the highest 𝑓𝑇 that can be attained at each 𝐿𝐺 as the gate bias 𝑉𝐺 is varied. 
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𝑓𝑇 is less sharp i.e., there is reduced quantum confinement, and the channel 

subbands are hence lower in position with respect to the source Fermi level 𝜇𝑆 

at shorter gate lengths; this scenario is depicted in Figure 1.2(b).  

To understand the scaling behavior of 𝑔𝑚, we then appeal to the expression 

(2.8) for 𝑔𝑚, repeated below for convenience:   

 

𝑔𝑚 =
𝑞2

ℏ2
√

𝑚∗𝑘𝐵𝑇

2𝜋3

𝐶ins

𝐶ins + 𝐶inv
∑  {𝐹

−
1
2

[𝜇𝑆 − 𝐸𝐶 top − ∆𝑖]

𝑖

− 𝐹
−

1
2

[𝜇𝐷 − 𝐸𝐶 top − ∆𝑖]} . 

 

(1.2) 

 

The details of this expression are unimportant for the present discussion; the 

reader need only note that the scaling behaviors of two factors impact the 

scaling behavior of 𝑔𝑚. (i) The capacitance ratio 𝐶ins (𝐶ins + 𝐶inv)⁄ , with 𝐶ins 
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(a) 

 

(b) 

Figure 1.2. (a) Extrinsic and intrinsic 𝑓𝑇 of the HEMTs considered in this work, and the reported 𝑓𝑇 of 

InGaAs HEMTs [3, Figure 10], versus 𝐿𝑔.  The lines have been drawn as guides for the eye. (b) 

Conduction-band profiles along with the positions of the subband edges at peak 𝑓𝑇 along the depth of 

the channel (𝑧 -direction), for the InGaAs HEMTs with 𝐿𝑔= 10 and 50 nm. 
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and 𝐶inv being the gate-insulator and inversion-layer capacitance, respectively; 

physically, this factor describes the ability of the gate to modulate the source-

to-drain channel barrier. (ii) The difference in Fermi-Dirac integrals (within 

curly brackets) evaluated at each subband edge 𝑖, which describes the 

“difference in agenda” [4, Ch. 1] of the source and drain contacts for each 

subband. The downward shift in the positions of the subbands with down 

scaling causes an enhancement to the difference in the Fermi-Dirac integrals 

(and hence to the “difference in agenda”) for each subband, and this will tend 

to increase 𝑔𝑚. On the other hand, the same shift in the subband edges causes 

the capacitance ratio 𝐶ins (𝐶ins + 𝐶inv)⁄  to decrease, which will tend to 

decrease 𝑔𝑚. The decrease in the capacitance ratio occurs because of the 

relative behavior of 𝐶ins and 𝐶inv. 𝐶ins is primarily determined by the insulator 

thickness, which is fixed in this work, causing 𝐶ins to scale linearly with gate 

length. On the other hand, the downward shift in the subband edges causes 𝐶inv 

to be larger at each gate length than would be expected from a purely linear 

dependence on 𝐿𝑔, which we show occurs because of a greater-than-expected 

charge modulation in the shorter gate-length devices.  Hence, the factors 

governing 𝑔𝑚 act in opposition to each other, such that the corresponding 𝑔𝑚 

remains relatively insensitive to scaling, as depicted in Figure 1.3(a).  

Regarding the gate capacitance 𝐶gg, the low effective mass implies 𝐶ins ≫

𝐶inv, and hence that 𝐶gg =
𝐶ins𝐶inv

𝐶ins+𝐶inv
 is roughly equal to the inversion 
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capacitance 𝐶inv.  As a result, 𝐶gg scales according to 𝐶inv; as previously 

mentioned, the downward shift in the subband edges depicted in Figure 1.2(b) 

causes 𝐶inv to be larger at each gate length than would be expected from a 

purely linear dependence on 𝐿𝑔, i.e., the scaling to occur at a slower rate than 

would be expected from a purely linear dependence on 𝐿𝑔.  The resulting trend 

in 1/𝐶gg is plotted in Figure 1.3(b), where the saturating behavior of 1/𝐶gg at 

short gate lengths is of particular importance. 

Since 𝑔𝑚 remains relatively insensitive to scaling, and since 1/𝐶gg scales 

more slowly than predicted by a linear dependence on the gate length and 

saturates, then the intrinsic 𝑓𝑇 =  𝑔𝑚 (2𝜋𝐶gg)⁄  also scales more slowly than 

predicted by a linear dependence on the gate length and also saturates, 

consistent with the experimental data reported by Schwierz et al. [3, Figure 10].    

 

(a) 

 

 

 

 

 

 

 

 

(a) 
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(b) 

Figure 1.3. (a) Normalized value of the transconductance 𝑔𝑚 and its components versus gate length 𝐿𝑔 

for the InGaAs HEMT. (b) Reciprocal of total gate capacitance 1/𝐶gg versus gate length 𝐿𝑔 for the 

HEMTs. 

 

2. Impact of Substrate Material on the RF Performance of Carbon-Nanotube 

Transistors  

Summary: 

Carbon-nanotube, field-effect transistors are being widely considered for future 

high-performance radio-frequency (RF) electronic devices [3].  In the second 

stage, we examine the effect of the substrate material on the RF behavior of 

these devices by considering the impact of substrate polar phonons.  We 

consider substrate polar phonon (SPP) scattering from AlN, SiO2, HfO2, and 

ZrO2 substrates within a semi-classical approach by solving the time-dependent 

Boltzmann transport equation self-consistently with the Poisson equation.  A 



 

       12 

 

semi-classical approach is employed because there is no tunneling between the 

source and drain terminals in these devices, and because scattering can then be 

modeled without much complexity. Various RF figures of merit, such as the 

unity-current-gain frequency 𝑓𝑇, the unity-power-gain frequency 𝑓max, the 

transconductance 𝑔𝑚, and the two-port 𝑦-parameters, are determined in order 

to characterize the impact of SPP scattering.  We first consider the impact of 

SPP scattering on the RF behavior of an intrinsic single-tube CNFET.  These 

single-tube results are then combined with the external parasitic elements to 

analyze the pitch-dependent, RF behavior of an extrinsic array-based CNFET.  

It is shown that AlN substrates have the least impact in degrading the RF 

performance of a CNFET, while the more polar substrates (HfO2 or ZrO2) have 

a greater impact.  This varying behavior can be attributed to the SPP energies, 

which are higher in AlN compared to the other materials, making CNFETs with 

AlN substrates less susceptible to SPP scattering even at room temperature.  

Our results suggest that substrate engineering will become an important 

component in the design process of emerging devices to achieve an optimized 

RF performance. The results of this stage have been published in the IEEE 

Transactions on Nanotechnology [5]. 

Key Points: 

We investigate the impact of substrate polar phonon scattering on the RF 

characteristics of array-based, carbon-nanotube transistors at varying tube 

pitches; a schematic of an array-based CNFET is shown in Figure 1.4(a). We 
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demonstrate and explain that SPP scattering substantially affects the device’s 

RF performance and, most importantly, displays a strong dependence on the  

 

 

 

 

 

 

 

 

(a) 

 

 

 

 

 

 

 

 

 

(b) 

Figure 1.4(a).  Schematic of an array-based CNFET structure.  (b) Intrinsic single-tube block. 
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choice of substrate. This result is in accord with the qualitative expectation of 

Perebeinos et al. [6], who commented on the possible impact of different polar 

substrates on the dc mobility.   

The impact of SPP scattering can best be understood by considering the 

RF behavior of an intrinsic single-tube CNFET block having a width of 10 nm, 

illustrated in Figure 1.4(b). It can be discerned from Figure 1.5 --- which plots 

the dc drain current 𝐼𝐷  and the intrinsic 𝑓𝑇 as a function of the gate bias 𝑉𝐺 for 

such a CNFET block with different substrates --- that SPP scattering causes a 

significant reduction of the transistor’s performance compared to a ballistic 

device, and that the magnitude of this reduction depends on the substrate.  

 

(a) 

 

 

 

 

 

 

 

 

 

(a) 
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(b) 

Figure 1.5. (a) Drain current 𝐼𝐷 and (b) intrinsic 𝑓𝑇 vs. gate voltage 𝑉𝐺  for a single-tube CNFET. 

 

The strong variation in the device performance with a change in substrate 

can be explained based on the substrate phonon modes in two parts. (i) For the 

first phonon mode, the relative strengths of the SPP scattering can be discerned 

by the prefactor of the SPP collision integral specified in (A.4) of the Appendix. 

Substrate materials with low phonon energies will lead to a strong collision-

integral prefactor through its two components, the strength of the polarization 

field and the phonon number, where both exhibit a strong inverse dependence 

on the phonon energy. Thus, the low-energy SPP phonons in ZrO2 and HfO2, 

and to a lesser extent SiO2, cause increased SPP scattering and hence a more 

severe degradation in performance. (ii) For the second phonon mode, it is 

required to consider more than the prefactor in determining the relative 
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strengths of the scattering.  The higher phonon energies of the second mode 

suggest that the corresponding SPP scattering will become important only at 

higher gate biases, when the channel band profile has been “pushed down” 

sufficiently below the source Fermi level for carriers injected from the source 

to have available states to occupy in the channel and in the channel-to-drain 

barrier region upon emitting the higher energy SPP phonons; mathematically, 

the requirement for available states is taken into account by the presence of the 

density of states and distribution function in the collision integral (A.4). In this 

case, ZrO2 and HfO2 can thus be expected to suffer from more severe SPP 

scattering that becomes important at a lower gate voltage, since the phonon 

energy is significantly lower and hence requires less gate voltage to push the 

bands down a sufficient amount for a phonon emission. The curves in Figure 

1.5 are indeed consistent with this expectation, with AlN leading to the weakest 

impact of SPP scattering on the performance degradation, i.e.. with AlN leading 

to higher 𝐼𝐷   and 𝑓𝑇 values as a function of applied gate voltage 𝑉𝐺 than for 

HfO2 and ZrO2.     

Despite the presence of SPP scattering, and except for the 

transconductance  𝑔𝑚, we ultimately show [Table 3.3 in Chapter 3] that array-

based CNFETs built on AlN and SiO2 substrates continue to offer performance 

that meets and exceeds the ITRS specifications for RF CMOS [7].   
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3. Future Work: Quantum-Mechanical Transport in Nanoscale Quantum-

Dot Solar Cells  

Summary: 

For future work, we propose the extension of our research on the impact of 

transport on the performance of emerging devices by focusing on the field of 

renewable energy sources, i.e., solar cells.  Solar cells are devices that convert 

energy from the sun into electricity.   

Among the latest contenders in solar cells are those utilizing quantum dots, 

in which an array of nanoparticles (“dots”) can cheaply be fabricated and 

engineered for an optimum cost-efficiency tradeoff.  Critical to the success of 

quantum-dot, solar-cell technology is the ability to systematically investigate, 

design, and engineer the parameters of each cell.  In turn, this requires a 

computer model to gain a proper understanding of the physics of cell operation, 

which is fundamentally quantum-mechanical.  However, to date, no computer-

based, quantum-mechanical tool for cell design exists that can comment on the 

impact of useful design parameters, such as the size of the quantum dots, the 

types of materials used to make the dots, the distance between the dots, and 

irregularities in the array.  In this stage of work, we propose the development 

of a quantum-mechanical tool that has the potential to shed useful insight into 

the device physics and to facilitate systematic cell design, thereby providing a 

means to speed the development of quantum-dot, solar-cell technology. 
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Key Points: 

The major advantage of quantum dots is that they have bandgaps that are 

tunable across a wide range by changing the size and types of dots [8].  Such 

tunability facilitates the ability to fabricate solar cells consisting of a number 

of different bandgap materials, each of which can be optimized to convert solar 

energy within a portion of the sun’s spectrum, thus maximizing overall 

efficiency. Among the emerging quantum-dot solar cells are devices 

characterized by the existence of InAs quantum dots in a GaAs channel region 

[9, 10], and we assume this type of structure as a starting point for our work.  

A sample InAs/GaAs quantum-dot solar cell structure is shown in Figure 1.6. 

 

Figure 1.6. An InAs/GaAs quantum-dot solar cell. 

 

A 1D NEGF-Poisson solver, which is capable of describing both the 

optical and transport properties, including quantum effects, is proposed to 

model the InAs/GaAs quantum-dot solar cell.  Results from the solver can be 

utilized to extract and explain the important solar-cell figures of merit, such as 
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the short-circuit current density 𝐽sc, open-circuit voltage 𝑉oc, fill factor 𝐹𝐹, and 

efficiency 𝜂. The developed solver can also be extended to quantum-dot solar 

cells fabricated with other materials. 
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Chapter 2 

Impact of Effective Mass on the Scaling 

Behavior of the fT and fmax of III-V High-

Electron-Mobility Transistors2 

 

2.1 Introduction 

High-electron-mobility transistors (HEMTs) fabricated with III-V materials are 

among the leading candidates for terahertz radio-frequency (RF) applications [11].  

Of principle interest in assessing the ultimate potential of these devices is the 

behavior of their unity-current-gain and unity-power-gain cutoff frequencies (𝑓𝑇 

and 𝑓max) as the device gate length is scaled down.  To date, the scaling behavior 

has not been extensively studied or explained, with conflicting data and comments 

on the expected behavior of the 𝑓𝑇 and 𝑓max with scaling, and on the relative 

performance of the different types of HEMTs.   

Regarding the gate-length scaling, in a recent review of RF transistors for 

terahertz applications, and based on experimental data reported in the literature, 

Schwierz et al. [3, Figure 10] observed a tendency for the 𝑓𝑇 of III-V HEMTs to 

saturate at very short gate lengths, i.e., to show no further increase with decreasing 

gate length once the gate length is sufficiently small; they also commented on the 

                                                 
2 A version of this chapter has been published [2].  
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importance of considering the impact of a low density of states near the bottom of 

the conduction band in assessing the potential of III-V transistors, as originally 

discussed in [12, 13] and as recently discussed in [14, 15], but they did not connect 

the low density of states to the gate-length scaling behavior.  On the other hand, in 

contrast to the observation of Schwierz et al., the simulations of Ayubi-Moak et al. 

[16] and Akis et al. [17] displayed no saturation in 𝑓𝑇 versus gate length; their work 

was based on a semi-classical Monte Carlo approach that included electron 

scattering and which scaled InGaAs HEMTs down to 10 nm. 

Regarding the relative performance of different III-V HEMTs, according to the 

2009 ITRS [7], InGaAs and GaN devices are among the most important for RF and 

analog/mixed-signal technology.  The InGaAs HEMTs have very high 𝑓𝑇 and 𝑓max 

[11, 18-20], an outcome of the very high electron mobility in the channel [11, 18, 

19].  The GaN HEMTs have emerged as interesting candidates, because they offer 

not only high 𝑓𝑇 and 𝑓max [21-23] but also the ability to operate at high voltages 

and high powers, owing to the large bandgap and breakdown field in nitride-based 

materials [24, 25].  However, it is not clear how these HEMTs will perform in 

comparison with each other as the gate length is scaled down.  Some researchers 

are confident that the InGaAs HEMTs are faster [11, 18, 19, 23] whereas the 2009 

ITRS requires the GaN HEMTs to be as fast [7]. 

In this work, we examine the gate-length scaling behavior of the 𝑓𝑇 and 𝑓max 

of III-V HEMTs, with the primary aim of clarifying the connection between the 

effective mass (and hence density of states) of the channel material and the scaling 
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behavior.  We focus on InGaAs and GaN HEMTs, and we use a fully quantum-

mechanical approach based on the method of nonequilibrium Green’s functions 

(NEGF).  The primary outcome of our work is a demonstration that devices 

constructed using low effective-mass channel materials can indeed be expected to 

experience a saturation in their 𝑓𝑇 and 𝑓max with gate-length scaling, as observed 

by Schwierz et al. [3, Figure 10], along with a careful explanation of why the 

saturation occurs.  Hence, we show that there is an inherent tradeoff in III-V 

devices:  a low effective mass yields high electron velocity and mobility, but also 

leads to diminishing speed improvements with scaling at small gate lengths. 

To date, the simulation work carried out for predicting the 𝑓𝑇 and 𝑓max in III-

V HEMTs has utilized a semi-classical framework [16, 17, 23].  While semi-

classical approaches are amenable to the inclusion of electron scattering, they 

require the use of an effective potential profile to model the quantum well defining 

the channel [26, 27].  However, as will be shown in this work, a proper prediction 

of the scaling behavior requires a precise modeling of the quantum well and the 

associated subbands, which can only be accomplished by a fully quantum-

mechanical approach; electron scattering is less important at short gate lengths (<

50 nm), as shown in [28] by the good agreement between ballistic simulations and 

experiment, such that a ballistic quantum-mechanical approach is sufficient for a 

first-order study.  

This chapter is organized as follows. Section 2.2 briefly explains the NEGF 

simulation approach and then presents results for the intrinsic 𝑓𝑇 of III-V HEMTs. 
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The bias dependence of the intrinsic 𝑓𝑇 at various gate lengths is first examined, 

and these results are then used to help explain the gate-length scaling behavior of 

the peak 𝑓𝑇  by investigating the scaling behavior of the corresponding 

transconductance 𝑔𝑚 and the gate capacitance 𝐶gg, where 𝑓𝑇 =  𝑔𝑚 (2𝜋𝐶gg)⁄ .  

Short gate lengths of 10, 20, 30, and 50 nm are considered and the insulator 

thickness is fixed at 3 nm.  The insulator is not scaled with the gate length since it 

was observed in [28] that scaling the insulator from 3.8 to 3 nm has a negligible 

effect on device performance.   Section 2.3 then discusses the construction of a 

complete device model by way of an equivalent circuit that adds external parasitics 

to the intrinsic model; the parasitics include the series resistances arising from the 

heterostructure stack and metal contacts, and the external pad capacitances, which 

are computed from COMSOL [1] using an open-device model.  The complete 

circuit is used to extract the extrinsic 𝑓𝑇 and 𝑓max and to examine their behavior 

versus gate-length scaling.  Section 2.4 summarizes the conclusions.    

 

2.2 Intrinsic 𝒇𝑻 

2.2.1 Simulation Approach 

To extract the intrinsic 𝑓𝑇 of III-V HEMTs, we employ a two-dimensional NEGF-

Poisson solver and use the same simulation structure as in [28], shown in Figure 

2.1. The HEMT has a channel-layer thickness of 15 nm along the 𝑧-direction, and 

the upper and lower insulators (wide-bandgap layers) have thicknesses of 3 and 500 
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nm, respectively. As in [18, 21, 22, 28, 29], InAlAs is the insulator for the InGaAs 

HEMTs, while AlGaN is used for the GaN HEMT. The doping densities in the 𝛿-

doped layer, which electrostatically dope the underlying 𝑛+ and 𝑛++ regions, are 

consistent with those in [28], equal to 2 × 1012cm-2 and 1 × 1013cm-2, 

respectively. The value for the 𝑛++ regions is higher than that realized in practice, 

but it aids in numerical stability and otherwise does not affect the device [28].  

 

Figure 2.1. III-V HEMT structure used in this work. 

 

The two-dimensional ballistic quantum transport in the channel, 𝑛+, 𝑛++, and 

upper insulator regions is described by the NEGF approach within the effective-

mass approximation. The width 𝑊 is assumed to be sufficiently large for the 

potential to be translationally invariant along the 𝑦-direction in Figure 2.1. The 

effective-mass Hamiltonian of the device ℎ(𝑥, 𝑧) is discretized in the two-

dimensional (𝑥, 𝑧) space, as outlined in [30], and the quantum open boundary 

conditions for transport at the source and drain terminals are modeled through the 
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self-energies 𝛴𝑆 and  𝛴𝐷, respectively [31]. The retarded Green’s function [30] can 

then be written as 𝐺[𝐸(𝑘𝑥, 𝑘𝑧)] = [𝐸(𝑘𝑥, 𝑘𝑧)𝐼 − ℎ(𝑥, 𝑧) − 𝛴𝑆 − 𝛴𝐷]−1, where 

𝐸(𝑘𝑥, 𝑘𝑧) ≡ 𝐸 − 𝐸𝑘𝑦
 is the in-plane energy, 𝐸𝑘𝑦

 is the plane-wave energy along the 

width direction 𝑦, and 𝐸 is the total electron energy. The Green’s function 

𝐺[𝐸(𝑘𝑥, 𝑘𝑧)] can be used to evaluate the electron density 𝑛(𝑥, 𝑧) and ballistic 

current following the usual approach [30-33]. 

The electrostatic potential 𝑉(𝑥, 𝑧) is obtained by solving the two-dimensional 

Poisson equation 𝛁 ∙ [𝜖𝑟(𝑥, 𝑧)𝛁𝑉(𝑥, 𝑧)] = −𝜌𝑉(𝑥, 𝑧)/𝜖0, where 𝜖0 is the 

permittivity of free space, 𝜖𝑟(𝑥, 𝑧) is the relative permittivity, and 𝜌𝑉(𝑥, 𝑧) =

𝑞[𝑁𝐷(𝑥, 𝑧) − 𝑛(𝑥, 𝑧)] is the volume charge density, with 𝑁𝐷(𝑥, 𝑧) being the doping 

density and 𝑞 being the magnitude of the electronic charge.  Holes are presumed to 

be negligible in comparison to 𝑁𝐷(𝑥, 𝑧) and 𝑛(𝑥, 𝑧) and are hence ignored.  The 

potential 𝑉(𝑥, 𝑧) is taken to be the vacuum potential 𝑉(𝑥, 𝑧) = − 𝐸vac(𝑥, 𝑧) 𝑞⁄ , and 

the conduction-band edge is defined by 𝐸𝐶(𝑥, 𝑧) =  𝐸vac(𝑥, 𝑧) − 𝑞𝜒aff, where 𝜒aff 

is the electron affinity.  Dirichlet boundary conditions are used at the gate, whereas 

homogeneous Neumann boundary conditions are applied at all other boundary 

points. 

The NEGF-Poisson system was solved self-consistently using well-established 

methods [30-33], and the solution was validated by comparing the current-voltage 

characteristics of an InGaAs HEMT having a gate length 𝐿𝑔= 60 nm with the results 

of [28]. 
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2.2.2 Results 

Results for the intrinsic 𝑓𝑇 are discussed below.  For the convenience of the reader, 

where appropriate, we have summarized the key results from the detailed 

discussions; the reader may find the italicized statements near the ends of 

subsections A.1, D.5, E, and F to be particularly useful. 

 

A Bias Dependence of Intrinsic 𝒇𝑻 

The intrinsic 𝑓𝑇  can be obtained from the NEGF-Poisson results using the well-

known expression  

 

𝑓𝑇 =
1

2𝜋

𝑑𝐼𝐷

𝑑𝑄𝐺
 

  

(2.1) 

 

where 𝑑𝐼𝐷 and 𝑑𝑄𝐺  are the changes in the current and the magnitude of gate-

electrode (or channel) charge, respectively, that result from a small change 𝑑𝑉𝐺 in 

gate voltage while the drain voltage is held fixed and the source is taken as the 

reference.   
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Figure 2.2. Intrinsic unity-current-gain frequency fT vs. dc gate voltage 𝑉𝐺  of an InGaAs HEMT having the 

structure shown in Figure 2.1.   The insulator thickness is 𝑡ins = 3 nm and results are shown for three different 

gate lengths 𝐿𝑔. The dc drain voltage 𝑉𝐷 is held at 0.5 V. 

 

Figure 2.2 shows the intrinsic 𝑓𝑇 as a function of dc gate voltage 𝑉𝐺 for an 

InGaAs HEMT at three different gate lengths equal to 10, 20, and 30 nm, and with 

the insulator thickness fixed at 𝑡ins = 3 nm. The drain bias 𝑉𝐷 is held constant at 0.5 

V, which is a typical bias voltage for HEMTs [34], [35, Ch. 3], [36, 37]; HEMTs 

are required to operate at voltages substantially below 1 V in order to compete with 

Si CMOS technology [38] and to reduce the active power dissipation of the device 

[35, Ch. 10].                      

Two important features of the bias dependence of the intrinsic 𝑓𝑇 can be 

discerned from Figure 2.2.  First, for a fixed gate length 𝐿𝑔, i.e., for a given curve 

in Figure 2.2, the 𝑓𝑇 shows a significant variation with 𝑉𝐺, including a well-defined 
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peak.  Second, a comparison of the three curves in Figure 2.2 reveals that the gate 

bias 𝑉𝐺 at which the 𝑓𝑇 peaks depends on the gate length 𝐿𝑔.  We will now discuss 

each of these features in turn, and later refer back to the discussion (in subsections 

B - E below) to help explain the scaling behavior of the peak 𝑓𝑇. 

 

A.1 Variation of 𝒇𝑻 with 𝑽𝑮 

The variation of 𝑓𝑇 with 𝑉𝐺 (at a fixed 𝐿𝑔, i.e., for a given curve in Figure 2.2) can 

be understood by first writing 𝑓𝑇 =  𝑔𝑚 (2𝜋𝐶gg)⁄ , where 𝑔𝑚 = 𝑑𝐼𝐷/𝑑𝑉𝐺 is the 

transconductance and 𝐶gg = 𝑑𝑄𝐺/𝑑𝑉𝐺 is the total intrinsic gate capacitance.  Figure 

2.3(a) plots 𝑔𝑚 and 𝐶gg for the 𝐿𝑔= 30 nm case from Figure 2.2.  As shown, after 

reaching a maximum, both 𝐶gg and 𝑔𝑚 decrease with increasing 𝑉𝐺, but 

𝑔𝑚 degrades more rapidly, such that 𝑔𝑚 controls the peaking in 𝑓𝑇. The trends in 

𝑔𝑚 and 𝐶gg can be explained by analyzing the effect of gate voltage on the 

conduction-band edge in the channel, as depicted in Figure 2.3(b) for the 𝐿𝑔= 30 

nm case. 

Figure 2.3(b) shows the simulated conduction-band profile in the channel at 

different gate-bias voltages; here and elsewhere, the term “conduction-band profile 

in the channel” refers to 𝐸𝐶(𝑥, 𝑧ch) vs. 𝑥, where 𝑧ch is a depth just below the 

insulator-channel interface, near the tip of the quantum well defining the channel, 

as marked in Figure 2.1 [and Figs. 2.10(a) and 2.12 further below].  Initially, 

changes in the gate bias 𝑉𝐺 are effective in pushing down the barrier at the 𝑛+-
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channel junction, and correspondingly, incremental changes 𝑑𝑉𝐺 in gate voltage are 

effective in introducing more electrons into the channel.  However, once the gate 

bias has pushed the conduction-band edge to the point of “barrier collapse,” i.e., to 

the point where the band edge in the channel reaches the same level as that in the 

𝑛+region near the source, as shown by the dashed curve (𝑉𝐺 = 0.53 V) in Figure 

2.3(b), an incremental change in gate voltage 𝑑𝑉𝐺 can only weakly modulate the 

𝑛++ - 𝑛+ junction [28]; the incremental change 𝑑𝑉𝐺 thus loses the ability to 

introduce new electrons into the channel.  The resulting increments in channel 

charge 𝑑𝑄𝐺 and channel current 𝑑𝐼𝐷 arising from 𝑑𝑉𝐺 are hence diminished, 

leading to values of 𝑔𝑚 = 𝑑𝐼𝐷/ 𝑑𝑉𝐺 and 𝐶gg =  𝑑𝑄𝐺/ 𝑑𝑉𝐺  that decrease beyond 

the point of barrier collapse.  

 

    (a) 
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    (b) 

Figure 2.3. (a) Transconductance 𝑔𝑚 and gate capacitance 𝐶gg vs. gate bias 𝑉𝐺 . (b) Conduction-band profile 

in the channel, i.e., 𝐸𝐶(𝑥, 𝑧ch) vs. 𝑥, at different gate-bias voltages for the InGaAs HEMT with 𝐿𝑔= 30 nm 

considered in Figure 2.2.  Dashed lines are used in part (a) for gate voltages above the value causing barrier 

collapse.   

 

Overall, the results in Figs. 2.3(a) and 2.3(b) establish that, for a fixed gate 

length 𝐿𝑔, peak 𝑓𝑇 occurs at the gate bias corresponding to the onset of barrier 

collapse. 

 

A.2  Variation in 𝑽𝑮  for Peak 𝒇𝑻 

The variation in the gate bias 𝑉𝐺 at which the 𝑓𝑇 peaks (as 𝐿𝑔 changes, i.e., between 

curves in Figure 2.2) can be understood to be a result of drain-induced barrier 

lowering (DIBL).  As the gate length is scaled down, it is well-known that the effect 

of the drain potential on the barrier gets stronger, acting as an additional source of 
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barrier lowering [34], [35, Ch. 10], [39, Ch. 6].  Thus, for the same gate bias 𝑉𝐺, the 

devices with shorter gate lengths will have lower barriers, as shown by the 

simulation results in Figure 2.4.  Therefore, the scenario of barrier collapse leading 

to peak 𝑓𝑇 is achieved with smaller gate bias voltages at shorter gate lengths, which 

explains why the locations of the peaks in Figure 2.2 shift to the left as 𝐿𝑔 is 

reduced. 

 

Figure 2.4. Conduction-band profile, i.e., 𝐸𝐶(𝑥, 𝑧ch) vs. 𝑥, of the InGaAs HEMTs considered in Figure 2.2 at 

𝑉𝐺= 0.3V, illustrating the impact of drain-induced barrier lowering.  

 

B Gate-Length Scaling of Intrinsic 𝒇𝑻 

To study the scaling behavior, the intrinsic peak 𝑓𝑇 is plotted as a function of the 

gate length in Figure 2.5.  It is evident that the peak 𝑓𝑇 of III-V HEMTs shows a 

signature saturation as the gate length 𝐿𝑔 is scaled down, an outcome that can also 

be discerned from the experimental results collected by Schwierz et al. [3, Figure 
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10].  The saturation can be explained by analyzing the scaling behavior of the 

intrinsic 𝑔𝑚 and 𝐶gg [since 𝑓𝑇 =  𝑔𝑚 (2𝜋𝐶gg)⁄ ], where the relevant values of 𝑔𝑚 

and 𝐶gg are those at the gate bias corresponding to the onset of barrier collapse, i.e., 

those leading to the peak 𝑓𝑇 at each 𝐿𝑔, as discussed in the previous subsection.  In 

what follows, we first establish the capacitive input equivalent circuit seen looking 

into the gate, and then examine the scaling behavior of 𝑔𝑚 and 𝐶gg, referring to the 

circuit as an aid when appropriate; the observations are then used to explain the 

relative scaling behavior of InGaAs and GaN HEMTs, based on the difference in 

the effective mass of these materials.   

 

Figure 2.5. Intrinsic peak 𝑓𝑇 vs. gate length 𝐿𝑔 for the III-V HEMTs considered in this work.  The lines have 

been drawn as guides for the eye. 

 

C Input Equivalent Circuit 

Consider first the input equivalent circuit seen from the gate under the conditions 
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of a perturbation in gate voltage 𝑑𝑉𝐺, as sketched in the different parts of Figure 

2.6, where the top terminal is the gate and the bottom terminal is the shorted source 

and drain combination, taken here as the reference, since both terminals are at ac 

ground under the conditions needed for an 𝑓𝑇 extraction.  In its simplest form, the 

input circuit is just the total input capacitance 𝐶gg =  𝑑𝑄𝐺/ 𝑑𝑉𝐺, as shown in Figure 

2.6(a).  However, it is well-known that 𝐶gg can be modeled as a series combination 

of insulator capacitance 𝐶ins and a so-called inversion-layer capacitance3 𝐶inv [35, 

Ch. 3], [40], with 𝐶ins and 𝐶inv each being found as an integrated value of a change 

in charge with respect to potential along the channel: 

 

 𝐶ins = ∫
𝑑𝑄𝐺(𝑥)

[𝑑𝑉𝐺 + (1 𝑞⁄ )𝑑𝐸𝐶(𝑥, 𝑧ch)]
 𝑑𝑥

𝐿 2⁄

−𝐿 2⁄

 

 

 

 (2.2) 

and 

 

𝐶inv = ∫
𝑑𝑄𝐺(𝑥)

−(1 𝑞⁄ )𝑑𝐸𝐶(𝑥, 𝑧ch)
𝑑𝑥

𝐿 2⁄

−𝐿 2⁄

 

 

 

 (2.3) 

where 𝑑𝑄𝐺(𝑥) and 𝑑𝐸𝐶(𝑥, 𝑧ch) represent the changes (due to  𝑑𝑉𝐺) in gate-

                                                 
3 It is worth noting that the term “inversion-layer capacitance” used in the context of HEMTs is 

equivalent to the term “quantum capacitance” used in the context of emerging transistors [4, Ch. 7], 

[80, 98].  In the context of HEMTs, the term “quantum capacitance” is often used in a different 

context [40]. 
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electrode charge and conduction-band edge, respectively, at each point 𝑥, and 𝐿 is 

the total length of the device from the source to the drain, as depicted in Figure 2.1. 

A simple representation of 𝐶gg is then given by the circuit in Figure 2.6(b), 

where 𝑑𝐸𝐶 top is the change in the conduction-band edge at the top of the 𝑛+-

channel barrier [41], located at a point (𝑥, 𝑧) = (𝑥top, 𝑧ch); this circuit applies in a 

lumped model of a ballistic device even when the conduction-band edge is not flat 

across the channel [42].  An alternative representation is provided in Figure 2.6(c),    

 

 

 

 

 

 

 
     (a) 

 

                                    

                                 (b) 

 

 

 

Cgg

dVG Cins

Cinv

dVG

-(1/q)dEC top
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   (c) 

Figure 2.6. Input equivalent circuit of the HEMTs.  (a) Overall input circuit, which is just the input 

capacitance 𝐶gg.  (b) Separation of 𝐶gg into the series combination of insulator and inversion-layer 

capacitances, 𝐶ins and 𝐶inv.  (c) Further subdivision of 𝐶inv into contributions arising from each subband, 

where 𝐶inv 𝑖 is the contribution from the 𝑖th subband. 

 

where 𝐶inv is further subdivided into a parallel combination of capacitances arising 

from the occupied subbands, with 𝐶inv 𝑖 representing the inversion-layer 

capacitance from the 𝑖th subband, and where the subbands themselves arise due to 

vertical confinement within the channel (i.e., in the 𝑧-direction of Figure 2.1).      

 

D Gate-Length Scaling of 𝒈𝒎 

D.1 Expression for 𝒈𝒎 

Consider now the scaling behavior of the transconductance 𝑔𝑚 at peak 𝑓𝑇.  From 

its definition, and utilizing the expression for current within the NEGF formalism 

[30], the intrinsic 𝑔𝑚 can be written as  

 

Cins

Cinv 1

dVG

-(1/q)dEC top

Cinv 2 ...

1
st
 Subband 2

nd
 Subband
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𝑔𝑚 =
𝑑𝐼𝐷

𝑑𝑉𝐺
=  

𝑑

𝑑𝑉𝐺
(

𝑞

ℏ2
√

𝑚∗𝑘𝐵𝑇

2𝜋3
∫ 𝑇[𝐸(𝑘𝑥, 𝑘𝑧)] {𝐹

−
1
2

[𝜇𝑆

∞

−∞

− 𝐸(𝑘𝑥, 𝑘𝑧)] − 𝐹
−

1
2

[𝜇𝐷 − 𝐸(𝑘𝑥 , 𝑘𝑧)]} 𝑑𝐸(𝑘𝑥, 𝑘𝑧)) 

 

 (2.4) 

 

where 𝑚∗ is the electron effective mass, 𝑇[𝐸(𝑘𝑥, 𝑘𝑧)] is the total transmission 

function at an in-plane energy 𝐸(𝑘𝑥, 𝑘𝑧), 𝜇𝑆 is the source Fermi level, 𝜇𝐷 is the 

drain Fermi level,  𝐹
−

1

2

 is the Fermi-Dirac integral of order −1 2⁄ ,  

 

𝐹
−

1
2

(𝜃) =  ∫
𝜂−1/2

1 + exp[𝜂 − (𝜃/𝑘𝐵𝑇)]
𝑑𝜂

∞

0

 

 

(2.5) 

 

and it is to be understood that the right side of (2.4) and all subsequent expressions 

in this discussion should be evaluated at the gate bias corresponding to peak 𝑓𝑇 .   

For the purpose of examining the scaling behavior, the circuit in Figure 2.6(b) 

can be exploited to substitute 𝑑𝑉𝐺 = [(𝐶ins + 𝐶inv) 𝐶ins⁄ ](−1 𝑞⁄ )𝑑𝐸𝐶 top into (2.4), 

yielding      
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𝑔𝑚

=  
𝐶ins

𝐶ins + 𝐶inv

×  
𝑑

(− 1 𝑞⁄ )𝑑𝐸𝐶 top
(

𝑞

ℏ2
√

𝑚∗𝑘𝐵𝑇

2𝜋3
∫ 𝑇[𝐸(𝑘𝑥, 𝑘𝑧)] {𝐹

−
1
2

[𝜇𝑆

∞

−∞

− 𝐸(𝑘𝑥, 𝑘𝑧)] − 𝐹
−

1
2

[𝜇𝐷 − 𝐸(𝑘𝑥, 𝑘𝑧)]} 𝑑𝐸(𝑘𝑥, 𝑘𝑧)).  

 

(2.6) 

 

Equation (2.6) then reveals that the scaling behavior of the transconductance 

depends on the scaling behavior of two quantities.  The first is the capacitance ratio 

𝐶ins (𝐶ins + 𝐶inv)⁄ , which reflects (through voltage division) the ability of a 

perturbation in gate voltage 𝑑𝑉𝐺 to move the conduction-band edge at the top of the 

barrier by an amount 𝑑𝐸𝐶 top.  The second is the change in the integrated electron 

current for a given change 𝑑𝐸𝐶 top, as specified by the remaining factor, i.e., the 

derivative in (2.6); the key elements in this derivative are the transmission 

function 𝑇[𝐸(𝑘𝑥, 𝑘𝑧)], which reflects the likelihood that an electron incident from 

the source with an in-plane energy 𝐸(𝑘𝑥, 𝑘𝑧) will be able to reach the drain, and the 

difference in Fermi-Dirac integrals, which reflects the “difference in agenda” [4, 

Ch. 1] between the source and drain contacts at each in-plane energy 𝐸(𝑘𝑥, 𝑘𝑧).    

To gain further insight from (2.6), we note that under ballistic transport, the 

transmission function can be approximated as a sum of unit-step functions, with the 

steps occurring at those energies corresponding to the subband edges at the top of 
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the barrier:   

 

𝑇[𝐸(𝑘𝑥, 𝑘𝑧)] = ∑ 𝑢[𝐸(𝑘𝑥, 𝑘𝑧) − 𝐸𝐶 top − ∆𝑖] 

𝑖

 

 

    

(2.7) 

where ∆𝑖 is the bottom edge of subband 𝑖 with respect to 𝐸𝐶 top.  The use of (2.7) 

in (2.6) then leads to the following result for 𝑔𝑚: 

 

𝑔𝑚 =
𝑞2

ℏ2
√

𝑚∗𝑘𝐵𝑇

2𝜋3

𝐶ins

𝐶ins + 𝐶inv
∑  {𝐹

−
1
2

[𝜇𝑆 − 𝐸𝐶 top − ∆𝑖]

𝑖

− 𝐹
−

1
2

[𝜇𝐷 − 𝐸𝐶 top − ∆𝑖]} . 

 

 

(2.8) 

According to (2.8), the scaling behavior of 𝑔𝑚 thus ultimately depends on the 

scaling behavior of the capacitance ratio 𝐶ins (𝐶ins + 𝐶inv)⁄ , which describes the 

ability of the gate to modulate the top of the barrier, and on the difference in Fermi-

Dirac integrals evaluated at each subband edge 𝜀𝑖 ≡ 𝐸𝐶 top + ∆𝑖, which describes 

the “difference in agenda” of the source and drain contacts.  As we now discuss, 

the capacitance ratio and the difference in Fermi-Dirac integrals at peak 𝑓𝑇 change 

only weakly with scaling and in opposition to each other, such that the 

corresponding 𝑔𝑚 remains relatively insensitive to scaling.  
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D.2 Position of Subband Edges 

To describe this outcome, it is necessary to follow the relative positions of the 

subband edges at peak 𝑓𝑇 as the gate length is scaled down.  While a detailed 

explanation of the phenomenon will be provided in subsection E, for the present 

discussion, it suffices to note that the edges of the first few subbands at peak 𝑓𝑇  will 

be located further below the source Fermi level as the gate length is scaled down.  

This result can be discerned from the plots of the spectral functions in Figure 2.7.  

The figure shows the total spectral function in the channel vs. in-plane energy and 

position, i.e., 𝐴𝑆[𝑥, 𝑧ch, 𝐸(𝑘𝑥, 𝑘𝑧)] + 𝐴𝐷[𝑥, 𝑧ch, 𝐸(𝑘𝑥, 𝑘𝑧)] displayed as an intensity 

vs. 𝐸(𝑘𝑥, 𝑘𝑧) and 𝑥, for the two extreme gate-length InGaAs devices, i.e., the 10- 

and 50-nm devices, at the gate bias corresponding to peak 𝑓𝑇.  An inspection of the 

plots reveals that the subband edges (indicated by the brightly shaded regions) 

under the gate do indeed move down with respect to 𝜇𝑆 as the gate length is scaled 

from 50 to 10 nm. 
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     (a) 

 

     (b) 

Figure 2.7. Total spectral function 𝐴𝑆[𝑥, 𝑧ch, 𝐸(𝑘𝑥 , 𝑘𝑧)] + 𝐴𝐷[𝑥, 𝑧ch, 𝐸(𝑘𝑥 , 𝑘𝑧)] displayed as intensity vs. 

𝐸(𝑘𝑥 , 𝑘𝑧) and 𝑥, along with the positions of the Fermi levels 𝜇𝑆 and 𝜇𝐷,  for the InGaAs HEMT with (a) 𝐿𝑔= 

50 nm and (b) 𝐿𝑔= 10 nm, showing that at the shorter gate length, the subband edges at peak 𝑓𝑇 are lower in 

position with respect to the source Fermi level. 
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D.3 Impact on Fermi-Dirac Integrals 

The impact of a change in the relative positions of the subband edges on the Fermi-

Dirac integrals in (2.8) is shown in Figure 2.8(a), where the subband edges at the 

top of the barrier and at the gate bias corresponding to peak 𝑓𝑇 are superimposed 

on a sketch of the difference {𝐹
−

1

2

[𝜇𝑆 − 𝐸(𝑘𝑥, 𝑘𝑧)] − 𝐹
−

1

2

[𝜇𝐷 − 𝐸(𝑘𝑥, 𝑘𝑧)]}. The 

shift in the positions of the subbands with down scaling causes an enhanced 

contribution to the difference in the Fermi-Dirac integrals evaluated at each 

subband edge, i.e., there is a greater difference in agenda between the source and 

drain contacts at peak 𝑓𝑇  for each subband as the gate length is scaled down, and 

this will tend to increase 𝑔𝑚. 

 

D.4 Impact on Capacitance Ratio 

By contrast, as the gate length is scaled down, the lower position of the subband 

edges causes the capacitance ratio 𝐶ins (𝐶ins + 𝐶inv)⁄  to decrease, which will tend 

to decrease 𝑔𝑚. The decrease in the capacitance ratio can be understood by noting 

that 𝐶ins is primarily determined by the insulator thickness, which is fixed in this 

work, causing 𝐶ins to scale linearly with gate length, while 𝐶inv is larger at each 

gate length than would be expected from a purely linear dependence on 𝐿𝑔. 

 To understand the behavior of 𝐶inv, we note that the charge at node (𝑥, 𝑧) from 

the NEGF formalism [30] can be represented as an appropriate integral (over 

energy) of 𝐹
−

1

2

  times the source and drain spectral functions (local densities of 
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states):  

 

𝑞 × 𝑛(𝑥, 𝑧) =
𝑞

𝑎𝑏
√

𝑚∗𝑘𝐵𝑇

2𝜋3ℏ2
∫ {𝐹

−
1
2

[𝜇𝑆

∞

−∞

− 𝐸(𝑘𝑥, 𝑘𝑧)]𝐴𝑆[𝑥, 𝑧, 𝐸(𝑘𝑥, 𝑘𝑧)]

+ 𝐹
−

1
2

[𝜇𝐷

− 𝐸(𝑘𝑥, 𝑘𝑧)]𝐴𝐷[𝑥, 𝑧, 𝐸(𝑘𝑥, 𝑘𝑧)]} 𝑑𝐸(𝑘𝑥, 𝑘𝑧)  

                                    

≈
𝑞

𝑎𝑏
√

𝑚∗𝑘𝐵𝑇

2𝜋3ℏ2
∫ 𝐹

−
1
2

[𝜇𝑆

∞

−∞

− 𝐸(𝑘𝑥, 𝑘𝑧)]𝐴𝑆[𝑥, 𝑧, 𝐸(𝑘𝑥, 𝑘𝑧)]𝑑𝐸(𝑘𝑥, 𝑘𝑧) 

                              

 

(2.9a) 

 

 

 

 

 

 

(2.9b) 

 

 

where 𝑎 and 𝑏 are the grid sizes along the 𝑥- and 𝑧-directions, respectively, 𝐴𝑆 and 

𝐴𝐷 are the spectral functions due to the source and drain contacts, respectively, and 

𝜇𝐷 is assumed to lie sufficiently below 𝜇𝑆 for the second term in the integrand of 

(2.9a) to be neglected in comparison with the first at all points 𝑥 within the channel 

to yield (2.9b) (which will be true at typical drain bias voltages).  The inversion 

capacitance 𝐶inv is then given by the prescription in (2.3), where 𝑑𝑄𝐺(𝑥) is equal 

to the right side of (2.9b) integrated over 𝑧 in the channel.  Rather than integrate 

over 𝑧, it is more instructive to examine the trends in the charge located at the single 

point corresponding to the top of the barrier, i.e., the point (𝑥, 𝑧) = (𝑥top, 𝑧ch), 
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which will be representative of the trends in 𝑑𝑄𝐺(𝑥).  Figure 2.8(b) shows plots of 

the key factors of (2.9b) found in this way, at peak 𝑓𝑇 and for the same InGaAs 

device and gate lengths considered in Figure 2.7.   

Plotted in Figure 2.8(b) are hence the Fermi-Dirac integral 𝐹
−

1

2

[𝜇𝑆 −

𝐸(𝑘𝑥, 𝑘𝑧)] and the spectral function  𝐴𝑆[𝑥top, 𝑧ch, 𝐸(𝑘𝑥, 𝑘𝑧)]; the Fermi-Dirac 

integral looks the same at both gate lengths, with 𝜇𝑆 ≡ 0 taken as the reference, so 

that the only difference is in the spectral function.  As expected, the spectral 

function shows a sequence of 1 √𝐸(𝑘𝑥, 𝑘𝑧)⁄  dependencies that are consistent with 

the existence of a sequence of one-dimensional subbands arising from confinement 

in the 𝑧-direction, i.e., consistent with a dispersion relation of the form 𝐸(𝑘𝑥, 𝑘𝑧) = 

𝜀𝑛 +
ℏ2

2𝑚∗ 𝑘𝑥
2; the subband edges are marked in the figure.  In each case, the charge 

𝑞 × 𝑛(𝑥top, 𝑧ch) is given by the area under the overlap of the Fermi-Dirac integral 

and the spectral function; more importantly, under dynamic conditions, i.e., under 

a modulation 𝑑𝐸𝐶 in 𝐸𝐶, which can be visualized as shifting the spectral functions, 

the incremental overlap and hence the incremental charge is greater in the shorter 

gate-length device.  This result is not immediately obvious, but it can be discerned 

from the figure for two reasons:  (i) the incremental charge will be greater in the 

first two subbands of the shorter gate-length device, since they are further below 

the source Fermi level and hence experience a greater population modulation (since 

the Fermi-Dirac integral is greater); (ii) the third subband will participate in the 

shorter gate-length device, whereas in the longer gate-length device, it is too far 

above the source Fermi level to hold any charge or to participate in charge 
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modulation, i.e., the associated states are always empty.  As a result of the greater 

charge modulation with a modulation 𝑑𝐸𝐶 in 𝐸𝐶, the capacitance 𝐶inv  is larger in 

the smaller device than would be expected from a purely linear dependence on gate 

length, and the capacitance ratio 𝐶ins (𝐶ins + 𝐶inv)⁄  thus decreases with a down 

scaling of gate length.  

 

    (a) 
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    (b) 

Figure 2.8. (a) The difference in the Fermi-Dirac integrals {𝐹
−

1

2

[𝜇𝑆 − 𝐸(𝑘𝑥 , 𝑘𝑧)] − 𝐹
−

1

2

[𝜇𝐷 − 𝐸(𝑘𝑥, 𝑘𝑧)]}, 

along with the positions of the occupied subband edges at the top of the barrier, (𝑥, 𝑧) = (𝑥top, 𝑧ch).  (b) 

Source Fermi-Dirac integral 𝐹
−

1

2

[𝜇𝑆 − 𝐸(𝑘𝑥 , 𝑘𝑧)] and source spectral function  𝐴𝑆[𝑥top, 𝑧ch, 𝐸(𝑘𝑥 , 𝑘𝑧)] vs. in-

plane energy 𝐸(𝑘𝑥 , 𝑘𝑧) for the InGaAs HEMT with gate lengths 𝐿𝑔= 10 and 50 nm; the source Fermi level is 

𝜇𝑆 ≡ 0, and the conduction-band edge 𝐸𝐶 is marked. 

 

D.5 Overall Scaling of 𝒈𝒎 

Overall, the capacitance ratio and the difference in Fermi-Dirac integrals in (2.8) 

thus act in opposition to each other as the gate length is scaled down, as shown in 

Figure 2.9, leading to a 𝑔𝑚 (at peak 𝑓𝑇) that does not scale significantly with gate 

length, as also shown in Figure 2.9.  In essence, as the gate length is scaled down, 

the subband positions at peak 𝑓𝑇 move lower in energy with respect to the source 

Fermi level, causing the difference in agenda between the source and drain 
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contacts to increase for each subband (reflected by the greater difference in Fermi-

Dirac integrals) but with this increase being offset by a weaker control of the 

channel barrier by the gate (reflected by the decreased capacitance ratio).  It is 

worth mentioning that a similar trend in 𝑔𝑚 was experimentally observed in [43, 

Figure 6] for an InAs HEMT with 𝑡ins = 4 nm, where scaling the gate length below 

90 nm resulted in an insignificant improvement (by only a few percent) in 𝑔𝑚. 

 

Figure 2.9. Capacitance ratio 𝐶ins (𝐶ins + 𝐶inv⁄ ), total difference in Fermi-Dirac integrals (“difference in 

agenda”), i.e., the result of the summation in (2.8), and the transconductance 𝑔𝑚 (at peak 𝑓𝑇) versus gate 

length 𝐿𝑔 for the InGaAs HEMT.  The actual values have been normalized with respect to the value of each 

component at the gate length 𝐿𝑔= 50 nm in order to illustrate the scaling behavior, and the lines have been 

drawn as guides for the eye. 

 

Two points are worth adding regarding the insensitivity of 𝑔𝑚 to gate-length 

scaling.  First, we found the same outcome even when the insulator thickness was 

scaled (from 3 nm down to 2 nm) with gate length, where the 𝑔𝑚 improved only 
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slightly (by a few percent) and where the same tradeoffs occurred.  Second, while 

we have used the InGaAs devices to illustrate the result, a similar trend in 𝑔𝑚 can 

be expected irrespective of the material, i.e., irrespective of the precise value of the 

effective mass; this follows because the compensating increase and decrease 

leading to an insensitivity of 𝑔𝑚 to gate length will always occur, with only the 

extent of the increase and decrease varying between materials. 

Since the 𝑔𝑚 is relatively constant with gate length, the scaling behavior of 

𝑓𝑇 =  𝑔𝑚 (2𝜋𝐶gg)⁄  is determined by the scaling behavior of 𝐶gg.    

 

E Gate-Length Scaling of 𝑪𝐠𝐠 

In contrast to the behavior of 𝑔𝑚, the total gate capacitance 𝐶gg at peak 𝑓𝑇 is 

significantly affected by the scaling of gate length.   

As previously illustrated in Figure 2.6(b), 𝐶gg can be modeled as a series 

combination of insulator and inversion capacitance: 

 

𝐶gg =
𝐶ins𝐶inv

𝐶ins+𝐶inv
. 

  

 

(2.10) 

 

Since III-V materials have a relatively low density of states (due to a relatively 

small electron effective mass) and are fabricated with very thin, high-k insulators, 

then 𝐶inv is significantly smaller than 𝐶ins; for example, the ratio 𝐶inv/𝐶ins ranged 

from 0.05 to 0.26 for the InGaAs and 0.25 to 0.39 for the GaN device when the gate 



  
  

 

       48 

 

length was scaled from 50 to 10 nm.  Hence, to a first approximation, 𝐶gg~𝐶inv, 

and 𝐶inv controls the scaling behavior of 𝐶gg.  

 As explained earlier, DIBL causes the peak 𝑓𝑇 to occur at a smaller gate bias 

𝑉𝐺 for the shorter gate-length devices.  As a consequence, the channel charge is less 

tightly held near the insulator interface by 𝑉𝐺, or equivalently, the quantum well 

defining the channel is less sharp; this can be observed from the plot of conduction-

band profiles along the depth of the channel (along the 𝑧-direction) at 𝑥 = 𝑥top, i.e., 

from a plot of 𝐸𝐶(𝑥top, 𝑧) vs. 𝑧, as illustrated in Figure 2.10(a), which shows results 

for the same InGaAs device and gate lengths considered in Figure 2.7.   For the 

shorter gate length, the triangular shape of the well is less pronounced, i.e., there is 

reduced quantum confinement, and hence the subbands lie closer to the conduction-

band edge at the tip of the well [44, Ch. 1], i.e., closer to 𝐸𝐶(𝑥top, 𝑧ch).  Since the 

position of 𝐸𝐶(𝑥top, 𝑧ch) relative to 𝜇𝑆 at peak 𝑓𝑇  is fixed, which follows because 

the latter always occurs at the onset of barrier collapse, i.e., when 𝐸𝐶 in the channel 

aligns with that in the 𝑛+ region near the source (Figure  2.3(b)), it then follows that 

the subbands at peak 𝑓𝑇 are lower in position with respect to 𝜇𝑆 at shorter gate 

lengths.  This result, already mentioned above in subsection D, is readily seen from 

the data in Figure 2.10(a).  Since the subband positions are lower with respect to 𝜇𝑆 

at shorter gate lengths, then as already discussed in conjunction with Figure 2.8(b), 

a modulation 𝑑𝐸𝐶 in 𝐸𝐶 leads to a relatively larger charge modulation (at each point 

𝑥 under the gate) in the first three subbands.  This outcome is illustrated in Figure 

2.10(b) for the same InGaAs devices considered in Figure 2.7.  
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Therefore, at shorter gate lengths, there is a relatively larger overall charge 

modulation than would be expected from a purely linear dependence on gate length, 

causing 𝐶inv  to be larger than would be expected from a purely linear dependence 

on gate length.  This behavior of 𝐶inv with scaling is illustrated in Figure 2.11(a), 

where we have plotted 1/𝐶inv; as shown, the larger-than-expected values of 𝐶inv 

cause the behavior of 1/𝐶inv to saturate at short gate lengths.  In turn, 

1/𝐶gg~1/𝐶inv behaves in a similar manner, as shown in Figure 2.11(b).   

 

    (a) 
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    (b) 

Figure 2.10. (a) Conduction-band profiles at peak 𝑓𝑇 along the depth of the channel, i.e., 𝐸𝐶(𝑥top, 𝑧) vs. 𝑧, for 

the InGaAs HEMTs with 𝐿𝑔= 10 and 50 nm; also shown are the positions of the occupied subband edges at 

(𝑥, 𝑧) = (𝑥top, 𝑧ch), illustrating that the subbands are lower in position with respect to the source Fermi level 

for the shorter gate-length device. (b) Charge modulation along the transport direction (i.e., the 𝑥-direction) 

for the InGaAs HEMTs with 𝐿𝑔= 10 and 50 nm; the results show a relatively greater charge modulation 

(under the gate) in the first three subbands of the shorter gate-length device. 

 

Since 1/𝐶gg saturates, while the corresponding 𝑔𝑚 remains almost constant 

(subsection D), the peak  𝑓𝑇 =  𝑔𝑚 (2𝜋𝐶gg)⁄  in III-V materials will exhibit a 

signature saturation with a down scaling of gate length, as we depicted in Figure 

2.5 and as originally observed by Schwierz et al. [3, Figure 10]. 
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    (a) 

 

    (b) 

Figure 2.11. (a) Reciprocal of inversion-layer capacitance 1/𝐶inv and (b) reciprocal of total gate capacitance 

1/𝐶gg versus gate length 𝐿𝑔 for the HEMTs.  The lines have been drawn as guides for the eye, and to 

emphasize the saturating behavior at short gate lengths, additional lines are shown to illustrate the expected 

behavior based on linear scaling with 𝐿𝑔, extrapolated to lower gate lengths from  𝐿𝑔 ~ 35 nm.  

 



  
  

 

       52 

 

 

F Impact of Channel-Material Effective Mass 

Among the HEMT channel materials considered in this work, InGaAs has the 

smaller effective mass in comparison to GaN (0.048 × 𝑚0 [28] vs. 0.2 × 𝑚0 [45], 

where 𝑚0 is the electron rest mass).  While many factors can impact the relative 

positions of the subbands at the point of barrier collapse and hence at peak 𝑓𝑇 , we 

note that when comparing materials, the most important consideration is the 

requirement that 𝐸𝐶 in the channel be aligned with that in the 𝑛+ region near the 

source; this requirement then implies that the charge at the top of the barrier 

(integrated over the extent of the channel in the  𝑧-direction) be equal (to first order) 

to that in the 𝑛+ region near the source [28], where the latter is determined by the 

doping concentration and is hence the same for the two HEMTs under 

consideration. 

To accommodate the required charge at the top of the barrier, the subband 

edges in InGaAs — which has the lower effective mass and hence the lower density 

of states — must move further below the source Fermi level than those in GaN; this 

outcome is illustrated in the plot of conduction-band profiles along the 𝑧-direction 

at 𝑥 = 𝑥top in Figure 2.12 for the InGaAs and GaN HEMTs having a gate length 

𝐿𝑔= 10 nm.  For reasons already discussed in subsections D and E above, the 

inversion capacitance 𝐶inv in InGaAs, and hence the total gate capacitance 

𝐶gg~𝐶inv in InGaAs, will thus exhibit a greater deviation from purely linear gate-

length scaling than in GaN; equivalently, the reciprocal capacitances 1/𝐶inv and 
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1/𝐶gg will experience a more pronounced saturation at shorter gate lengths in 

InGaAs vs. GaN, as depicted in the two parts of Figure 2.11.  Since the saturation 

of 1/𝐶gg is more pronounced in the lighter mass material, the peak 𝑓𝑇 =

 𝑔𝑚 (2𝜋𝐶gg)⁄  experiences a more pronounced saturation, as shown in Figure 2.5.  

More generally, these results illustrate that devices with a small effective mass will 

suffer from a more rapid saturation in peak 𝑓𝑇 with a down scaling of gate length 

in comparison with devices having a heavy effective mass. 

 

Figure 2.12.  Conduction-band profiles at peak 𝑓𝑇 along the depth of the channel, i.e., 𝐸𝐶(𝑥top, 𝑧) vs. 𝑧, for 

the InGaAs and GaN HEMTs with 𝐿𝑔= 10 nm; the subbands for the InGaAs device are lower in position with 

respect to the source Fermi level. 

 

2.3 Complete Device 

To examine the scaling behavior of the extrinsic RF metrics, the NEGF-Poisson 

solver was utilized to find the components of a small-signal equivalent circuit for 
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the intrinsic device, which was then combined with the parasitic elements to 

develop a complete (extrinsic) device model.  This model was then used to extract 

the device y-parameters and subsequently the extrinsic 𝑓𝑇 and 𝑓max.  

 

2.3.1 Small-Signal Equivalent Circuit 

The small-signal equivalent circuit for an intrinsic III-V HEMT is the classical 

circuit usually used for field-effect transistors [39, Figure 9.5], shown here in Figure 

2.13(a), with the definitions of the elements (which have their usual meanings) 

provided in Figure 2.13(b).  The source/drain charge partitioning factor 𝜒 is not 

critical to the results of interest in this work; for completeness, we have chosen 𝜒 =

0.4, which is the value suggested in [46] and a value that is also commonly used 

for MOSFETs.  The values of all the other parameters, for both the InGaAs and 

GaN HEMTs, are provided in Table 2.1; values are listed for the 𝐿𝑔= 30 nm case 

as a representative example. 
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(a) 

 

 (b)   

Figure 2.13. (a) Small-signal equivalent circuit of an intrinsic III-V HEMT from [39, Figure 9.5]. (b) Circuit 

elements, to be evaluated at the dc operating point; the symbols bear their usual meanings. 

 

TABLE 2.1. ELEMENT VALUES FOR THE CIRCUIT OF FIGURE 2.13 WHEN 𝐿𝑔 =

30 𝐧𝐦 

 
𝑪𝐠𝐬 

[F/m] 

𝑪𝐠𝐝 

[F/m] 

𝑪𝒎 

[F/m] 

𝑪𝐬𝐝 

[F/m] 

𝒈𝒎 

[S/m] 
𝒈𝐬𝐝 [S/m] 

InGaAs 

HEMT 

1.08 
×  10−10 

0.46 
×  10−10 

0.15 
×  10−10 

0.27 
×  10−10 

3.30 
× 103 

1.20 ×  102 

GaN 

HEMT 

1.14 
×  10−10 

0.47 
×  10−10 

0.17 
×  10−10 

0.28 
×  10−10 

2.78 
× 103 

1.25 ×  102 

 

 

2.3.2 Modeling of Parasitics 

Figure 2.14 shows the device structure used to extract the parasitic resistances and 

capacitances; the structure is consistent with those reported in [28, 29, 47, 48].  The 

source and drain metal contacts are 50 nm in both length and height, and they are 

placed 1 μm apart on InGaAs/InAlAs and GaN/InGaN heterostructure stacks for 

Cgs Cgd

Cmjωvgs

ɡmvgs

1/ɡsd

Csd

s d

g
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the InGaAs and GaN HEMTs, respectively, with each stack having a thickness of 

15 nm. The height of the gate metal is 150 nm, with the lower and upper parts 

having lengths of 𝐿𝑔 and 𝐿𝑔+300 nm, respectively, where 𝐿𝑔 varies from 50 to 10 

nm with scaling. The extent of the intrinsic device is indicated in the figure, and the 

width 𝑊 in the 𝑦-direction is considered to be 1 μm in this work. 

The gate resistance 𝑅𝑔 arising from the gate metal is considered to be 

distributed in nature, similar to MOSFETs, and it is modeled by a single lumped 

and effective resistance in series with the gate lead, as in [49].  Ni/Au and Ti/Pt/Au 

are assumed to be the gate metals for the InGaAs and GaN HEMTs, as in [50] and 

[51], respectively.  Although very small, the source and drain metal resistances, 𝑅𝑠 

and 𝑅𝑑, respectively, are also considered in the complete device; Ni/Ge/Au and 

Ti/Al are used as the source and drain contact metals, as in [29] and [51], for the 

InGaAs and the GaN HEMTs, respectively.  In each case, instead of modeling the 

multilayer nature of the contact metals, only the lowermost metal layer is 

considered to represent the entire contact; this assumption can be justified by the 

fact that the lowermost metal layer is the material that sets the work function and 

thus controls the overall behavior of the contact. 
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Figure 2.14.  Full device structure of the HEMTs. 

 

The parasitic capacitances between the contact metals are extracted by 

designing an “open-device” model [52] for the HEMTs, where the structure is 

exactly like the actual device but with zero charge in the intrinsic portion, and then 

using COMSOL as outlined in [49].  These parasitic capacitances are represented 

as 𝐶gs par, 𝐶gd par, and 𝐶sd par in the complete device model, the topology of which 

is based on [39, Figure 8.30] and which is shown in Figure 2.15.    
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Figure 2.15. Complete device model of the III-V HEMTs.  The intrinsic device is represented by the small-

signal circuit of Figure 2.13. 

 

Apart from the above parasitic elements, the heterostructure stacks at the 

source and drain can also impact the performance of the HEMTs. This effect can 

be modeled simply by two series resistances, 𝑅𝑠 stack and 𝑅𝑑 stack, connected at the 

two ends of the intrinsic model [28, 34], [35, Ch. 3].  These are considered to be 

200 Ω μm/𝑊 for the InGaAs HEMTs [28], [35, Ch. 3] and 400 Ω μm/𝑊 for the 

GaN HEMTs [53].     

The values of the parasitic elements are listed in Table 2.2 for both the InGaAs 

and GaN HEMTs; the values do not scale with gate length except for 𝑅𝑔, which is 

listed for the 𝐿𝑔= 30 nm case as a representative example. With these values, the 

model of Figure 2.15 was utilized to generate the overall 𝑦-parameters and hence 

to find the extrinsic 𝑓𝑇 and 𝑓max. 
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2.3.3 Results 

We focus on the scaling behavior of the extrinsic 𝑓𝑇 and 𝑓max, where for each gate 

length, the bias point was chosen to be that for peak 𝑓𝑇 of the intrinsic device. The 

current gain  |ℎ21| = |𝑦21 𝑦11⁄ | [54] and the unilateral power gain 𝑈 [55], 

calculated from the overall 𝑦-parameters, are extrapolated to obtain the extrinsic 𝑓𝑇 

and  𝑓max, respectively; sample plots of |ℎ21| and 𝑈 are provided in Figure 2.16.    

 

Figure 2.16. Current gain |ℎ21|, unilateral power gain 𝑈, and extrapolated 𝑓𝑇 and 𝑓max of the InGaAs HEMT 

at 𝐿𝑔= 30 nm. 

 

TABLE 2.2. PARASITIC ELEMENT VALUES OF THE HEMTS (FOR 𝑊 = 1 𝛍𝐦)  

 
𝑪𝐠𝐬 𝐩𝐚𝐫 

 [F] 

𝑪𝐠𝐝 𝐩𝐚𝐫   

[F] 

𝑪𝐬𝐝 𝐩𝐚𝐫  

[F] 

𝑹𝒈 [for 𝑳𝒈 =

𝟑𝟎 nm]  
[𝛀] 

𝑹𝒔  

[𝛀] 

𝑹𝒅  

[𝛀] 

𝑹𝒔 𝐬𝐭𝐚𝐜𝐤  

[𝛀 ] 
𝑹𝒅 𝐬𝐭𝐚𝐜𝐤  

[𝛀 ] 

InGaAs 

HEMT 

3.41 
× 10−17 

3.37 
× 10−17 

9.29 
× 10−18 

3.69 0.072 0.072 200 200 

GaN 

HEMT 

2.56 
× 10−17 

2.53 
× 10−17 

6.27 
× 10−18 

20.51 0.4 0.4 400 400 
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Figure 2.17, which plots the extrinsic 𝑓𝑇 versus gate length 𝐿𝑔, shows that the 

extrinsic 𝑓𝑇  exhibits the same saturation at short gate lengths that was discussed for 

the intrinsic 𝑓𝑇. Moreover, as expected, the InGaAs HEMT exhibits a more 

pronounced saturation, given its lower effective mass.  As a result of the rapid 

saturation in the 𝑓𝑇 of the InGaAs HEMTs, the GaN HEMTs have comparable 

values of extrinsic 𝑓𝑇  at short gate lengths. We have also shown experimental data 

for the 𝑓𝑇 of InGaAs HEMTs in Figure 2.17, as collected in [3, Figure 10], and they 

exhibit the same trend as our simulations.  

 

Figure 2.17.  Extrinsic and intrinsic 𝑓𝑇 of the HEMTs considered in this work, and the reported 𝑓𝑇 of InGaAs 

HEMTs [3, Figure 10],  versus 𝐿𝑔.  The lines have been drawn as guides for the eye. 
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Regarding the 𝑓max, it is well known that, to a first approximation, 𝑓max ∝

√𝑓𝑇/(𝑅𝐶)eff [56-58] for RF transistors,  where (𝑅𝐶)eff refers to an effective 

charging time.  While the scaling behavior of 𝑓max based on such a relationship can 

be involved due to the involved nature of (𝑅𝐶)eff, it is clear that the saturating 

behavior of the 𝑓𝑇 at short gate lengths will also tend to saturate the 𝑓max, as 

depicted in Figure 2.18.  In addition, among the HEMTs under consideration, the 

GaN devices suffer from substantially larger parasitic resistances in the gate, 

source, and drain leads, as indicated by the higher values of the associated 

resistances in Table 2.2, and this will tend to degrade the 𝑓max through a larger value 

of (𝑅𝐶)eff; thus, although the two HEMTs have comparable extrinsic 𝑓𝑇 at short 

gate lengths, the GaN HEMTs have a lower 𝑓max at all gate lengths, as shown in 

Figure 2.18.   

It should be mentioned that apart from the effective mass, other effects can 

contribute to the diminishing enhancement of the extrinsic 𝑓𝑇 and 𝑓max at short gate 

lengths.  For example, while not an issue for the devices studied in this work, 

parasitic resistances and capacitances that do not scale with gate length at the same 

rate as the elements of the intrinsic device can exacerbate the saturating behavior 

of the extrinsic figures of merit.   
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Figure 2.18.  Extrinsic 𝑓max of the HEMTs versus 𝐿𝑔.  The lines have been drawn as guides for the eye. 

 

2.4 Conclusions 

The following conclusions can be drawn from this study of the impact of effective 

mass on the gate-length scaling behavior of the 𝑓𝑇 and 𝑓max of III-V HEMTs: 

1. The intrinsic peak 𝑓𝑇 occurs at gate voltages corresponding to the point of 

barrier collapse, beyond which the 𝑓𝑇 degrades significantly. 

2. At shorter gate lengths, drain-induced barrier lowering (DIBL) causes the 

barrier to collapse at lower gate bias voltages, such that the intrinsic peak 

𝑓𝑇 occurs at lower gate voltages. 

3. For a given channel material, with a down scaling of gate length, the 

transconductance 𝑔𝑚 at the gate bias corresponding to peak 𝑓𝑇 remains 

relatively insensitive to scaling.  On the other hand, the low effective mass 

causes the intrinsic gate capacitance 𝐶gg to roughly equal the inversion 
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capacitance 𝐶inv, which scales slower than would be expected from a purely 

linear dependence on gate length; the slower scaling is an outcome of the 

peak 𝑓𝑇 occurring at lower gate biases at shorter gate lengths (due to DIBL), 

which reduces the sharpness of the potential well defining the channel and 

thereby lowers the position of the conduction subbands with respect to the 

source Fermi level, leading to a larger-than-expected charge modulation and 

hence a larger-than-expected capacitance.  The intrinsic peak 𝑓𝑇 =

 𝑔𝑚 (2𝜋𝐶gg)⁄  thus exhibits a saturating behavior when the gate length is 

scaled down, i.e., it shows no further increase with decreasing gate length 

once the gate length is sufficiently small; our results (Figs. 2.11 and 2.17) 

show this to occur for gate lengths below approximately 30 nm. 

4. In comparing channel materials, the material with lower effective mass will 

exhibit a more pronounced saturation in its peak 𝑓𝑇 as the gate length is 

scaled down; this occurs because the subbands in the lighter mass material 

must move further below the source Fermi level to accommodate the 

required charge at the top of the barrier at peak 𝑓𝑇 (as set by the doping in 

the 𝑛+ region), and the lower positioning of the subbands accentuates the 

larger-than-expected gate capacitance as the gate length is scaled down.  

5. The extrinsic peak 𝑓𝑇 of HEMTs reflect the saturating behavior of the 

intrinsic 𝑓𝑇.  In comparing HEMTs, the InGaAs HEMTs have a more 

pronounced saturation in their 𝑓𝑇 due to their lower effective mass, such that 

the 𝑓𝑇 of the two HEMTs are comparable at short gate lengths.  
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6. The saturating behavior of the 𝑓𝑇 of III-V HEMTs at short gate lengths will 

contribute to the saturating behavior of the 𝑓max.  In comparing HEMTs, the 

larger parasitic resistances of GaN HEMTs causes them to have a 

lower 𝑓max than the InGaAs HEMTs at all gate lengths. 

 

Overall, the most important outcome of this work is the connection between 

the effective mass and the scaling behavior of RF performance.  While a low 

effective mass is desirable for high mobility and potentially high-speed operation, 

it leads to diminishing improvements in the peak 𝑓𝑇 and  𝑓max as the gate length is 

scaled down. 
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Chapter 3 

Impact of Substrate Material on the RF 

Performance of Carbon-Nanotube 

Transistors4  

 

3.1 Introduction 

Since their discovery in 1991, carbon nanotubes (CNs) have stimulated a plethora 

of experimental and theoretical research to better understand the charge transport 

in (quasi) 1D-material systems, and to assess whether CN-based channel materials 

have the potential to replace or augment the well-matured, silicon-based CMOS 

technology [3]. 

One of the major concerns has been to understand how scattering by lattice 

vibrations native to the nanotube (native phonons) affects the terminal behavior of 

CN field-effect transistors (CNFETs).  So far, most studies on native phonon 

scattering have been conducted for CNFETs under steady-state (dc) operating 

conditions [59-66]; both measurements and simulations of the dc mobility and 

output currents have revealed that native acoustic and optical phonons strongly 

contribute to limiting the transport in metallic and semiconducting tubes, including 

a saturation of the output current at high bias [59, 63, 67]. 

                                                 
4 A version of this chapter has been published [5]. 
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Another source of scattering (over and above that from native phonons) 

originates from phonons within the substrate on which the tube resides, and this has 

received detailed attention only recently, when it was realized that transport in 

nanoscale channels may be quite sensitive to the substrate type [68-70].  Many of 

these substrates are polar in nature, so that the lattice vibrations of the substrate 

form oscillating bond dipoles that generate polarization fields that die out 

exponentially from the surface [71].  In carbon-based materials, such as CNs and 

graphene, the distance between the atomically thin channel and the substrate is 

within 0.35 nm (van-der Waals distance), and the polarization fields can interact 

quite strongly with the channel electrons, leading to the so-called “substrate polar 

phonon (SPP) scattering” [68].  It has been argued that beyond a temperature of T 

= 100 K, SPP scattering is activated and dominates the electronic transport, causing 

the dc mobility to degrade by a factor of 10 [6].  

Regarding the radio-frequency (RF) behavior, recent studies have shown that 

CNFETs have the potential to outperform other high-frequency transistors, even in 

the presence of significant scattering from native acoustic and optical phonons [49].  

However, this outcome should be revisited, given that SPP scattering has been 

flagged as an additional major contributor to device degradation at ambient 

temperatures [6].  As far as we know, a detailed investigation of the importance of 

SPP scattering on the RF performance of CNFETs has yet to be performed, either 

theoretically or experimentally. 

In this work, we investigate the impact of substrate polar phonon scattering on 

the high-frequency characteristics of array-based, carbon-nanotube transistors at 
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varying tube pitches.  The RF performance is compared for four substrate materials: 

AlN, SiO2, HfO2, and ZrO2. We show that SPP scattering substantially affects the 

device’s RF performance and, most importantly, displays a strong dependence on 

the choice of substrate.  Among the materials studied, it is demonstrated that AlN 

degrades the device’s RF performance the least, which can be attributed to the high 

energy of the phonons in AlN in comparison to the other substrates.  This result is 

in accord with the qualitative expectation of Perebeinos et al. [6], who commented 

on the possible impact of different polar substrates on the dc mobility; in this work, 

we focus on the RF performance, and we provide detailed quantitative results.  

The simulation approach that allows us to extract the relevant RF figures of 

merit in the presence of various scattering sources consists of two steps.  First, a 

solver for the time-dependent Boltzmann transport equation (BTE) self-consistently 

coupled to the Poisson equation, developed in [67] using COMSOL [1], is 

employed to simulate the RF behavior of an intrinsic single-tube device at various 

widths (pitches) of the tube block. The collision integrals for the SPP scattering, 

based on the formalism of [6], are developed and included in the BTE along with 

the collision integrals for the native acoustic and optical phonons.  Second, the 

external parasitic resistances and capacitances are combined with the results of the 

intrinsic single-tube block as described in [49] to establish the extrinsic y-

parameters of the array-based structure; these allow the extraction of key extrinsic 

high-frequency figures of merit, including the unity-current-gain frequency 𝑓𝑇 , the 

unity-power-gain frequency 𝑓max, the unilateral power gain 𝑈, the maximum stable 

gain (MSG), and the maximum available gain (MAG) [72]. 
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This chapter is organized as follows.  Section 3.2 briefly summarizes the BTE-

Poisson approach used to determine the RF transport characteristics of a single-tube 

block, including the scattering due to native acoustic, native optical, and substrate 

phonons; the details on the respective collision integrals are provided in the 

Appendix.  We then proceed to determine the intrinsic high-frequency 

characteristics of a single-tube CNFET and to examine how these characteristics 

are impacted by the choice of substrate.  In Section 3.3, a complete lumped circuit 

model is developed for an overall array-based CNFET, including all parasitic 

elements, and we discuss how SPP scattering from different substrates affects the 

transistor’s extrinsic RF figures of merit at various tube densities.  The results of 

our investigation are summarized in Section 3.4. 

 

3.2 Intrinsic Device 

3.2.1 BTE-Poisson Approach  

Figure 3.1 shows the base geometry of the single-tube transistor used in the 

simulations, which consists of a semi-conducting (16, 0) zigzag carbon nanotube 

with a tube diameter 𝑑 = 1.25 nm and a bandgap of 𝐸𝑔 = 0.55 eV.  The 50-nm-

long source and drain contact regions are doped 𝑛-type, each at a level of 109 m-1.  

The nanotube channel region underneath the gate is undoped and has a length of 20 

nm in correspondence to the ITRS requirements for the year 2015 for RF CMOS 

millimeter-wave (10-100 GHz) technology [7]; HfO2 is used as the gate oxide with 

an effective thickness (from the gate metal to the surface of the tube) of ~2 nm; the  
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gate metal has a thickness of 50 nm and a work function of 4.5 eV, a typical value 

for W or Cr; the tube resides on a 100-nm thick substrate consisting of different 

polar materials, as detailed further below.  Varying the width of the base structure 

in Figure 3.1 is equivalent to varying the tube pitch of an array containing the block, 

as explained in Section 3.3.1.  Block widths and hence array pitches of 10 and 100 

nm correspond to 100 and 10 tubes, respectively, across a 1-m-wide, array-based 

device, which we use for demonstration purposes in this work. 

  

Figure 3.1. Base geometry of the intrinsic single-tube CNFET structure used for the simulation 

 

The electron dynamics within the tube is described by a one-dimensional (1D) 

BTE for the time-dependent distribution function 𝑓 = 𝑓(𝑥, 𝑘, 𝑡) for electrons within 

the lowest conduction subband 
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𝜕𝑓

𝜕𝑡
+ 𝑣(𝑘)

𝜕𝑓

𝜕𝑥
−

𝑞ℇ𝑥

ℏ

𝜕𝑓

𝜕𝑘
= 𝑆𝑜𝑓 (3.1) 

 

where the symbols are as follows: 𝑡 is the time; 𝑘 is the electron wave vector; 𝑣(𝑘) 

is the band velocity for an electron in a state 𝑘, obtained from 𝑣(𝑘) =

(1/ℏ)[𝑑𝐸(𝑘)/𝑑𝑘], with 𝐸(𝑘) being the band dispersion, given by [4, Eq. (6.1.12)]; 

ℇ𝑥 = ℇ𝑥(𝑥, 𝑡) is the time-dependent, circumferentially averaged 𝑥-component of 

the electric field along the tube surface; 𝑞 is the magnitude of the electronic charge; 

ℏ is the reduced Planck constant; and 𝑆𝑜𝑓 denotes the total collision integral 

comprising all electronic scattering contributions, including acoustic (𝑆𝑜𝑓)ac, 

optical (𝑆𝑜𝑓)op, and surface polar phonons (𝑆𝑜𝑓)spp,𝜈, as specified in the 

Appendix. 

As detailed in the Appendix, we follow the “unscreened” approach of 

Perebeinos et al. [6] in formulating the SPP collision integrals, i.e., we ignore the 

impact of “screening” as modeled by a Thomas-Fermi screening length [73, 74] or 

as determined by the coupling of the channel charge to the substrate phonons, where 

the latter leads to so-called “hybridized, interfacial plasmon-phonon (IPP) modes” 

[75-77].  While such screening may play an important role in 2D/3D materials, its 

significance in quasi-1D systems such as CNs appears less severe [78].  We also 

note that our results with regard to RF performance degradation in tubes (e.g., see 

Figs. 2 and 3) are generally consistent in terms of the ordering of substrates (e.g., 

AlN and SiO2 vs. HfO2 and ZrO2) with those found from a Thomas-Fermi approach 

for the dc mobility in 2D graphene [74, Figure 5], and that a Thomas-Fermi 
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approach is generally in agreement with a fully coupled IPP approach [76, Figure 

3].  Thus, while it must be noted that the precise quantitative nature of our results 

may be impacted by a more detailed consideration of screening, for a first 

assessment of the relative importance of various substrates on the RF performance, 

we use the unscreened approach of [6]. 

To proceed, we make the usual assumption that a sinusoidal perturbation at a 

radian frequency ω is applied at one of the terminals, thus inducing a perturbation 

to the distribution function 𝑓 and the electric field ℇ𝑥 along the transport direction.  

For small signal amplitudes, both 𝑓 and ℇ𝑥 can be split into their dc and ac 

components via 𝑓 = 𝑓̅ + 𝑓𝑒𝑗𝜔𝑡 and ℇ𝑥 = ℇ̅𝑥 + ℇ̃𝑥𝑒𝑗𝜔𝑡, respectively, where here 

and elsewhere, we use the “ ̅ ” and “ ̃ ” notation to distinguish between the dc and 

ac parts.  Inserting this ansatz into (3.1), a BTE for each component can be derived 

following the approach of [67]: 

 

𝑣
𝜕𝑓̅

𝜕𝑥
−

𝑞ℇ̅𝑥

ℏ

𝜕𝑓̅

𝜕𝑘
= 𝑆𝑜𝑓 ̅

 

     (3.2) 

 
 

𝑗𝜔𝑓 + 𝑣
𝜕𝑓

𝜕𝑥
−

𝑞ℇ̅𝑥

ℏ

𝜕𝑓

𝜕𝑘
−

𝑞ℇ̃𝑥

ℏ

𝜕𝑓̅

𝜕𝑘
= 𝑆𝑜{𝑓, 𝑓}̅ 

 

        

(3.3) 

 

where 𝑆𝑜𝑓 ̅and 𝑆𝑜{𝑓, 𝑓}̅ refer to the total collision integrals applicable to the dc and 

ac equations, given by (A.2) – (A.4) with 𝑓 →  𝑓 ̅ and by (B.1) – (B.3) in the 

Appendix, respectively.   
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The BTEs in (3.2) and (3.3) are solved self-consistently along with their 

corresponding Poisson equation, as described in [67].  All simulations are 

performed at room temperature 𝑇 = 300 K.  

 

3.2.2 Results for the Single Tube  

A DC Output Current  

We begin our analysis by studying the effect of SPP scattering on the dc output 

characteristics of a single-tube block (Figure 3.1) with a width of 10 nm and a 

supply voltage of 𝑉𝐷 = 𝑉DD = 0.9 V, where the latter is consistent with the ITRS 

requirements for the year 2015 for RF CMOS millimeter-wave (10-100 GHz) 

technology [7].  

Figure 3.2 shows the dc drain current as a function of the gate bias 𝑉𝐺 for a 

CNFET situated on different substrates.  The curve labeled “Ballistic” is with all 

scattering turned off and the curve labeled “Native Phonons” includes scattering 

only from native acoustic and optical phonons; in each of these cases, an SiO2 

substrate is assumed solely for the purpose of solving Poisson’s equation (but with 

no contribution to the scattering).   The remaining curves in Figure 3.2 are for the 

indicated substrates with all scattering, i.e., native and SPP, turned on.  Starting 

with the ballistic limit, one observes a monotonic increase of the drain current with 

increasing gate bias.  The inclusion of native acoustic and optical phonons leads to 

the expected reduction of current, which becomes pronounced at large 𝑉𝐺.  The 

additional inclusion of SPP scattering causes a further reduction of the current, as 
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depicted in Figure 3.2, which for SiO2 is about a factor of two at 𝑉𝐺 = 0.9 V. What 

is striking is the strong dependence of the current on the type of substrate, as Figure 

3.2 demonstrates.  Among all the substrates considered, AlN seems to play a 

distinguished role, since SPP scattering with AlN does not affect the device 

performance as severely as with the other substrates; for AlN, the drain current 𝐼𝐷 

is only slightly below that in the presence of only native phonon scattering. 

 

Figure 3.2.  Static (dc) drain current 𝐼𝐷 vs. gate bias voltage 𝑉𝐺  for a single-tube block (shown in Figure 3.1) 

with a tube pitch of 10 nm in the presence of SPP scattering on different substrates. The dc drain voltage 𝑉𝐷 is 

held at 0.9 V.  The curve labeled “Ballistic” is with all scattering turned off and the curve labeled “Native 

Phonons” includes scattering only from native acoustic and optical phonons; in each of these cases, an SiO2 

substrate is assumed solely for the purpose of solving Poisson’s equation (and with no contribution to the 

scattering).  The remaining curves are for the indicated substrates with all scattering (native and SPP) turned 

on. 

 

The strong variation of the drain current with a change in substrate can be 

explained in part by the relative strengths of SPP scattering for the first (𝜈 = 1) 
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substrate phonon mode, as indicated by the prefactor of the SPP collision integral 

specified in (A.4) of the Appendix; the role of the second (𝜈 = 2) substrate phonon 

mode, which corresponds to relatively higher values of phonon energy, requires a 

more careful consideration, as will be discussed shortly. 

The prefactor PFspp,𝜈 of the SPP collision integral in (A.4) can itself be written 

as a product of three factors: 

 

PFspp,𝜈 = 𝐹spp,𝜈
2 × 𝑃spp,𝜈 × (𝑁spp,𝜈 + 1) 

 

     (3.4) 

 

where the symbols are as follows:  𝐹spp,𝜈
2  (known as the Fröhlich coupling) specifies 

the coupling strength between the electrons and the substrate phonons; 𝑃spp,𝜈 is 

indicative of the strength of the polarization field due to the substrate phonons at a 

distance 𝑠 away from the substrate, with a strong inverse dependence on the 

energy ℏ𝜔spp,𝜈 of the phonon mode, as indicated by an inspection of (A.5) and 

(A.6) in the Appendix; and 𝑁spp,𝜈 = 1/(𝑒ℏ𝜔spp,𝜈/𝑘𝐵𝑇 − 1) is the number of 

substrate phonons, which also exhibits a strong inverse dependence on the energy 

ℏ𝜔spp,𝜈 of the phonon mode.  As Table 3.1 reveals, the 𝜈 = 1 modes a have a 

similar electron-phonon coupling factor, 𝐹spp,1
2  ~ 0.5 − 0.75 V2m, while the 

phonon energies ℏ𝜔spp,1 are well-ordered, from about 90 meV for AlN, 60 meV 

for SiO2, and 28 and 22 meV for ZrO2 and HfO2, respectively.  As the values in 

Table 3.1 show, the differences in these energies dominates the collision-integral 

prefactor 𝑃𝐹spp,1, through the impact on the polarization factor 𝑃spp,1 and phonon 
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number (𝑁spp,1 + 1), and this is especially true for ZrO2 and HfO2.  Overall, and 

at least for the first phonon mode, the low-energy SPP phonons in ZrO2 and HfO2, 

and to a lesser extent SiO2, can thus be expected to cause increased SPP scattering 

and hence a more severe degradation in the current, as demonstrated in Figure 3.2.   

For the second phonon mode, the situation is more involved, as one needs to 

consider more than simply the prefactor in the collision integral (A.4) in 

determining the relative strengths of the scattering.  The higher phonon energies of 

the second mode suggest that the corresponding SPP scattering will become 

important only at higher gate biases, when the channel band profile has been 

“pushed down” sufficiently below the source Fermi level for carriers injected from 

the source to have available states to occupy in the channel and in the channel-to-

drain barrier region upon emitting the higher (𝜈 = 2) energy SPP phonons; 

mathematically, the requirement for available states is taken into account by the 

presence of the density of states and distribution function in the collision integral 

(A.4).  Again, in this case, ZrO2 and HfO2 can be expected to suffer from more 

severe SPP scattering, i.e., scattering that becomes important at a lower gate 

voltage, since ℏ𝜔spp,2 is significantly lower for these materials, thus requiring less 

gate voltage to push the bands down a sufficient amount.  The curves in Figure 3.2 

are indeed consistent with this expectation.   

Overall, considering both substrate phonon modes, the important conclusion is 

that the lower substrate phonon energies (ℏ𝜔spp,1 and ℏ𝜔spp,2 in Table 3.1) in ZrO2 

and HfO2, and to a lesser extent SiO2, lead to a greater degradation of the current 

than in AlN.  
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B Cutoff Frequency  

B.1 Result 

Over and above the dc current-voltage behavior, SPP scattering also has a strong 

impact on the device’s RF figures of merit, such as the unity-current-gain, cut-off 

frequency 𝑓𝑇 = 𝑔𝑚 (2𝜋𝐶gg)⁄ , where 𝑔𝑚 is the transconductance and 𝐶gg is the total 

gate capacitance. 

Figure 3.3 shows the 𝑓𝑇 vs. gate bias 𝑉𝐺 for the same cases (and with the same 

labeling convention) as in Figure 3.2, but for two different single-tube block widths 

of 10 nm and 100 nm.  First focusing on the curves for a 10-nm block width [part 

(a) of Figure 3.3], a distinct pattern in the behavior of 𝑓𝑇 vs. 𝑉𝐺 is evident.  In the 

TABLE 3.1. PARAMETERS FOR THE SPP SCATTERING IN CARBON NANOTUBES ON 

VARIOUS SUBSTRATES [79]  

 AlN SiO2 ZrO2 HfO2 

𝝐𝟎 9.14 3.90 24.0 22.0 

𝝐∞ 4.80 2.50 4.00 5.03 

ℏ𝝎𝐬𝐩𝐩,𝟏 [meV] 90 61 28 22 

𝑭𝐬𝐩𝐩,𝟏
𝟐  × 10-11 [V2m] 0.55 0.75 0.60 0.55 

𝑷𝐬𝐩𝐩,𝟏 × 109 [eV/V2 s] 0.67 0.97 1.95 2.44 

𝑵𝐬𝐩𝐩,𝟏 + 1 1.03 1.09 1.48 1.73 

PF𝐬𝐩𝐩,𝟏 × 106 [eVm/s] 0.21 0.44 0.96 1.29 

ℏ𝝎𝐬𝐩𝐩,𝟐 [meV] 106 149 76  54 

𝑷𝐬𝐩𝐩,𝟐 × 109 [eV/V2 s] 0.57 0.40 0.79 1.09 

𝑭𝐬𝐩𝐩,𝟐
𝟐  × 10-11 [V2m] 1.61 1.66 1.88 0.53 

𝑵𝐬𝐩𝐩,𝟐 + 1 1.01 1.00 1.05 1.13 

PF𝐬𝐩𝐩,𝟐 × 106 [eVm/s] 0.51 0.36 0.86 0.36 

 Peak 𝒇𝑻 [THz] 

10 nm - 100 nm 
2.75 - 1.90  1.74 - 1.27 0.73 - 0.57 0.71 - 0.53 

𝑽𝑮 for peak 𝒇𝑻 [V] 

10 nm - 100 nm 
0.46 - 0.46  0.34 - 0.35 0.25 - 0.28 0.29- 0.31 
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ballistic case, the 𝑓𝑇 exhibits a monotonic increase with 𝑉𝐺, before saturating at high 

values of 𝑉𝐺.  In the presence of native acoustic and optical phonon scattering, the 

𝑓𝑇 still increases monotonically with 𝑉𝐺 at low gate bias, but then exhibits a clear 

peak before falling off and saturating at high gate bias.  In the additional presence 

of SPP scattering, the peaking behavior is still present, but the peaks diminish and 

shift to lower gate voltages in an order corresponding to the expected strength of 

the SPP scattering as already discussed in conjunction with Figure 3.2, i.e., starting 

from AlN (having high SPP phonon energies), followed by SiO2 (with intermediate 

SPP phonon energies), and finally by ZrO2 and HfO2 (having low SPP phonon 

energies).  In the case of the 100-nm block width [part (b) of Figure 3.3], the 

behavior is similar, but the 𝑓𝑇 values are lower, a result that will be explained in 

Section 3.3.2.  For reference, the peak 𝑓𝑇 values and the gate bias 𝑉𝐺 at which they 

occur for the different substrates are listed in Table 3.1. 
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    (a) 

 

    (b) 

Figure 3.3. Intrinsic unity-current-gain cutoff frequency 𝑓𝑇 vs. gate voltage 𝑉𝐺  for the single-tube CNFET 

block shown in Figure 3.1 and for block widths of (a) 10 nm and (b) 100 nm. The labeling convention for the 

curves is the same as that described in the caption of Figure 3.2. 
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B.2 Discussion 

One can understand the behavior of the 𝑓𝑇 in Figure 3.3 by considering separately 

the behavior of the 𝑔𝑚 and 𝐶gg, both of which are plotted vs. gate bias 𝑉𝐺 in Figure 

3.4; we restrict our attention in this discussion to the case of a 10-nm block width. 

The transconductance 𝑔𝑚 = 𝜕𝐼𝐷/𝜕𝑉𝐺 in Figure 3.4(a) represents the local 

slope of the 𝐼𝐷-𝑉𝐺 characteristics, and hence peaks at the point of inflection of the 

corresponding 𝐼𝐷-𝑉𝐺 curve in Figure 3.2.  Based on the earlier discussion of the 𝐼𝐷-

𝑉𝐺 curves, the peaks in 𝑔𝑚 are hence diminished and occur at successively lower 

gate voltages with increased scattering, and this behavior is primarily responsible 

for the peaking pattern of the 𝑓𝑇 in Figure 3.3. However, 𝐶gg also plays a role, 

accentuating the peaking in 𝑓𝑇 by itself peaking, as shown in Figure 3.4(b).  These 

peaks in 𝐶gg are worth a more careful consideration. 

Figure 3.5(a) shows a plot of the energy-resolved dc charge distribution 𝑓(̅𝐸) 

for the case of SiO2 as the substrate; we choose a bias point of  𝑉𝐺 = 0.4 V for 

illustration, and we choose to plot the distribution at the point 𝑥 = 80 nm (see 

Figure 3.1), which is just past the channel region and where the effects of scattering 

(when present) are clearly visible.  The plot shows 𝑓(̅𝐸) for three cases:  (i) ballistic 

transport, (ii) with only native acoustic and optical phonon scattering, and (iii) with 

all scattering, i.e., by additionally including SPP phonons.  In the ballistic case, 

𝑓(̅𝐸) shows the expected peak for energies above the top of the barrier and below 

the source Fermi level  (𝐸top ≲ 𝐸 ≲ 𝜇𝑆), representing source-injected electrons that 

can cross the channel barrier; 𝑓(̅𝐸) is otherwise zero except for energies around the 
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drain Fermi level (𝐸~𝜇𝐷), representing drain-injected electrons.  In the presence of 

only native acoustic and optical phonon scattering, the distribution function takes a 

similar shape, except now we see “sidebands” of occupancy facilitated by optical 

phonon emissions; carriers are moved down from the ballistic peak in bands 

separated by the optical phonon energy of ℏ𝜔op = 200 meV [59].  With the 

addition of substrate polar phonons, the signature of the native optical phonon 

sidebands is “washed out” because the substrate polar phonons allow transitions 

over additional energies (specified by the values of ℏ𝜔spp,1 and ℏ𝜔spp,2 in Table 

3.1).  The important point to note is that scattering moves carriers from the ballistic 

peak down to lower energies.  As a result, with scattering, a perturbation in gate 

voltage Δ𝑉𝐺 leads to a modulation of the distribution function Δ𝑓(̅𝐸) at energies 

below the ballistic peak, as shown in Figure 3.5(b); overall, the additional 

modulation at lower energies more than compensates the decreased modulation in 

the ballistic peak, such that the integrated charge modulation Δ𝑄𝐺 ≈

𝑞 ∫ [Δ𝑓(̅𝐸) × 𝐷(𝐸)] 𝑑𝐸
𝜇𝑆

𝜇𝐷
 is higher in the presence of increased scattering,5 which 

will tend to increase the capacitance 𝐶gg~ Δ𝑄𝐺/Δ𝑉𝐺 seen looking into the gate.  The 

effect is most pronounced at the gate bias corresponding to the onset of scattering, 

since the lower energy states fill up at higher gate biases, thereby causing increased 

Pauli blocking and hence a reduced modulation; this is why the capacitance peaks 

at the onset of scattering in Figure 3.4(b).  

 

                                                 
5 Here, we have used Δ𝑓(̅𝐸) ≈ 0 outside the interval of integration and the fact that 𝐷(𝐸) [given by 

(A.1) in the Appendix] decreases monotonically with energy. 
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    (a) 

 

    (b) 

Figure 3.4.  (a) Transconductance 𝑔𝑚 and (b) gate capacitance 𝐶gg vs. dc gate voltage 𝑉𝐺  of a single-tube 

CNFET block in Figure 3.1 with a width of 10 nm.  The labeling convention for the curves is the same as that 

described in the caption of Figure 3.1. 
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    (a) 

 

    (b) 

Figure 3.5. (a) Energy-resolved dc distribution function 𝑓(̅𝐸) at 𝑥 = 80 nm (see Figure 3.1) and for 𝑉𝐺 = 0.4 

V, with SiO2 used as the substrate and shown for three cases:  (i) ballistic transport; (ii) only native acoustic 

and optical phonon scattering; (iii) all scattering, i.e., additionally including substrate phonons.  The inset to 

the figure shows a sketch of the conduction-band profile 𝐸𝑐(𝑥) vs. 𝑥, which is provided for reference.  (b) 

Energy-resolved change in the distribution function 𝛥𝑓(̅𝐸) at 𝑥 = 80 nm and 𝑉𝐺 = 0.4 V, where 𝛥𝑓̅(𝐸) 

arises from an incremental change in gate voltage Δ𝑉𝐺  (equal to 10 mV).   
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C 𝒚-parameters  

We conclude our analysis of the RF behavior of the single-tube block by extracting 

its frequency-dependent 𝑦-parameters from our self-consistent BTE-Poisson 

solution, as described in [67].  Figure 3.6 shows the magnitude of the transistor’s 

intrinsic forward 𝑦-parameters, 𝑦11 and 𝑦21, for the single-tube block of Figure 3.1 

having a width of 10 nm; results are shown for a ballistic device and a device with 

all scattering, i.e., due to native acoustic and optical phonons as well as substrate 

phonons.  The ballistic device is again assumed to lie on a SiO2 substrate, solely for 

the purpose of solving Poisson’s equation.  For the devices with all scattering 

included, the focus is on the choice of AlN and HfO2 as substrates, i.e., the materials 

where the signatures of scattering are the weakest and strongest, respectively.  For 

the ballistic case, the operating bias is chosen to be equal to 𝑉𝐺 = 𝑉DD/2 as in [67], 

and for the cases with scattering, 𝑉𝐺 is chosen to be the gate voltage corresponding 

to peak 𝑓𝑇, which is 0.48 V for AlN and 0.28 V for HfO2; in all cases, the drain 

voltage is held fixed at 0.9 V. 

As Figure 3.6 reveals, scattering lowers the forward 𝑦-parameters for both AlN 

and HfO2 over the entire frequency range.  Despite the strong impact of the SPP 

phonons, one still observes a resonant behavior at about the same frequency of 

approximately 18 THz.  This resonant behavior has been discussed in [54, 67, 80-

82].  Compared to the ballistic case, the resonances are not only lowered but also 

strongly broadened due to scattering, which is equivalent to a reduction in the 

quality (Q) factor.  As Figure 3.6 shows, the degradation in the 𝑦-parameters is 
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more severe for HfO2 than for AlN since, as discussed earlier, SPP scattering has a 

stronger impact (due to the lower phonon energies) in HfO2 than AlN. 

 

Figure 3.6.  Magnitude of the transistor’s forward y-parameters, y11 and y21, comparing the ballistic limit with 

the case of SPP scattering for the two substrates AlN and HfO2, where the SPP scattering is the weakest and 

strongest, respectively. 

 

3.3 Extrinsic Device 

3.3.1    Approach 

A Array-based Structure 

A schematic of the multi-tube CNFET structure used in this work is shown in Figure 

3.7, and it consists of a parallel arrangement of the single-tube blocks from Figure 

3.1; the total width of the device in the 𝑦-direction, i.e., the gate width, is fixed to 

be 𝑊𝑔 = 1 µm, and the distance between the tubes, i.e., the tube pitch 𝑝, is varied 

between 10 and 100 nm, corresponding to a total of 100 and 10 tubes, respectively.  
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Here, it is important to note that the pitch 𝑝 of the array in Figure 3.7 is equivalent 

to the width of a single-tube block in Figure 3.1; this follows since the block of 

Figure 3.1 can represent a portion of an array when the appropriate boundary 

conditions are applied at the edges (along the tube length) of the block [83], which 

is what we have done throughout this work.  The intrinsic 𝑦-parameters of the 

multi-tube array, i.e., excluding parasitics, can be found by a scaling of the intrinsic 

𝑦-parameters of a single-tube block; for our 1-µm wide transistor, we can write [49] 

 

[𝑦m,int]
𝑝

= [𝑦s,int]𝑝
× (

1000 [nm]

𝑝 [nm]
)  (3.5) 

 

 

 

Figure 3.7.  Schematic of a top-gated, aligned, array-based CNFET structure similar to [49].   The gate 

length and width of the device are 𝐿𝑔 = 20 nm and 𝑊𝑔 = 1 µm, respectively.  The yellow box shows the 

portion of the structure that is studied.  The figure is not drawn to scale. 
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where [𝑦m,int]
𝑝
 and [𝑦s,int]

𝑝
 denote the 𝑦-parameter matrices of the multi- and 

single-tube structures, respectively; both matrices are functions of the tube pitch 𝑝. 

 

B Modeling of Parasitics 

A major cause for the overall performance degradation of the device is the impact 

of the extrinsic capacitances and resistances originating from the contacts, which 

makes it necessary to incorporate these into a complete device model, as shown in 

Figure 3.8. To determine the values of these external elements, we follow the 

procedure explained in [49], utilizing COMSOL [1]; for the details, including the 

choice of materials and dimensions of the contacts, the reader is referred to [49], 

and here we simply list the extracted values in Table 3.2. 

 

Figure 3.8.  Extrinsic lumped-element model of the array-based CNFET structure [49]. The inner block 

represents the intrinsic multi-tube device described by the 𝑦-parameter matrix [𝑦m,int]𝑝 specified by (3.5).    
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TABLE 3.2. VALUES FOR THE PARASITIC RESISTANCES AND CAPACITANCES USED IN 

THE LUMPED ELEMENT MODEL OF FIGURE 3.8 FOR THE DIFFERENT SUBSTRATES.  IN 

ALL CASES, THE TOTAL WIDTH OF THE ARRAY-BASED CNFET IS 1 MICRON. 

 AlN SiO2 ZrO2 HfO2 

𝑹𝐠,𝐞𝐟𝐟 (𝛀) 

(Tungsten) 
67 67 67 67 

𝑹𝒔/𝒅 (𝛀) 

(Yttrium) 
1.77 1.77 1.77 1.77 

𝑪𝐠𝐬,𝐞𝐱𝐭 (aF) 34 22 70 51 

𝑪𝐠𝐝,𝐞𝐱𝐭 (aF) 32 21 66 48 

𝑪𝐬𝐝,𝐞𝐱𝐭 (aF) 9.7 4.7 29 18 

  

 

3.3.2    Results and Discussion 

A RF Figures of Merit 

Figure 3.9 shows the extrinsic common-source current gain |ℎ21| = |𝑦21 𝑦11⁄ |  vs. 

frequency and the extrinsic cutoff frequency 𝑓𝑇  for a 1-𝜇m-wide, array-based 

structure with a pitch 𝑝 = 10 nm; here and for all the extrinsic results, the operating 

bias is chosen to be the gate voltage corresponding to peak intrinsic 𝑓𝑇 with the 

drain voltage held fixed at 0.9 V.   Notably, despite the presence of SPP scattering, 

CNFETs with AlN substrates still offer the potential for an extrinsic 𝑓𝑇 of about 

2.43 THz, and thus remain ahead of the present records for RF transistors reported 

in the literature, including graphene transistors with 300 GHz [84], silicon 

MOSFETs with 485 GHz [85], III-V high-electron-mobility transistors with 644 

GHz [86], and heterojunction bipolar transistors with 710 GHz [87].  However, this 

is no longer the case for a substrate leading to strong SPP scattering, such as HfO2, 

where the extrinsic 𝑓𝑇 falls to 470 GHz, comparable to silicon MOSFETs.  
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Other RF measures to characterize the device are also shown in Figure 3.9, 

such as the unilateral power gain 𝑈, the maximum stable gain (MSG), the maximum 

available gain (MAG), and the Kurokawa stability factor 𝐤 [55]; all figures of merit 

are calculated based on well-known expressions [55] using the y-parameters 

extracted from the extrinsic device model shown in Figure 3.8.  Similar to [67], the 

MSG is plotted for those frequencies where the transistor is conditionally stable 

(𝐤 < 1) and is replaced by the MAG when the device becomes unconditionally 

stable (𝐤 ≥ 1) [55].  Extrapolating the power-gain  𝑈 to unity, the  𝑓max can be 

extracted to be 3.24 THz for AlN and a lower value of 1.42 THz for HfO2, where 

the SPP scattering is stronger. 

 

    (a) 
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    (b) 

Figure 3.9.  Magnitude of the common-source current gain |ℎ21|, unilateral power gain 𝑈, maximum stable 

gain (MSG), maximum available gain (MAG), and the stability factor 𝐤 as function of frequency for the 

CNFET of Figure 3.7 with a tube pitch 𝑝 = 10 nm and with (a) AlN and (b) HfO2 as substrates.  The 

extrapolated 𝑓𝑇 and 𝑓max are also shown. 

 

B Effect of Pitch on 𝒇𝑻 and 𝒇𝒎𝒂𝒙 

B.1 Unity-Current-Gain Frequency 𝒇𝑻 

Figure 3.10 shows the extrinsic 𝑓𝑇 as a function of the tube pitch in the presence of 

native and SPP scattering from the various substrates.  As shown, the 𝑓𝑇 can be 

improved by a factor of about 2.5 to 3.5 by decreasing the pitch from 100 nm to 10 

nm.  One can understand the improvement by considering that the pitch dependency 

of the extrinsic 𝑓𝑇 is determined by the pitch dependency of the intrinsic 

transconductance and gate capacitance of the multi-tube system (neglecting 

parasitics), both of which are given by the single-tube values multiplied by the 
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number of tubes 𝑁:  𝑔m,int
𝑚 |

𝑝
 = 𝑁 × 𝑔m,int

𝑠 |
𝑝
 and 𝐶gg,int

𝑚 |
𝑝

= 𝑁 × 𝐶gg,int
𝑠 |

𝑝
, where 

the superscripts 𝑚 and 𝑠 refer to “multi-tube” and “single-tube,” respectively, and 

where the notation “ |𝑝” is used to emphasize that the corresponding quantities 

depend on the tube pitch 𝑝.  To first order, we can estimate the pitch dependency 

by writing the extrinsic 𝑓𝑇  ~ 𝑔m,int
𝑚 |

𝑝
/𝐶gg,int

𝑚 |
𝑝

= 𝑔m,int
𝑠 |

𝑝
/𝐶gg,int

𝑠 |
𝑝

 .  With a 

decrease in pitch (higher tube density), both 𝑔m,int
𝑠 |

𝑝
 and 𝐶gg,int

𝑠 |
𝑝
 decrease due to 

tube screening [83]; the important point is that 𝐶gg,int
𝑠 |

𝑝
 decreases by 30-35% 

(depending on the substrate) whereas 𝑔m,int
𝑠 |

𝑝
 reduces by only 3-7% when the pitch 

is scaled down from 100 nm to 10 nm (not shown).  This difference in reduction 

results in an effective increase of the 𝑓𝑇 as reported in [83] and as depicted in Figure 

3.10; it also explains why the 𝑓𝑇 results for the 10-nm block presented earlier in 

Figure 3.3(a) exceed those for the 100-nm block in Figure 3.3(b).  More 

importantly, Figure 3.10 shows that the RF performance advantage of an AlN 

substrate continues to exist for the extrinsic cutoff frequency 𝑓𝑇, a consequence of 

AlN’s high-energy SPP phonons causing weaker SPP scattering as compared to 

HfO2 and ZrO2 substrates, as discussed earlier in Section 3.2. 
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Figure 3.10.  Extrapolated extrinsic 𝑓𝑇 of the array-based CNFET structure as a function of tube pitch in the 

presence of native and SPP scattering for different substrates. 

 

B.2 Unity-Power-Gain Frequency 𝒇𝐦𝐚𝐱 

Contrary to the 𝑓𝑇, the transistor’s 𝑓max is much less susceptible to variations of the 

tube pitch; for example, it grows by a factor of about 1.2 to 1.5 for the HfO2 and 

ZrO2 substrates and not at all for SiO2 and AlN when the pitch is decreased from 

100 to 10 nm, as can be discerned from Figure 3.11. This behavior of the 𝑓max can 

be explained with the aid of the approximate expression [56, 57] 

 

𝑓max ≈ √
𝑓𝑇

8𝜋𝑅g,eff𝐶gd,eff
 (3.6) 

 

which has been shown to reproduce the pitch-dependency of the numerically 
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obtained 𝑓max quite well [49].   Here,  𝑅g,eff is the effective gate resistance (shown 

in Figure 3.8) and 𝐶gd,eff is the total effective gate-drain capacitance, which can be 

expressed as [49] 

 

 

 

𝐶gd,eff = 𝑁 × 𝐶gd,int
𝑠 |

𝑝
+ 𝐶gd,ext (3.7) 

 

where 𝐶gd,int
𝑠 |

𝑝
 refers to the gate-drain capacitance of the intrinsic single-tube 

CNFET block of Figure 3.1, and 𝐶gd,ext is the external gate-drain capacitance of the 

array-based CNFET shown in Figure 3.6 and listed in Table 3.2.  Decreasing the 

pitch corresponds to a larger 𝑁, causing the term 𝑁 × 𝐶gd,int
𝑠 |

𝑝
 and thus 𝐶gd,eff to 

grow, as Figure 3.12 shows; this increase of 𝐶gd,eff compensates the increase of the 

𝑓𝑇 discussed in conjunction with Figure 3.10, causing the 𝑓max to remain almost 

unaffected from a variation of the pitch [49]. 

Another interesting feature of Figure 3.11 is that the 𝑓max for SiO2 is slightly 

higher than for AlN at all tube pitches, despite the lower 𝑓𝑇 for SiO2 in Figure 3.10.   

The reason for the higher 𝑓max of SiO2-based CNFETs is due to the relative 

permittivity of SiO2, which at 3.9 is the lowest among all substrates, as seen from 

Table 3.1.  The low permittivity causes the external parasitic capacitance 𝐶gd,ext for 

SiO2 to be the smallest, which translates into the smallest overall 𝐶gd,eff, as shown 

in Figure 3.12; owing to the inverse dependence of the 𝑓max on 𝐶gd,eff according to 

(3.6), CNFETs with SiO2 rather than AlN substrates thus have a slightly higher 𝑓max 
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at all tube pitches.  In the case of HfO2 and ZrO2, which have already been flagged 

as the worst for RF performance due to strong SPP scattering, the relatively higher 

values of the dielectric permittivity (see Table 3.1) add to the degradation of 𝑓max 

due to a larger 𝐶gd,eff. 

It should be noted that the results here (and throughout this paper) assume room 

temperature operation. Self-heating has been experimentally observed at small gate 

lengths, which could potentially increase the operating temperature and impact the 

device behavior, especially at high drive currents [59, 88].  For simplicity, and for 

a first assessment, we omit self-heating effects in our study; this assumes good heat 

removal and is consistent with our assumption [see the Appendix] of including only 

phonon emission processes.   

 

Figure 3.11.  𝑓max of the array-based CNFET structure as function of tube pitch in the presence of native and 

SPP scattering for different substrates.   
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Figure 3.12.  Effective gate-drain capacitance 𝐶gd,eff  for the array-based CNFET structure as a function of 

tube pitch in the presence of native and SPP scattering from different substrates. 

 

B.3 Summary 

In Table 3.3, we summarize and compare the RF figures of merit for the array-based 

CNFET with the ITRS RF CMOS millimeter-wave technology requirements for the 

year 2015 [7].  Note that the reported values for the array-based CNFET are for a 

tube pitch of 100 nm, and can be improved by increasing the tube density as 

discussed in the previous sections; included also are the transistor’s gain at 

frequencies of 24, 60, and 94 GHz, since these are of commercial interest [7].  As 

shown in Table 3.3, despite the presence of SPP scattering (over and above native 

acoustic and optical phonons), and except for the transconductance  𝑔𝑚 (which 

could be improved with a lower tube pitch than the assumed 100 nm), array-based 



 

       95 

 

CNFETs with AlN and SiO2 substrates continue to offer performance that meets 

and exceeds the ITRS specifications for RF CMOS. 

 

TABLE 3.3. ITRS RF CMOS MILLIMETER-WAVE TECHNOLOGY REQUIREMENTS FOR 

THE YEAR 2015 [7] VERSUS THE ARRAY-BASED CNFET WITH SPP SCATTERING 

INCLUDED FROM VARIOUS POLAR SUBSTRATES. THE TUBE PITCH IS 100  𝐧𝐦. 

 

Power 

Supply 

Voltage 

VDD [V] 

Gate 

Length 

Lg [nm] 

Peak 

𝒇𝑻 

[THz] 

Peak 

𝒇𝐦𝐚𝐱 

[THz] 

Peak 𝒈𝒎 

at 

VDS=VDD 

[S/mm] 

MSG/ 

MAG 

[dB]  

at 24 

GHz 

MSG/ 

MAG 

[dB]  

at 60 

GHz 

MSG/ 

MAG 

[dB]  

at 94 

GHz 

Array-Based 

CNFET 

Gate Width 1µm 

[67] 

0.9 20 1.29 4.77 0.78 22 18 16 

Array-

Based 

CNFET 

with 

SPP 

scattering 

(This 

Study) 

AlN 0.9 20 0.96 3.21 0.74 19 16 13 

SiO2 0.9 20 0.72 3.63 0.44 19 15 12 

ZrO2 0.9 20 0.15 1.01 0.20 11 8 5 

HfO2 0.9 20 0.16 1.20 0.18 12 9 7 

RF CMOS 

(ITRS) 
0.9 20 0.44 0.56 2.24 17.4 13.4 11.5 

 

3.4 Conclusions 

The following conclusions can be drawn from this study of the impact of the 

substrate material via SPP scattering on the RF performance of array-based, carbon-

nanotube transistors: 

1. Scattering due to surface polar phonons, modeled according to the 

approach of [6], causes a significant reduction of the transistor’s RF 

performance (Figs. 3.3, 3.10, and 3.11) compared to a ballistic device; 
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the magnitude of this reduction depends strongly on the substrate. 

2. Among the materials considered in this work, AlN leads to the weakest 

impact of SPP scattering on the performance degradation; this can be 

attributed to the high energies of the excited SPP modes of AlN.  On the 

other hand, the substrate phonon energies of HfO2 and ZrO2 are rather 

low, leading to strong SPP scattering and thus to a severe RF performance 

degradation, which becomes evident in a much lower cutoff frequency 

𝑓𝑇 (Figure 3.3). Another consequence of the disparity in the SPP phonon 

energies is that the 𝑓𝑇 adopts its maximum at a larger gate bias 𝑉𝐺 for 

AlN than for HfO2 and ZrO2 (Figure 3.3). 

3. SPP scattering lowers the forward 𝑦-parameters over the entire frequency 

range, with the decrease becoming worse as the scattering gets stronger 

(Figure 3.6).  In addition, SPP scattering causes the resonant behavior in 

the 𝑦-parameters [54, 67, 80-82] to become smeared out (lower 𝑄 factor).   

4. The extrinsic 𝑓𝑇 increases by a factor of about two as the pitch is 

decreased from 100 nm down to 10 nm (Figure 3.10). The extrinsic 𝑓𝑇 

for AlN remains the largest for all the pitches since SPP scattering with 

AlN has the least impact on the RF degradation. Correspondingly, HfO2 

and ZrO2 lead to the lowest extrinsic 𝑓𝑇 as a result of their strong 

susceptibility to SPP scattering. 

5. The extrinsic 𝑓max remains quite insensitive to pitch variations (Figure 

3.11), which is a result of the increase in the effective gate-drain 
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capacitance 𝐶gd, eff with decreasing pitch (Figure 3.12), thus 

counteracting the improvement of the extrinsic 𝑓𝑇.  Due to the low 

dielectric permittivity (𝜖0 in Table 3.1) of SiO2 substrates, the external 

parasitic capacitance 𝐶gd,ext and thus the 𝐶gd,eff is the smallest; as a 

consequence, the 𝑓max with an SiO2 substrate becomes the largest for all 

pitches.  On the other hand, ZrO2 and HfO2 suffer from a high dielectric 

permittivity leading to a large 𝐶gd,ext, which tends to degrade the already 

poor 𝑓max arising from a low 𝑓𝑇 with these substrates due to pronounced 

SPP scattering. 

6. Despite the presence of SPP scattering (over and above native acoustic 

and optical phonons), and except for the transconductance  𝑔𝑚 (which 

could be improved with a lower tube pitch), the results in Table 3.3 show 

that an array-based CNFET with a gate width of 1µm, a gate length of 20 

nm, and a tube pitch of 100 nm built on AlN and SiO2 substrates continue 

to offer performance that meets and exceeds the ITRS specifications for 

RF CMOS [7].  The same is not true for HfO2 and ZrO2 substrates. 

 

In summary, this work shows that SPP scattering can significantly impact the 

RF performance of array-based CNFETs.  Our reported findings may be 

experimentally probed by performing an RF characterization of array-based 

CNFETs fabricated on different substrates.  More generally, our results suggest that 

substrate effects should be carefully considered to improve the performance of all 
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future high-frequency devices; for example, similar results on the RF degradation 

could be expected for graphene-based FETs, since the distance between the 

substrate and channel material is comparable. 
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Chapter 4 

Conclusions and Future Work  

 

4.1 Summary of Conclusions 

The conclusions from each stage of the work are summarized in this chapter.  The 

full details of the work conducted in each stage leading to these conclusions are 

discussed in the preceding chapters of this thesis.  Here we list the specific 

conclusions and then indicate the overall (collective) contribution of each stage.  

 

4.1.1   Stage I (Chapter 2) 

The specific conclusions from the first stage, entitled, “Impact of Effective Mass 

on the Scaling Behavior of the fT and fmax of III-V High-Electron-Mobility 

Transistors,” are as follows: 

1. The intrinsic peak 𝑓𝑇 occurs at gate voltages corresponding to the point of 

source-to-drain barrier collapse, beyond which the 𝑓𝑇 degrades 

significantly. 

2. At shorter gate lengths, drain-induced barrier lowering (DIBL) causes the 

barrier to collapse at lower gate bias voltages, such that the intrinsic peak 𝑓𝑇 

occurs at lower gate voltages. 
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3. The intrinsic peak 𝑓𝑇 exhibits a saturating behavior when the gate length is 

scaled down; i.e., it shows no further increase with decreasing gate length 

once the gate length is sufficiently small. 

4. In comparing channel materials, the material with lower effective mass 

exhibits a more pronounced saturation in its peak 𝑓𝑇 as the gate length is 

scaled down.  

5. The extrinsic peak 𝑓𝑇 of HEMTs reflect the saturating behavior of the 

intrinsic 𝑓𝑇.  

6. The saturating behavior of the 𝑓𝑇 of III-V HEMTs at short gate lengths 

contributes to the saturating behavior of the 𝑓max. Among the HEMTs 

considered, the larger parasitic resistances of GaN HEMTs causes them to 

have a lower 𝑓max than the InGaAs HEMTs at all gate lengths. 

 

Overall, the most important outcome of this work is the connection between 

the effective mass and the scaling behavior of RF performance. While a low 

effective mass is desirable for high mobility and potentially high-speed operation, 

it leads to diminishing improvements in the peak 𝑓𝑇 and  𝑓max as the gate length is 

scaled down. 
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4.1.2   Stage II (Chapter 3) 

The specific conclusions from the second stage, entitled, “Impact of Substrate 

Material on the RF Performance of Carbon-Nanotube Transistors,” are as follows:  

1. Scattering due to surface polar phonons (SPP) causes a significant reduction 

in the transistor’s RF performance compared to a ballistic device; the 

magnitude of this reduction depends strongly on the substrate. 

2. Among the materials considered in our work, AlN leads to the weakest 

impact of SPP scattering on the performance degradation.  On the other 

hand, the substrate phonon energies of HfO2 and ZrO2 lead to strong SPP 

scattering and thus to a severe RF performance degradation, which becomes 

evident in a much lower cutoff frequency 𝑓𝑇. 

3. SPP scattering lowers the forward 𝑦-parameters over the entire frequency 

range, with the decrease becoming worse as the scattering gets stronger.  

4. The extrinsic 𝑓𝑇 increases by a factor of about two as the pitch is decreased 

from 100 nm down to 10 nm. The extrinsic 𝑓𝑇 for AlN remains the largest 

for all the pitches since SPP scattering with AlN has the least impact on the 

RF degradation.  Correspondingly, HfO2 and ZrO2 lead to the lowest 

extrinsic 𝑓𝑇.  

5. The extrinsic 𝑓max remains quite insensitive to pitch variations.  Due to the 

low dielectric permittivity, the 𝑓max with an SiO2 substrate becomes the 

largest for all pitches.  On the other hand, ZrO2 and HfO2 suffer from a high 

dielectric permittivity which tends to degrade the already poor 𝑓max. 
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6. Despite the presence of SPP scattering, an array-based CNFET with a gate 

width of 1µm, a gate length of 20 nm, and a tube pitch of 100 nm built on 

AlN and SiO2 substrates continue to offer performance that meets and 

exceeds the ITRS specifications for RF CMOS [7].    

 

Collectively, this work shows that SPP scattering can significantly impact the 

RF performance of array-based CNFETs. This outcome suggests that substrate 

effects should be carefully considered to improve the performance of all future 

high-frequency devices.   

 

4.1.3   Stage III (Future Work) 

The anticipated contribution of the third stage, entitled, “Quantum-Mechanical 

Transport in Nanoscale Quantum-Dot Solar Cells,” has already been outlined in 

Section 1.2.  Further details are provided in the following section. 

 

4.2 Future Work: Quantum-Mechanical Transport in Nanoscale 

Quantum-Dot Solar Cells 

4.2.1   Introduction 

In recent years, there has been a significant and growing interest in renewable 

energy sources. The majority of the earth’s total usable energy comes from fossil 

fuels.  One of the main concerns of the widespread use of fossil fuels is the threat 

to the climate, since fossil fuels emit a large volume of greenhouse gases into the 
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atmosphere. These fuels are also in limited supply, making the industrialized 

economy dependent on fluctuating fuel prices and supply. On the other hand, 

renewable energy sources have the potential to be the key to all these problems and 

hence are being considered to complement fossil fuels and perhaps even replace 

them as a primary energy source.  Solar-cell technology, which utilizes the sun’s 

energy, is perhaps the most tempting because of the versatile, inexhaustible, and 

environmentally friendly features of the source. 

The main concern in solar-cell technology is the tradeoff between efficiency 

and production cost.  Traditional technologies, such as those utilizing crystalline 

silicon, offer high efficiency but only at the expense of a high production cost [89]; 

the hope for emerging technologies is to offer cheap but sufficient efficiency at the 

device level such that the installed cost of a system (often cited in $/Watt-peak) 

drives the technology to being a cost-effective, green alternative to fossil fuels.  

Quantum-dot solar cells are among the most popular of third-generation 

photovoltaic devices being pursued to achieve an optimal cost-efficiency tradeoff 

[90].  The major advantage of quantum dots is that they have bandgaps that are 

tunable across a wide range by changing the size and types of dots [8].  Such 

tunability facilitates the ability to fabricate solar cells consisting of a number of 

different bandgap materials, each of which can be optimized to convert solar energy 

within a portion of the sun’s spectrum, thus maximizing overall efficiency.  In fact, 

the use of multiple bandgap materials makes it theoretically possible to exceed the 

efficiency of single-junction cells [91], the latter being limited to the well-known 

value of ~33%.    



 

       104 

 

Achieving the promise of bandgap engineering in quantum-dot cells, and hence 

achieving a cost-effective alternative to silicon, requires a proper description of the 

electron and hole transport within the structure, which is fundamentally quantum-

mechanical.  To date, no computer-based tool accounting for quantum-mechanical 

transport exists to explore the design parameters, such as the size of the dots, the 

types of the dots, the distance between the dots, the background material containing 

the dots, and irregularities in the structure.  The development of the technology so 

far has been based on forcibly applying rudimentary classical concepts such as 

“electron mobility” [92] and the drift-diffusion equation [(1.1) of Chapter 1], and 

on utilizing trial-and-error cell design.  Toward this end, in this stage of the work, 

a simulation tool that captures the quantum-mechanical transport in these cells, and 

which hence captures their essential physics and facilitates their systematic design, 

is proposed. Such a tool has the potential to substantially speed the movement of 

the technology from the laboratory to the market and to substantially reduce 

development costs. 

 

4.2.2   InAs/GaAs Quantum-Dot Solar Cell 

A       Overview of the Project 

Among the emerging quantum-dot solar cells are devices characterized by the 

existence of InAs quantum dots in a GaAs channel region [9, 10], and we assume 

this type of structure as a starting point for our work.  A sample InAs/GaAs 

quantum-dot solar cell structure is shown in Figure 4.1. The GaAs channel region, 
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with a bandgap of 1.43 eV, is considered to have a length of 120 nm, and InAs 

quantum dots, each with a bandgap of 0.36 eV and a diameter of 3 nm, are placed 

3 nm apart, in a regular array, inside the channel region. Contacts at the two sides 

of the channel region are each considered to be 15 nm long, with one being 𝑛+ 

doped and the other being 𝑝+ doped, where both the doping densities are 1 × 1018 

cm-3.   

 

Figure 4.1. An InAs/GaAs quantum-dot solar cell. 

 

The cross-sectional area of the device in Figure 4.1 can be considered to be 

quite large with respect to the individual atoms, and hence a one-dimensional (1D) 

transport simulation is assumed adequate for a first-order representation of device 

behavior.  Toward this end, a 1D NEGF-Poisson solver, which is capable of 

describing both the optical and transport properties, including quantum effects, is 

proposed to model the InAs/GaAs quantum-dot solar cell. A tight-binding 

Hamiltonian under the effective-mass approximation can be used to model the 

hopping of electrons and holes between neighboring energy states. This technique 
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will yield a powerful solver in the sense that it will be capable of precisely modeling 

(i) the locations and sizes of the quantum dots within the active region of the device, 

(ii) the effective mass of the charge carriers, and (iii) the bandgaps of different 

regions in space.  Results from the solver can be utilized to extract and explain the 

important solar-cell figures of merit, such as the short-circuit current density 𝐽sc, 

open-circuit voltage 𝑉oc, fill factor 𝐹𝐹, and efficiency 𝜂. The final outcome of this 

project would hence be a solver for InAs/GaAs quantum-dot solar cells and the 

insight into their operation provided by the solver.  The developed solver can then 

be extended to quantum-dot solar cells fabricated with other materials.   

 

B       Simulation Approach 

Initial work towards development of the solver has already been completed. It must 

be emphasized that the approach described here is preliminary in nature and only 

intended to provide a starting point.  While the approach does yield the curves in 

Figure 4.3, it should be revisited, scrutinized, and improved, with the aim of moving 

the work towards publishable results; this will be done by the candidate and other 

group members in the near future.  The reader should hence view the description 

below only as a sketch of work “under construction.” 

The quantum-dot solar cell is modeled using the NEGF formalism following 

the approach described in [93, 94], where the interaction between the electrons and 

photons are taken into the NEGF equations through the self-energy matrices. The 

device Green’s function can then be represented as  
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𝐺(𝐸) = [𝐸𝐼 − ℎ − 𝛴𝑆 − 𝛴𝐷 − 𝛴ph]−1 
       

(4.1) 

 

where 𝐸 is the total electron energy, ℎ is the device Hamiltonian, 𝐼 is the identity 

matrix, 𝛴𝑆 and 𝛴𝐷 are the source and drain self-energies, and 𝛴ph is the self-energy 

due to the electron-photon coupling. The electron-photon self-energy 𝛴ph is further 

represented in terms of the in-scattering and out-scattering self-energies, 𝛴in and 

𝛴out, respectively, as [93]  

 

𝛴ph(𝐸) = −
𝑖

2
[𝛴in(𝐸) + 𝛴out(𝐸)] 

  

       

(4.2) 

 

B.1      Incident Light Source  

Solar radiation considered in the work is the ASTM G173-03 reference spectra 

derived from SMARTS v. 2.9.2 for AM 1.5 [95], which provides data of spectral 

irradiance as a function of photon wavelength, and which facilitates the 

determination of illumination intensities at particular wavelengths. The effect of 

this solar radiation on a solar cell is modeled through the incoming photon flux 𝐼𝜔 

=
𝐼int(𝜆)

ℏ𝜔
 , where 𝐼int(𝜆) is the intensity of illumination and ℏ𝜔 is the energy of the 

photon, calculated from its wavelength 𝜆. A range of photon energies which are 
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higher than the bandgap of the quantum-dot material and the corresponding photon 

intensities, calculated6 from [95], are considered in the work.   

The strength of the interaction between carriers and photons is described by a 

mathematical quantity 𝑀, given at a lattice site (𝑙, 𝑚) by [94]    

 

𝑀lm =
𝑞ℏ

𝑖2𝑎𝑚𝑚
∗ 

√
ℏ√𝜇𝜖

2𝑁𝜔𝜖0𝑐
𝐼𝜔 𝑃lm 

 

 

       (4.3) 

 

where 𝑎 is the grid spacing, 𝑚𝑚
∗ is the effective mass of the electron at site 𝑚, 𝜇 

and 𝜖 are the magnetic permeability and the dielectric constant of the material, 

respectively, 𝜖0 is the dielectric constant in free space, 𝑐 is the velocity of light, 𝑁 

is the number of photons with energy ℏ𝜔, and 

 

𝑃lm = {
+1,          𝑚 = 𝑙 + 1
 −1,          𝑚 = 𝑙 − 1
    0 ,           otherwise

 

  

     (4.4) 

 

B.2      Generation and Recombination 

Generation is the process by which mobile charge carriers are created. Under 

illumination, the absorbed photons excite the electrons from the valence band to the 

conduction band and an electron-hole pair is generated. The separated charge 

                                                 
6 The intensity at a particular wavelength 𝜆𝑖 can be obtained by multiplying the irradiance at 𝜆𝑖 by 

∆𝜆𝑖, where ∆𝜆𝑖  is the difference between two consecutive wavelengths 𝜆𝑖 and 𝜆𝑖+1. 
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carriers get transported to their respective electrodes, i.e., electrons toward the 𝑛+ 

region and holes toward the 𝑝+ region giving rise to an electric current 

corresponding to the incoming photons. During the transport, some of the carriers 

recombine with each other, i.e. an electron in the conduction band can move into 

an empty state in the valence band, which is equivalent to an electron-hole 

annihilation (recombination) event. 

The effect of generation and recombination is modeled in the simulation 

through the in-scattering and out-scattering self-energies, 𝛴in and 𝛴out, which are 

described, under the illumination of a monochromatic light with a photon energy of 

ℏ𝜔, at each lattice site (𝑙, 𝑚) as   

 

𝛴lm
in(𝐸) = ∑ 𝑀lp𝑀qm[𝑁𝐺pq

𝑛(𝐸 − ℏ𝜔) + (𝑁 + 1)𝐺pq
𝑛(𝐸 + ℏ𝜔)]

pq

 

      

(4.5a) 

 

and 

 

𝛴lm
out(𝐸) = ∑ 𝑀lp𝑀qm[𝑁𝐺pq

𝑝(𝐸 + ℏ𝜔) + (𝑁 + 1)𝐺pq
𝑝(𝐸 − ℏ𝜔)]

pq

 

 

   (4.5b) 

 

where the symbols are as follows: 𝑙, 𝑚, 𝑝 and 𝑞 are real-space indices; 𝐺pq
𝑛

 and 

𝐺pq
𝑝
 are the electron and hole correlation functions at lattice site (𝑝, 𝑞), 

respectively, and are expressed in (4.6a) and (4.6b) below. 
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In (4.5a) and (4.5b), the first term defines the absorption process, where an 

electron absorbs the incoming photon and jumps from a state in the valence band 

to a state in the conduction band, with the two states separated by the photon energy. 

This process thus creates an electron-hole pair and hence describes the generation 

process. At the same time, the second term defines the emission process, where an 

electron moves from a state in the conduction band to a state in the valence band, 

with the two states separated by the photon energy, and where a photon is emitted. 

This process thus destroys an electron-hole pair and hence describes a type of 

recombination process. A major advantage of the NEGF approach is that it does not 

require any approximate expression to model the generation and recombination 

process as utilized in a drift-diffusion approach [96]; rather, it precisely models the 

movement of charge carriers going from one state to the other, separated by the 

photon energy, as just described.   

A term requiring definition in (4.5a) and (4.5b) is the photon number 𝑁. It can 

be assumed that, when there are electron-photon interactions, the participating 

photons are in equilibrium inside the solar cell and that they are at the same 

temperature as the charge carriers.  So, the photon number inside the device can be 

described by the Bose-Einstein distribution and this is what is considered in this 

work.     

For the case of irradiation by the solar spectrum, several photon frequencies 

will be present in the illumination (vs. monochromatic illumination). The effect of 

these multiple photon frequencies is taken into account in the simulation by 

modifying (4.5a) and (4.5b), where the photons at each incoming frequency are 
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considered to impact the device independently, i.e., not coupled to each other. The 

contribution of each illuminating frequency (i.e., of photons with energies of ℏ𝜔1, 

ℏ𝜔2, and so on) to the absorption and emission terms in (4.5a) and (4.5b) are 

summed together so that the in-scattering and out-scattering functions include the 

effect of all the photons.  While this approach is a major simplification, it suffices 

as a first step to demonstrate the viability of the overall simulation technique. 

 

B.3      Correlation Functions and Current 

The electron and hole correlation functions describe how the states are filled by the 

charge carriers. These correlation functions, including the electron-photon 

coupling, can be expressed as [93] 

 

𝐺𝑛(𝐸) = 𝐺(𝐸)[𝛤𝑆(𝐸)𝑓𝑆(𝐸) + 𝛤𝐷(𝐸)𝑓𝐷(𝐸) + 𝛴in(𝐸)]𝐺(𝐸)+ 
 

(4.6a) 

 

and 

 

𝐺𝑝(𝐸) = 𝐺(𝐸)[𝛤𝑆(𝐸)[1 − 𝑓𝑆(𝐸)] + 𝛤𝐷(𝐸)[1 − 𝑓𝐷(𝐸)]

+ 𝛴out(𝐸)]𝐺(𝐸)+ 

 

(4.6b) 

 

where 𝛤𝑆/𝐷(𝐸) = 𝑖[𝛴𝑆/𝐷(𝐸) − 𝛴𝑆/𝐷(𝐸)+] is the broadening function of the 

source/drain contact, and 𝑓𝑆/𝐷(𝐸) is the source/drain Fermi distribution.  
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Once the correlation functions are obtained, the energy-resolved current 

spectrum at a lattice site 𝑙 can be calculated as    

 

𝐽𝑙(𝐸) =
4𝑞𝑖

ℎ
Tr[ℎ𝑙,𝑙+1(𝐸)𝐺𝑙,𝑙+1

𝑛 (𝐸) − ℎ𝑙+1,𝑙(𝐸)𝐺𝑙+1,𝑙
𝑛 (𝐸)] 

 

 

(4.7) 

 

Finally, the device current, which is the fundamental parameter of interest for a solar 

cell, can be obtained by integrating (4.7) over the energy 𝐸.    

 

B.4      Simulation Steps 

The overall simulation is performed in two steps. In the first step, the simulation is 

performed for the case of no illumination. The NEGF transport equations in (4.1), 

(4.6a) and (4.6b), without the electron-photon interaction part, are solved self-

consistently with the Poisson equation at each bias point; the generated self-

consistent potential profile is used as an initial guess for the second step.  

In the second step, the electron-photon interaction terms are taken into account 

in the NEGF equations. At first, the in-scattering and out-scattering self-energies 

are calculated according to (4.5a) and (4.5b), where the electron and hole correlation 

functions are taken to be the ones for the case of no illumination. These self-energies 

are then used to calculate the correlation functions using (4.6a) and (4.6b), which 

also make use of the Green’s function of the device under no illumination. The new 

correlation functions are inserted back in (4.5a) and (4.5b) to again calculate the 

self-energies, which are then utilized to calculate the Green’s function from (4.1). 
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This process of iteration between (4.5), (4.6) and (4.1) is continued until 

convergence is achieved. Typically, to reduce computational cost, the NEGF 

equations are not generally solved self-consistently with each other [93] ; however, 

without complete self-consistency, the results are expected to significantly lack in 

precisely depicting the interaction between the carriers and the photons, and hence 

the additional self-consistency has been performed in this work. Finally, the self-

consistent NEGF equations are solved with Poisson’s equation at each bias point 

for all the important photon energies and corresponding illumination intensities, 

thus incorporating the usual self-consistency with the electrostatics.  Upon 

achieving overall self-consistency, the solver can be utilized to extract and explain 

the important solar-cell figures of merit.  

 

B.5      Inclusion of Traps 

NEGF is a very powerful tool that can include the effect of trap states. The most 

common type of traps are defined by the presence of energy states in the bandgap 

region between the conduction and valence bands, where such states are primarily 

created by impurities in the lattice. A charge carrier can jump or fall into these 

energy states and result in generation or recombination, respectively and thus affect 

the overall device behavior. 

 In the drift-diffusion approach, these trap-assisted generation/recombination 

events are described by approximate expressions, whereas, in the case of NEGF, 

these traps can be handled more precisely; in NEGF, the trap states can be modeled 
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by introducing a localized potential well, i.e., a potential that dips at the location of 

the traps. Once the potential profile is modified, the NEGF transport equations will 

automatically capture the charge confinement in these precise trap locations and 

hence model the presence of trap states. 

As a first-order study, in this work, the effect of trap states has not been 

considered. However, work is under way on the investigation of the effect of trap 

states on device performance.   

 

4.2.3   Results 

A       Initial Work 

Initial work has been done to illustrate the viability of the solution approach; a 

sample conduction-band energy diagram, under the condition of no illumination, is 

shown in Figure 4.2 for an InAs/GaAs quantum-dot cell structure, as depicted 

Figure 4.1, at a reverse bias voltage of 0.5 V.  

 

     



  

 

       115 

 

 

Figure 4.2. Conduction-band profile of an InAs/GaAs quantum-dot solar-cell structure at a reverse bias 

voltage of 0.5 V.  

 

B       Current-Voltage Characteristics 

The solar cell structure as shown in Figure 4.1 has been simulated for a range of 

reverse bias voltages from 0 V to 1 V at all the important photon energies and 

corresponding illumination intensities.  The resulting current-voltage characteristic 

curves for the InAs/GaAs quantum-dot solar cell are shown in Figure 4.3 where we 

have plotted the curves for the cases of illumination and no illumination; the plots 

have been flipped with respect to the horizontal axis to represent the current 

densities of the solar cell in a conventional way. The current density curve under 

illumination also facilitates the extraction of the short-circuit current density 𝐽sc and 

open-circuit voltage 𝑉oc which are observed to be 187 A/m2 and 0.85 V, 

respectively.         
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Figure 4.3. Current-voltage characteristic curves of an InAs/GaAs quantum-dot solar-cell structure. The lines 

have been drawn as guides for the eye. 

 

C       Work in Progress 

The proposed simulation tool has the potential to be very powerful and will be 

capable of investigating several design parameters of the quantum-dot solar cell, 

such as the size of the dots, the types of the dots, the distance between the dots, the 

background material containing the dots, and irregularities in the structure.  Work 

is under way towards this direction and the ultimate outcome will be the comparison 

of performances of devices with different structures, which will act as a guide 

towards optimization of quantum-dot solar cells.  
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4.2.4   Summary 

This study of Quantum-Mechanical Transport in Nanoscale Quantum-Dot Solar 

Cells utilizes the expertise developed while working on the previous projects, 

outlined in Chapters 2 and 3, to look into the impact of carrier transport in the field 

of renewable energy sources and provide important insight into the device behavior.      

The methodology for the prediction of the performance of InAs/GaAs 

quantum-dot solars cell is general and can be applied to all kinds of nanoscale solar 

cells. The quantum-mechanical simulation tool proposed in this work will not only 

be useful to experimentalists, but also to software firms (such as Lumerical 

Solutions Inc. in Canada) involved in optoelectronic software and who have already 

expressed interest.  While quantum transport is nontrivial, it can be made tractable 

using the NEGF approach, which is capable of describing both the optical and 

transport properties of solar cells, including all relevant quantum effects.  

This concludes the Ph.D. thesis, with a title of Transport Performance 

Projection of Emerging Nanoscale Devices. 
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Appendix 

 

A Full Collision Integrals 

In the following, we provide expressions for the full collision integrals appearing 

in the BTE transport equations (3.1) – (3.3) due to the scattering of electrons with 

native acoustic, native optical, and the 𝜈th surface polar phonon modes, all of which 

can be calculated following the standard approach described in [97] and [67].  

Similar to [67], only the process due to phonon emission is considered, in which 

case the collision integrals contain factors for the effective phonon occupancy of 

the form (𝑁𝛾 + 1), where 𝛾 = ac, op, or spp, 𝜈, corresponding to native acoustic, 

native optical, and the 𝜈th surface polar phonon modes.  At a given temperature 𝑇 

and phonon energy ℏ𝜔𝛾, this occupancy is given through the Bose-Einstein 

distribution, 𝑁𝛾 = 1/(𝑒ℏ𝜔𝛾/𝑘𝐵𝑇 − 1), with 𝑘𝐵 being Boltzmann’s constant.  

Another factor that determines the magnitude of the collision integral for each 

scattering process 𝛾 is how many states are available at a specific energy 𝐸(𝑘) for 

an electron in a state 𝑘; this information is contained in the density of states of the 

semiconducting nanotube, 

 

𝐷[𝐸(𝑘)] =
8

3𝜋𝑎0𝑡𝐸

[𝐸(𝑘) + 𝐸0]

√[𝐸(𝑘) + 𝐸0]2 − 𝐸0
2

  (A.1) 
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where 𝐸0 = 𝐸𝑔/2 is half of the tube’s band gap. 

 

A.1     Acoustic Phonons 

The collision integral for acoustic phonons can be represented as 

 

(𝑆𝑜𝑓)ac =
𝜋𝐷𝐴

2

2𝜌𝑣𝑠
 𝐷[𝐸(𝑘)]|2𝑘|(𝑁ac + 1) [𝑓(−𝑘) − 𝑓(𝑘)]                  (A.2) 

 

where 𝐷𝐴 = 5 eV is the deformation potential for acoustic phonons [59] 7, 𝜌 = 3 ×

10−15 kg m-1 is the mass density of the carbon nanotube [66], and 𝑣𝑠 = 21.1 ×

103m s-1 is the velocity of sound [65].  Acoustic phonons have an energy ℏ𝜔ac =

ℏ𝑣𝑠𝛽, where 𝛽 = |𝑘 − 𝑘′| is the phonon momentum [97]. 

 

A.2     Optical Phonons 

The collision integral for optical phonons can be expressed as  

 

 

                                                 
7 The values of the acoustic and optical deformation potentials 𝐷𝐴 and 𝐷op appearing in (A.2) and 

(A.3) have been taken from [59], because the low- and high-bias mean-free paths computed from 

them were shown to be consistent with the experiments in the same paper; specifically, the 

experimental mean-free paths were found to lie within the upper bounds determined by 𝐷𝐴 and 𝐷op, 

which is to be expected since the experiments would include additional (above and beyond native) 

sources of scattering.   
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(𝑆𝑜𝑓)op =
𝜋𝐷op

2

2𝜌𝜔op
 (𝑁op

+ 1) {𝐷[𝐸+(𝑘)][1 − 𝑓(𝑘)] ∑ 𝑓(𝑘+)

𝑘+

− 𝐷[𝐸−(𝑘)] 𝑓(𝑘) ∑  [1 − 𝑓(𝑘−)]

𝑘−

} 

 

   

(A.3)  

where 𝐷op = 12.8 × 1010 eV m-1 is the deformation potential for optical phonons, 

which have an energy of ℏ𝜔op = 200 meV [59]. The values 𝑓(𝑘±) refer to the 

electron distribution function for those states with an energy ℏ𝜔op higher and lower 

than the state 𝑘, with 𝐸± = 𝐸(𝑘) ± ℏ𝜔op. The summations in (A.3) are taken over 

all such allowed states 𝑘± [67]. 

 

A.3     Substrate Surface Polar Phonons (SPP) 

The collision integral arising from the 𝜈th phonon mode of the substrate can be 

written as 

 

(𝑆𝑜𝑓)spp,𝜈 = 𝐹spp,𝜈
2 × 𝑃spp,𝜈 × (𝑁spp,𝜈 + 1) 

× {𝐷[𝐸+(𝑘)] [1 − 𝑓(𝑘)] ∑ 𝑓(𝑘+)

𝑘+

− 𝐷[𝐸−(𝑘)]𝑓(𝑘) ∑  [1 − 𝑓(𝑘−)]

𝑘−

} 

  

(A.4)  
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where the symbols are as follows: 𝐹spp,𝜈
2  is the Fröhlich coupling of the 𝜈th surface 

phonon mode, given in [6] as 𝐹spp,𝜈
2 =  

ℏ𝜔spp,𝜈

2𝜋𝜀0
(

1

𝜖∞+1
−

1

𝜖0+1
), where 𝜖0 and 𝜖∞ are 

the low- and high-frequency dielectric constants of the polar substrate, and 𝜀0 is the 

vacuum permittivity; 𝑑 is the tube diameter; 𝑃spp,𝜈 is indicative of the strength of 

the polarization field due to the substrate phonons at a distance 𝑠 away from the 

substrate, given by 

 

 𝑃spp,𝜈 =
4𝜋2𝑞2𝑒−2𝑠𝑞𝑥

ℏ𝑑𝑞𝑥√2𝜋(𝑑 + 2𝑠)𝑞𝑥

 (A.5) 

 

where 𝑠 is the separation of the surface of the tube from the substrate and is set to 

0.35 nm, as given by the van der Waals interaction [6], and ℏ𝑞𝑥 is the electron 

momentum transfer along the tube axis, determined from [6, 68] 

 

 ℏ𝑣𝐹𝑞𝑥 = {ℏ𝜔spp,𝜈(2∆ + ℏ𝜔spp,𝜈)}
1 2⁄

 (A.6) 

 

with 𝑣𝐹  ≈  108 cm s-1 being the Fermi velocity and 2∆ ≈  0.9 𝑑⁄  eV.  The values 

for the phonon energies and the dielectric constants of the polar substrates are taken 

from [79] and are listed in Table 3.1. 
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B Linearized Collision Integrals 

The small-signal form of the collision integrals can be obtained in a manner similar 

to the linearization of the BTE outlined in Section 3.2.1 by inserting the ansatz 𝑓 =

𝑓̅ + 𝑓𝑒𝑗𝜔𝑡 into the full expressions (A.2) – (A.4) for the collision integrals and 

retaining terms to linear order in 𝑓.  For each type of scattering, the results are as 

follows: 

 

𝑆𝑜{𝑓, 𝑓}̅
ac

=
𝜋𝐷𝐴

2

2𝜌𝑣𝑠
 𝐷[𝐸(𝑘)]|2𝑘|(𝑁ac + 1)[𝑓(−𝑘) − 𝑓(𝑘)] 

 

(B.1) 

 

𝑆𝑜{𝑓, 𝑓}̅
op

=
𝜋𝐷op

2

2𝜌𝜔op
(𝑁op + 1) 

× {𝐷[𝐸+(𝑘)] ∑[1 − 𝑓(̅𝑘)]𝑓(𝑘+) − 𝑓(̅𝑘+)𝑓(𝑘)

𝑘+

− 𝐷[𝐸−(𝑘)] ∑[1 − 𝑓(̅𝑘−)]𝑓(𝑘) − 𝑓(̅𝑘)𝑓(𝑘−)

𝑘−

} 

      

(B.2) 

 

 

 

 

 

and 
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𝑆𝑜{𝑓, 𝑓}̅
spp,𝜈

= 𝐹spp,𝜈
2 × 𝑃spp,𝜈 × (𝑁spp,𝜈 + 1) 

× {𝐷[𝐸+(𝑘)] ∑[1 − 𝑓(̅𝑘)]𝑓(𝑘+) − 𝑓(̅𝑘+)𝑓(𝑘)

𝑘+

− 𝐷[𝐸−(𝑘)] ∑[1 − 𝑓(̅𝑘−)]𝑓(𝑘) − 𝑓(̅𝑘)𝑓(𝑘−)

𝑘−

}. 

      

(B.3) 

 

 

 

 

 

 

 

 

 




