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Nomenclature

C̄p molar specific heat, [J mol−1 K−1]

H̄ enthalpy, [J]

Ẇ rate of work done by the system, [W cm−3]

ggg gravity vector field, [cm s−2]

Ĉp specific heat, [J g−1 K−1]

ĥ specific enthalpy, [J g−1]

û specific internal energy, [J g−1]

N̂̂N̂N mass flux, [g cm−2 s−1]

D Maxwell-Stefan diffusion coefficient, [cm2 s−1]

NNN molar flux, [mol cm−2 s−1]

qqq molecular heat flux, [W cm−2 K−1]

nnn outward normal vector

K̂KK permeability tensor, [cm2]

vvv velocity, [cm s−1]

Av active area of Pt per unit volume of catalyst layer, [cm2 cm−3]

aw Water activity

alv liquid-gas interfacial surface area per unit volume, [cm2 cm−3]

c molar concentration, [mol cm−3]

Ck volume fraction of fluid k

D Fick’s diffusion coefficient, [cm2 s−1]

DK Knudsen diffusion coefficient, [cm2 s−1]

DT thermo-osmotic diffusion coefficient, [mol cm−1 s−1 K−1]

E half-cell voltage, [V]

EW equivalent weight of the ionomer, [g mol−1]

F Faraday’s constant, [C mol−1]

h convective heat transfer coefficient, [W cm−2 K−1]

Hg,N Henry’s constant, [Pa cm3 mol−1]

i volumetric current density, [A cm−3]

j current density, [A cm−2]

jre f
0 exchange current density, [A cm−2]

k equilibrium rate constant, [cm s−1
(
cm3 mol−1

)(α−1)
]

ke/c evaporation or condensation rate per unit of liquid-gas interfacial surface area, [mol cm−2 s−1]

Ki, j frictional interaction coefficient between species i and j, [N s cm−4]
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kr effective permeability, [cm2]

L characteristic length, [cm]

M molar mass, [g mol−1]

nd electro-osmotic drag coefficient

p pressure, [g cm−1 s−2]

R universal gas constant, [J mol−1 K−1]

rp pore radius, [cm]

S heat Volumetric heat source, [W cm−3]

T absolute temperature, [K]

t time, [s]

ui,k mobility of species i in phase k, [cm2 mol J−1 s−1]

x molar fraction

zi valence (or charge number) of species i

Abbreviations

BPP nipolar plate

CL catalyst layer

CSF continuum surface force

CSS continuum surface stress

ECSA electrochemically active surface area

FEP fluorinated ethylene propylene

GDL gas diffusion layer

ICCP ionomer covered catalyst particle

LS level set

MEA membrane electrode assembly

MPL microporous layer

PEM proton exchange membrane

PEMFC proton exchange membrane fuel cell

PFSA perfluorosulfonic acid

PLIC piecewise linear interface calculation

PTFE polytetrafluoroethylene

VOF volume of fluid

Greek letters

αi transfer coefficient for reaction i

κ̄ partial viscosity, [g cm−1 s−1]

ν̄ specific volume, [cm3 g−1]
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β transfer coefficient for cathodic reaction

τ̂ττ Cauchy stress tensor, [g cm−1 s−2]

Λ collision diameter, [cm]

κ̂ surface curvature, [cm−1]

η overpotential, [V]

β̂ Forchheimer correction tensor, [cm]

γ surface tension coefficient, [g s−2]

γi order of reaction for reaction i

γads potential range constant for adsorption isotherm

µ̂i electrochemical potential of species i, [J mol−1]

ρ̂ charge density, [C cm−3]

κ thermal conductivity coefficient, [W cm−2 K−1]

λ sorbed water content in the membrane

λb bulk viscosity, [g cm−1 s−1]

λeq equilibrium sorbed water content in the membrane

µ dynamic viscosity, [g cm−1 s−1]

ν rate of reaction, [mol cm−2 s−1]

ω mass fraction

φk electrostatic potential of phase k, [V]

ψ fraction of active platinum sites available

ρ density, [g cm−3]

τ shear stress tensor, [g cm−1 s−2]

σ conductivity, [S cm−1]

τ tortuosity

θ coverage of intermediate reaction species

ε volume fraction

Mathematical operators

∇ gradient

∇s symmetric gradient, ∇s = 1
2

(
∇ + ∇T

)
⊗ tensor product

Θ(x) Heaviside step function

Subscripts and superscripts

DA dissociative adsorption reaction

g gas mixture

H Heyrovsky reaction

4



i, j species indexes

k phase index

m electrolyte phase

p percolation threshold

RA reductive adsorption reaction

RD reductive desorption reaction

RT reductive transition reaction

s solid phase

T Tafel reaction

V Volmer reaction

v void phase

5



Glossary

Proton exchange membrane fuel cells (PEMFCs) are energy conversion devices that transform chemical energy
in a fuel directly to electricity by means of two electrochemical reactions divided by a proton conductive membrane.

Mathematical modeling is the development of partial differential equations for describing the physical and
electrochemical processes that govern a physico-chemical system, in this entry, a PEMFC.

Numerical modeling is the development of numerical analysis and software tools to solve the partial differential
equations that describe a physico-chemical system, in this entry, a PEMFC.

Gas diffusion layers (GDL) are porous, electrically conductive layers made of carbon fibers, a binder and
usually coated with PTFE that are placed between a fuel cell gas channel and the catalyst layer.

Catalyst layers (CLs) are porous, electronically and ionically conductive composite layers made of ionomer
and a supported catalysts. They are the heart of the fuel cell as it is in these layers that the electrochemical reactions
take place.

Proton exchange membranes (PEM) are ion conductive membranes, usually made of a perfluorosulfonic
acid (PFSA) polymer, that are used to separate anodic and cathodic reactions in a fuel cell.

Ohmic transport losses are cell voltage losses associated with the transport of charge within the fuel cell
components.

Mass transport losses are cell voltage losses associated with either inappropriate reactant distribution to the
reaction site or slow product removal.

Kinetic losses are cell voltage losses associated with the irreversible potential required to accelerate the rate of
the electrochemical reactions.

Open-source fuel cell software is numerical analysis software for fuel cells where the source code is made
available with a license in which the copyright holder provides the rights to study, change, and distribute the
software to anyone and for any purpose. Open-source software is ideal for collaborative development.

Definition of the subject

Proton exchange membrane fuel cell (PEMFC) operation involves multi-phase mass, charge and heat transport,
complex electrochemical reactions, and physical processes that occur at multiple spatial and time scales, e.g., from
double layer effects occurring in milliseconds to catalyst degradation, which becomes significant only after many
hours of operation. PEMFC design is therefore a complex endeavor that requires the optimization of a multitude of
objectives, such as minimizing cost and maximizing specific current density, efficiency and durability, by modifying
a large design dataset that includes the geometry, composition and micro-structure of each of the components that
form the cell. In order to achieve an optimal design, multi-disciplinary computational design and optimization is
required. The heart of numerical design and optimization is a numerical model of the system under study, in this case
a numerical model of the PEMFC. Mathematical and numerical modeling of PEMFCs is therefore critical in order to
understand the physical and chemical processes occurring inside the fuel cell, and to design a PEMFC system that
can meet current targets for PEMFC commercialization.

The modern era of PEMFC modeling started with the pioneering work of Springer et al. [1] and Bernardi
and Verbrugge [2] in early 1990’s, where one-dimensional full-cell models were considered, and has continued to
present time with the development of complex three-dimensional PEMFC models including multi-component mass
transport, charge and heat transport, two-phase flow, and multi-step electrochemical reactions [3–6]. In recent years,
advancement in image analysis has led to the development of micro-scale numerical models [7–18]. In this entry, the
reader is first introduced to the physico-chemical properties and function of each component in a fuel cell. Then, based
on the expected physical processes in each component, general models are developed to describe the physico-chemical
behavior of the PEMFC components. Common simplifications applied to the most general governing equations are
highlighted in order to reach the most common set of governing equations used in numerical modeling software. Then,
micro-scale models are reviewed and discussed. Finally, strategies used to solve the PEMFC governing equations
are discussed with emphasis on the use of open-source software as a novel tool for collaborative development on
numerical models for PEMFC.

1 Introduction

PEMFCs convert the energy in a chemical fuel, such as hydrogen, directly to electricity by means of two elec-
trochemical reactions separated by a polymer electrolyte membrane. PEMFCs present a viable alternative to the
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internal combustion engine and lithium-ion batteries in transportation, portable, and backup-power applications.
The transportation sector, which is currently responsible for nearly 30% of all greenhouse gas (GHG) emission in
North America, could be fueled by hydrogen gas produced using electricity from intermittent renewable sources, such
as wind and solar. PEMFC vehicles fueled with hydrogen produce only water vapor as a by-product, could then
eliminate nearly all particulate matter and greenhouse gas emissions associated with the sector as well as providing
added-value to excess electricity from renewable resources during low demand. PEMFC vehicles have already demon-
strated all attributes that customers expect, such as quick start-up and refueling, long range, and durability [19].
An increase in market penetration of PEMFC vehicles, however, will depend on further production cost reductions
as well as performance and durability improvements [20].

In order to reduce the cost of transportation PEMFC stacks to commercialization targets, i.e., $30/kW (2020 U.S.
Department of Energy targets), PEMFC stacks need to be designed to achieve higher power density, and reduce or
eliminate the use of expensive catalysts, such as platinum [20]. To increase durability, PEMFCs need to be designed
and operated at conditions that minimize membrane damage, catalyst dissolution, and catalyst support corrosion [21].
For example, hydrogen depletion/starvation in the anode during start-up/shutdown leads to carbon corrosion [22] and
oxygen starvation due to local water accumulation leads to oxygen peroxide formation which damages the polymer
membrane [23]. To design such PEMFC stacks, an excellent understanding of the steady-state and transient mass,
charge and heat transport and electrochemical processes occurring at the nano-, micro- and macro-scale inside each
component of the fuel cell is required. PEMFC stack design is therefore a multi-scale, multi-disciplinary problem
which aims at achieving multiple objectives while conforming to very stringent constraints regarding cost, durability
and reliability. Such complex design problem is best tackled by numerical design and optimization which require
accurate mathematical and numerical modeling tools [24,25].

Mathematical models are a requirement for PEMFC design, but they can also provide insight into the physical
and electrochemical phenomena occurring inside PEMFCs, insight that is especially challenging to obtain experi-
mentally due to the sub-millimeter scales of most fuel cell components and the lack of visual access. Along with
physical experiments and visualization, mathematical modeling can be used to estimate transport and electrochem-
ical properties of new PEMFC materials and components by means of least-square parameter estimation [26, 27],
experimental data fitting with numerical macro-homogeneous models [28], or by means of direct pore-scale simulation
using imaging data [18,29].

The modern era of PEMFC modeling started with the pioneering work of Springer et al. [1] and Bernardi and
Verbrugge [2] in early 1990’s, where one-dimensional full-cell models were considered. It shortly became evident
that, for the detailed analysis and design of fuel cells, multidimensional models were needed in order to account for
channel/landing interactions [30], oxygen depletion along the channel at low stoichiometries [5], and non-uniform
temperature and relative humidity profiles [5]. This lead to two-dimensional [31, 32] and three-dimensional [3–5]
models. This entry will provide the reader with the necessary set of governing equations to develop their own
mathematical models and numerical implementations, therefore a detailed review of the many numerical modeling
articles in the literature is not provided and instead these will be cited in the context of the physical processes that
they included. A number of excellent reviews have been written in the fuel cell modeling area, e.g., [33–40], the
reader can refer to these publications for a detailed chronological review of the numerical models in the literature.

This entry will focus on developing a transient, multi-dimensional, multi-scale mathematical model for a fuel cell.
The literature also contains multitude of analytical 1D and quasi-2D models for describing the fuel cell behavior,
a collection of which can be found, for example, in references [41, 42]. These models can be used for quick, rough
estimation of a certain effect, however, they are limited by dimensionality assumptions and physical simplifications.
Geometry of the reactant flow fields, land-channel interactions, gas-liquid water interaction in channels and in porous
media, thermal gradients, anisotropic properties and microstructural characteristics of the components are only a
few of the multitude of effects that are ignored in such analytical and semi-analytical models, thereby making it
challenging to analyze any results obtained. Models that are able to account for multi-dimensional reactant, product,
reaction and heat variations, as well as geometrical, compositional, and morphological features are required for fuel
cell design. The aim of this entry is, therefore, to develop such models instead of the aforementioned analytical 1D
and quasi-2D models.

Remarkable progress has been achieved in macroscale numerical modelling of fuel cells. These models, however,
cannot account for the effect microscopic features in porous composite materials in PEMFCs have on mass transport
properties and reactions. Macro-scale mathematical models have thus far used semi-empirical or percolation theory-
based functions to estimate the effective transport properties [43, 44]. Recent experimental and modeling work has
shown that these functions can over-predict effective transport parameters by 3 to 10 times [45–48]. Recent work
in low loading electrodes has also shown that large local mass transport losses at catalyst/electrolyte interfaces are
present and can only be studied by accounting for the layer’s micro-structural details [49–51]. During operation,
liquid water accumulation in the porous media also leads to dynamic pore blockage, further reducing transport and
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making the use of semi-empirical correlation functions challenging. FIB-SEM and nanoCT methods have recently
been used to image catalyst layers (CLs) [52,53] and microporous layers (MPLs) [54,55] with resolutions of 5-20 nm
and 30-50 nm, respectively. Scanning TEM has been used to visualize platinum particles in the CLs [56] and the
electrolyte network [57]. Electrolyte properties in the CL are also being analyzed [58, 59]. Using imaging data from
FIB-SEM and nanoCT, tortuosity [60], mass transport [18,29,55], liquid water injection [54], and reactions [14,17,18]
have very recently been studied by computer simulation. This entry will, therefore, also cover this emerging area of
research.

Mathematical modeling of fuel cells is most commonly performed using commercial software, e.g., ANSYS Flu-
ent [3,4,61–70], COMSOL Multiphysics [71–78], Star-CD [79], and MATLAB/SIMULINK [80,81]. While commercial
software is an attractive option because it does not require much implementation effort and usually has better cus-
tomer support than open-source analogs, it has a few drawbacks compared to the latter, primarily: a) lack of access
to source code, which prevents users from understanding how the equations are solved and limits the flexibility of
implementing novel solution and domain decomposition strategies; b) lack of collaborative development tools for
sharing numerical implementation and input parameter databases; c) higher computational requirements due to
the universality of commercial software which leads to a complex logical kernel (e.g., ref. [82] showed a specialized
in-house code solved the same problem three to four times faster than the same model implemented in COMSOL
Multiphysics); and, d) license fees, which are expensive, especially for non-academic use and when running multi-core
simulations. The necessity of an open-source software in the area of fuel cells that is available for everyone has lead to
the development of several open-source software projects, OpenFCST [6,83] and FastFC [84], and OpenPNM [85] for
pore network modeling. Details on the implementation of the software to solve the mathematical models proposed
in the entry will therefore also be discussed.

This entry starts with a brief introduction to the functionality and structure of each fuel cell component in Sec-
tion 2. This insight is then used in order to develop a generalized model for transport and electrochemical reactions in
the channels and membrane electrode assembly (MEA) of fuel cells in Section 3. As previously discussed, macroscale
models depend on a large number of effective parameters, therefore Section 4 introduces the mathematical models
currently available to extract average macroscopic parameters from imaging data. Finally, fuel cell mathematical
model implementation details are provided in Section 5. The entry does not cover mathematical models involving
degradation mechanisms. Even though this area is extremely important, it was excluded in order to limit the scope
of the entry. For information in this area, the reader is referred to references [21,33,86–88].

2 Fuel cell components and operation

A polymer electrolyte fuel cell (PEFC) is an electrochemical energy conversion device that converts the chemical
energy in a fuel to electricity by means of two electrochemical reactions that are separated by a gas tight and ion
conductive electrolyte. In the case of PEMFCs, which are the subject of this entry, the electrolyte is usually a
proton conductive membrane, such as Nafion®. To catalyze the electrochemical reactions, both sides of the polymer
electrolyte membrane are coated with a 2-20 µm porous catalyst layer. The catalyst coated membrane (CCM) is
then sandwiched between two gas transport layers made of a microporous layer and a gas diffusion layer (GDL). This
assembly, known as the membrane electrode assembly, is finally sandwiched between two conductive plates engraved
with micro-channels used to deliver the reactant gas mixtures and remove the by-product water. A cross-section of a
typical PEMFC is shown in Figure 2.1. Reactant gases, ions, and electrons are transported through void, electrolyte,
and solid phases, respectively, in GDL, MPL, and CL. By-product water in either vapor or liquid form, and heat
are also transported by these layers. Due to their multi-functional nature, these layers are composite materials
with a complex micro-structure. A detailed description of each layer is provided below, including its composition,
functionality, durability, and physical phenomena occurring inside the layer.

2.1 Bipolar plates

Bipolar plates (BPP) are responsible for:

• gas reactant supply to the cell;

• electrical connection between the cell and the current collectors;

• transport of the product heat to ambient and to the stack cooling system; and

• removal of excess water from the cell.
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Figure 2.1: A schematic of a PEMFC cross-section. Reproduced from [82] with the permission of the author.

Since bipolar plates need to be electrically conductive, they are made of either carbon-based materials or metals
[89–91]. Graphite plates are most commonly used in fuel cell hardware because metal plates suffer corrosion and
dissolution under the high humidity and acidity conditions typical of PEMFCs [92–94]. To reduce the risk of
degradation, metal plates are usually coated with thin corrosion-resistant films [94], which, however, add to the price
of the final product.

Flow field design aims at achieving multiple goals such as improving gas and charge transport to the catalyst
site, removing excess liquid water from the channel and MEA, achieving appropriate compression and sealing, and
maintaining a uniform thermal profile. The most popular and simple flow field designs are parallel and serpentine
channels, both of which have their advantages and disadvantages. Parallel channels are more prone to water blockage
since reactant gases can easily by-pass blocked channels thereby not allowing the necessary pressure buildup in the
channel to remove the liquid water blockage [95]. Serpentine channels, on the other hand, have a long gas flow path
leading to substantial pressure drops and gas composition changes along the channel. Interdigitated channels are
another common design which incorporates dead-ended inlets and dead-ended outlets that are not connected, forcing
the gas through the gas diffusion layer. Although interdigitated channels lead to better liquid water removal from the
cell, they exhibit large pressure gradients compared to serpentine and parallel channels and therefore higher parasitic
power consumption. For more details on flow field designs, the reader is referred to [96].

Due to reactant, pressure, humidity, and heat variations in the channels, structural land/channel interactions,
and complicated geometries, detailed bipolar plates analysis can only be performed with three-dimensional models
including transport and structural physical processes. Depending on the goal of the simulation, only a cross-section
of the cell may be considered (red rectangle in Figure 2.2). In this case, reactant, heat and pressure drop along
the channel are neglected and two-dimensional models are used where the channel reactant concentrations are used
as boundary conditions. Through-the-channel models, as they are commonly named, are likely appropriate when
operating fuel cells with parallel channels and small active area at high gas flow rates, i.e., high stochiometry, in
order to maintain uniform reactant and product concentration in the channel – a testing condition recently referred
to as ’differential’ condition by Kongkanand and Mathias [20] (supplementary material). If reactant depletion along
the channel is of primary concern however, a model considering the green rectangle domain in Figure 2.2 could also
be developed, known as an along-the-channel model. This model however ignores land to channel effects, which are
important in most fuel cells [30], unless porous plates are used [97].

Mathematical models for mass transport in channels are presented in Section 3.1, including the modeling ap-
proaches for liquid water transport in channels in Section 3.1.1.

2.2 Gas diffusion and microporous layers

GDLs are responsible for:
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• uniform distribution of the reactant gases to the catalyst layer (see mass transport models in Section 3.2);

• transport of water and heat generated in catalyst layers to BPPs (Sections 3.2.3 and 3.5);

• electrical connection between the catalyst layer and current collectors (Section 3.3); and

• improving the mechanical stability of the MEA.

GDLs are 100-500 µm thick porous layers made of an electrically conductive material, such as carbon paper or
carbon cloth [98–101]. GDL porosity is between 90 and 70%, depending on manufacturer, type and compression
level [102, 103]. Electron transport in GDLs occurs through the solid network of carbon fibers, while reactant and
product gases as well as liquid water are transported through the void, or pore, phase of the GDLs. To aid liquid
water removal from the cell and avoid flooding, GDLs are impregnated with polytetrafluoroethylene (PTFE) or other
hydrophobic materials [98].

The microporous layer, commonly manufactured by intermixing a hydrophobic polymer, e.g., PTFE, with carbon
black, is a porous media between the CL and GDL. The role of the microporous layer is still under debate, however
it has been shown to reduce fuel cell ohmic resistance, increase fuel cell stability, and enhance performance at high
current density, especially under fully humidified conditions [104–111]. Based on these studies, the hypothesized
MPL functionality includes:

• increasing the water removal rate [104];

• providing a better electrical contact [105];

• alleviating water accumulation by forcing the liquid water from cathode to anode [107];

• improving the evaporation in the electrodes [110,111]; and

• creating an in-plane diffusion pathway in the partially saturated layers [110].

In the past decade, durability and degradation of fuel cell materials and components has become a major area
of research [21, 112–128]. In GDLs, carbon sites may be oxidized and form hydrophilic regions (this is primarily
observed on the cathode side) [21]. This leads to increase in water uptake and, as a result, degraded gas transport.
Similar carbon degradation, i.e., corrosion and mass loss, is observed in MPLs [21]. Loss of hydrophobicity may also
be attributed to disintegration of PTFE binders in GDLs, which is more significant on the anode side [112].

In addition to the layers themselves, GDL/MPL and CL/MPL interfaces have received a great deal of attention
in recent years [33, 129–136]. Imperfect GDL/MPL and CL/MPL interfacial contact may result in not only addi-
tional ohmic resistance due to the loss of contact area [130] but also increased mass transport losses due to water
accumulation at the interfacial gaps between the layers [131–134].

2.3 Catalyst layers

Catalyst layers are responsible for:

• activation of reaction kinetics (see reaction kinetics models in Section 3.4);

• reactant transport (Section 3.2);

• charge transport (Section 3.3); and

• water transport between GDL and PEM (Section 3.2.3).

In order to achieve the functionality above, these layers are composed of three phases: an electronically conductive
solid phase (carbon nano-particles with attached catalyst particles, often platinum or platinum-based alloys), an ion
conductive phase, also known as ionomer phase (usually a perfluorosulfonic acid ionomer (PFSI) dispersion of varying
equivalent weight [137–139]), and a void (pore) phase. The solid phase in the catalyst layer includes the catalyst
as well as the supporting particles which transfer the electrons. The catalyst serves the purpose of initiating the
electrochemical reaction. During the past decade, a wide variety of catalysts have been developed including: (a) Pt,
(b) Pt-based alloys [140], (c) core-shell [141,142], (d) non-precious metal catalysts [143–145], and (e) shape-controlled
nanocrystals [146,147]. Among them, Pt/C and Pt-based alloys (e.g., PtCo, PtNi) are used in commercial PEMFC
products due to the maturity of these technologies [148, 149]. Reducing the amount of catalyst used in PEMFC is
still critical to achieve lighter stack weight and lower PEMFCs cost to meet DOE targets [150, 151]. The catalyst
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layer thickness is optimized to achieve a high catalyst utilization, resulting in a thickness of 1-20 µm. Experimental
studies have shown that the optimal electrolyte loading is between 30 and 40%, however it varies depending on the
catalyst loading and operating conditions [152–156].

The optimal catalyst layer design strikes a balance between the fractions of void space, electrolyte loading and
solid phase. It is more cost efficient to use a numerical model to perform parametric studies on the catalyst layer
compositions. For example, a couple of numerical optimization studies on electrolyte loading have been carried out
over the past decades [24,157–159].

Conceptual models of catalyst layers can be divided into three main categories depending on their complexity:
interface models, macro-homogeneous models, and multiscale models. Interface, or zero-thickness, models assume
infinitely thin catalyst layers and reaction kinetics are implemented in the model as a boundary condition between
GDL (or MPL) and PEM. It is considered that all properties of the catalyst layer are uniform and its effects are
negligible or are not of primary interest, e.g., when studying water or heat management in a complete cell [5, 160].
This approach cannot provide an adequate description of the cathode overpotential [161, 162] and is clearly not
suitable for catalyst layer optimization.

In macro-homogeneous models, the catalyst layer is simulated as a heterogeneous porous structure made of a solid
catalyst support (like carbon), a catalyst, and an electrolyte. Electrochemical reactions occur on the surface of the
catalytic particles that are sitting on larger supporting particles. All reactants and products need therefore to travel
through the catalyst layer to reach or leave those reaction sites. In cathode CLs, electrons are transported through
the catalyst and support particles, protons through the ionomer, and oxygen travels through the void space. These
transport processes are modeled using a volume-averaged approached with effective transport parameters obtained
either by experiments or microscale simulations.

Models that account for both macro- and micro-structure features in the catalyst layer are labeled here multi-
scale models. The key idea of multiscale models is to account not only for reactant and charge transport within
the catalyst layer using a volume-average approach, but also to include some detail of the local transport processes
occurring at the catalyst particle using an idealized model of the local processes. Then, the volume-average model
and the local models are coupled via the reaction source term. Based on early scanning electron microscopy imaging,
a local reaction model idealization was developed to account for observed mass transport losses in the microscale. It
was assumed that the carbon particles formed large spherical aggregates of 0.5 to 2 µm and these carbon aggregates
where idealized as a spherical porous catalyst with the pores inside the catalyst filled with ionomer [163–167]. Further
refinements to this idealization included covering the agglomerates with ionomer thin films [44, 162, 168–170] and
water films [171–173] to further enhance mass transport limitations, was well as replacing the ionomer in the pores
by liquid water [174,175]. Electrochemical reactions in agglomerates were then modeled similarly to those in porous
electrodes [176]: oxygen is first transported through the gas pores (macro-scale transport), it then dissolves and is
transported through the electrolyte/water films around the agglomerate, diffuses through the agglomerate filling, and
finally reaches the reaction sites. A detailed comparison of the suggested agglomerate structures and their effects on
fuel cell performance can be found in [175].

Recent experimental [53,177–179] and numerical [53,180] studies suggest that catalyst support particles arrange
into aggregates, but these aggregates are much smaller than those used in previous modeling work, i.e., in the range
of 25-200 nm instead of 500-2000 nm [170], and that are only partially covered by an ionomer thin film [57, 181].
Further, given the heterogeneous surfaces in the catalyst layer, it is unlikely a uniform water film will cover these
small aggregates. Once agglomerate sizes are reduced to those observed experimentally, bulk ionomer transport
values no longer can explain the decrease in performance observed experimentally in conventional, and particularly
low loading electrodes [18, 27, 49, 182, 183]. Oxygen transport measurements through ionomer thin films supported
on platinum [182, 183], and micro-scale simulation results [18] show negligible local transport limitations in the gas
phase suggesting that transport through the ionomer covering the catalyst particles is the key parameter limiting
performance at the local reaction site. If this is the case, a more realistic idealization at the local scale would be
the use of a single particle (30-70 nm [177]) or several particles (100-150 nm [178]) covered by an ionomer film
with transport properties that are different from those from bulk ionomer, as highlighted by Owejan et al. [49] who
stated that ionomer transport properties would have to be an order of magnitude lower to explain the performance
degradation observed in low loading electrodes. A simple, yet more realistic idealization of the catalyst layer is,
for example, the ionomer covered catalyst particle (ICCP) model [175,184] which considers a single catalyst carbon
particle with smaller platinum particles evenly residing on its surface, all covered with a thin ionomer film [175]. A
similar model by Hao et al. [158] takes into account oxygen transport through a water film that covers the ionomer
surface. The ICCP model is provided as an example. This idealization might only be valid from some carbon
supports, e.g., low surface area carbon such as Vulcan [179,185], and it might not be valid for other types of carbon
such as high surface area carbons. Local idealizations that are physically meaningful and yet computational easy to
implement and solve are still required. These should be obtained based on catalyst, catalyst support and catalyst

12



layer microstructure and composition.
The models discussed above are valid at beginning of life (BOL), however the catalyst layer will undergo degrada-

tion during operation. Models are required to understand these processes. Even though such models are not included
in this entry, a basic overview on degradation mechanisms is provided for completeness in the next paragraphs. A
number of experimental studies have highlighted two key mechanisms of catalyst layer degradation: a) loss of the
electrochemically active surface area (ECSA) due to platinum particle coarsening [21, 113–115, 117, 186, 187]; and
b) carbon corrosion [120, 188–190]. Even though the exact Pt dissolution mechanism remains unclear [187], three
pathways leading to platinum particle coarsening have been identified: 1) Oswalt ripening, where small particles
dissolve, diffuse and redeposit into larger particles, 2) dissolution and re-precipitation into newly formed particles
often inside the membrane, and 3) particle coalescence, where two particles in close proximity sinter to form one
large particle with lower surface energy [21]. Pt degradation is often approximated with thermodynamic and kinetic
models of the reactions of interest, such as platinum dissolution and oxide growth, together with a particle size
distribution that evolves over time. Examples of kinetic models to study platinum degradation can be found in
references [21, 113, 114, 118, 186, 191–196]. Very few attempts have been made to integrate Pt dissolution models
in an MEA model. Franco and Tembeley [192] developed a 0D+1D model of the whole MEA for modeling aging
mechanisms in a PEMFC cathode.

Carbon corrosion kinetic models have also been developed and, unlike platinum degradation models, they have
been integrated into MEA models. Meyers and Darling [119] and Fuller and Gray [197] developed carbon degradation
models in 1D and 2D, respectively, in which a Butler-Volmer kinetics model and a cathodic carbon oxidation reaction
(in addition to the common PEMFC kinetics) were incorporated (Meyers and Darling [119] used Tafel kinetics
for carbon corrosion). Although these models are able to quantify the effect of operating conditions on carbon
corrosion, they neglect the instantaneous performance change due to degradation. Franco and Gerard [121] proposed
an improved multiscale model (based on the model from [192]) that was capable of predicting the instantaneous
performance feedback to carbon aging, e.g., cathode catalyst layer thinning, decrease of platinum surface area in it,
and increase in CL-GDL contact resistance. With that model, it was possible to analyze the effect of catalyst layer
composition and operating conditions on carbon mass loss during the fuel cell operation. The model by Franco and
Gerard has several simplifying assumptions, such as isothermal conditions, single phase and no coupling between
carbon corrosion and electrode structure, however, it is a starting point for the implementation of carbon corrosion
into more sophisticated mathematical models. The kinetic mechanism of carbon corrosion was recently improved
by Pandy et al. [120], who suggested several multi-step reaction mechanisms at different zones around the platinum
particle on the support.

2.4 Polymer electrolyte membrane

Polymer electrolyte membranes used in PEMFCs usually belong to the perfluorosulfonic acid (PFSA) family of
polymer membranes such as Nafion® and Aquivion®. Their key functions include:

• acting as an electrical insulator separating anode and cathode sides of the cell;

• preventing reactant crossover between the two halves of the cell; and

• acting as a protonic conductor to provide means for hydrogen protons to reach the cathode.

An accurate representation of the membrane in a model is required for good approximation of ohmic losses and
water transport. Ohmic losses are associated with the protonic conductivity of the membrane, which depends on its
hydration level. Efficient water management in the fuel cell is required to maintain the membrane and ionomer in
the catalyst layers hydrated while removing excessive liquid water.

Most PEM mathematical models consider transport of only two components, protons and water (in liquid or
sorbed form), neglecting any reactant crossover that can happen between the electrodes. In PEM fuel cells, crossover
effects are usually insignificant; however, they must be taken into account if the model is designed for durability
studies.

Proton transport is predominantly modeled with either Nernst-Planck [198–202] or simpler Ohm’s law-based [40,
61, 63–71, 73, 76, 78, 203–209] equations, in which the transport parameters, e.g., protonic conductivity, depend on
the membrane water content λ, a ratio of the number of moles of sorbed water to the number of moles of sulfonic
groups in the PEM. The simplest models assume that the membrane is always fully hydrated and exhibits its peak
protonic conductivity.

An accurate representation of polymer electrolyte membrane requires a model that takes into account water
transport, which can be approximated as a diffusion [1] or a hydraulic process [2,201]. In the former, the membrane
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is assumed to be a homogeneous and nonporous material, in which water is transported by diffusion and electro-
osmotic drag. Hydraulic models, on the other hand, suggest that the membrane has two phases, the polymer phase
and the pore phase that is filled with liquid water. These models also consider electro-osmitic drag, but the other
driving force is associated with a pressure gradient. Schlögl’s equation is used in such models to compute the liquid
water velocity [5]. Applicability of either of the two models might depend on the hydration level of the membrane.
Diffusion models appear to be suitable for dry membranes while hydraulic models might be applicable when the
membrane is saturated [210, 211]. An approach that is valid for both cases is thus a better choice for fuel cell
modeling. An example of such models can be found in [210, 212]. More recent models are designed in a way that
allows them to couple protonic and water transport [213].

Constantly changing temperature and humidity conditions during the typical operation of a fuel cell lead to
hygrothermal cycling loading of the membrane and directly affect its durability by significant mechanical stress
development and pinhole and crack formation, as shown by visco-plastic, elasto-plastic, and viscoelastic-plastic stud-
ies [123–125]. Polymer electrolyte membranes can degrade not only mechanically, but also chemically through ·OH
and ·H radical formation and side chain decomposition [126,127]. Examples of proposed models for membrane degra-
dation are provided in references [126,127]. A detailed review on membrane properties and degradation mechanisms
was recently provided by Kusoglu and Weber [139].

3 General models

3.1 Mass transport in channels

Multi-component gas transport in fuel cell channels is governed by mass, momentum, and energy conservation
equations. Most mathematical models, with the exception of the generalized model by Kerkhof et al. [214, 215],
formulate this problem using mass, momentum, and energy conservation equations for the gas mixture, and N − 1
combined mass and momentum conservation equations for the N individual species [176,216].

The mass conservation equation for the gas mixture is [217,218]

∂ρ

∂t
+ ∇ · (ρvvv) = S , (3.1)

where ρ is the density of the gas mixture, t is time, vvv is the mass averaged velocity of the mixture, and S is a source
term that combines the consumption and/or production of each species in the gas mixture. Due to the consumption
of reactants, the density of the mixture will not be constant along the channel and a compressible form of the mass
conservation equation should be used [5,160,219], however, several articles [32,220–223] assume the density changes
are negligible and then, the incompressible form of the mass conservation is used.

The momentum conservation equation is the result of applying Newton’s second law to a fluid particle in motion.
For the gas mixture, it is given by

∂

∂t
(ρvvv) + ∇ · (ρvvv ⊗ vvv) = ∇ · τ̂ττ + ρggg + FFF, (3.2)

where the operator ⊗ stands for the tensor product, τ̂ττ is the Cauchy stress tensor, ggg is gravity vector field, and FFF is
a momentum source term, which is equal to zero for one species transport in gas channels. For a Newtonian fluid,
the Cauchy stress tensor is given by

τ̂ττ = − (p − λbεV) I + 2µD, (3.3)

where p is pressure, λb is the bulk viscosity, εV = ∇ · vvv is the volumetric strain rate, I is the identity tensor, µ is the
dynamic viscosity, and D = ∇svvv = 1

2

(
∇vvv + ∇Tvvv

)
is the strain rate tensor. The viscosity of the mixture is given by

Chapman-Enskog theory [176,224,225]:

µ =

N∑
i=1

xiµ
0
i∑N

j=1 x jξi j
, (3.4)

where xi is the molar fraction of species i, µ0 is the viscosity of a pure substance, and ξ is the Lennard-Zones interaction
parameter [224]. If, in order to simplify the equations, the density of the fluid mixture is assumed constant, the
Cauchy stress tensor for an incompressible fluid yields

τ̂ττ = −pI + µ
(
∇vvv + ∇Tvvv

)
. (3.5)

14



The first term in equation (3.5) represents the hydrostatic pressure acting on the considered particle, whereas
the latter indicates its rate of strain. Combination of equations (3.1), (3.2), and (3.3) results in the Navier-Stokes
equations for a compressible fluid.

The energy transport equation for an ideal gas is given by [176],

Ĉp
D(ρT )

Dt
= ∇ · (k∇T ) +

Dp
Dt

+ Q, (3.6)

where Ĉp is the specific heat, T is temperature, k is the thermal conductivity, p is pressure, and Q is a volumetric heat
source. However, the vast majority of models that analyze mass transport in fuel cell channels [32,219–222,226–234]
consider the fluid to be isothermal and, therefore, this equation is not solved.

The transport of individual species is described using a combined mass and momentum conservation for the
individual species. This equation can be formulated for each species i as

∂ρi

∂t
+ ∇ · N̂̂N̂N i = S i, (3.7)

where ρi is the density of species i, N̂̂N̂N i = ρivvvi is the mass flux of species i, vvvi is the velocity of species i, and S i

is the source term. Neglecting external body forces, the velocity for all N − 1 species can be obtained using the
Maxwell-Stefan equations, i.e., [216]

∇xi + (xi − ωi)
∇p
p

= −

N∑
i, j

xix j

Di j

(
vvvi − vvv j

)
. (3.8)

where ωi is the mass fraction of species i, and Di j is the binary diffusion coefficient between species i and j. Maxwell-
Stefan equations account for interactions between species. The model is capable of predicting reverse diffusion,
osmotic diffusion, and diffusion barrier effect [216]. The density and velocity for each species can be obtained
combining mass and momentum equations for the mixture, N−1 mass conservation and Maxwell-Stefan (momentum
conservation) equations with the following closure equations:

ρ =

N∑
i=1

ρi, (3.9)

vvv =

N∑
i=1

ωivvvi, (3.10)

xi = ωi

∑N
k=1 Mk xk

Mi
, (3.11)

where Mi is the molar mass of species i and vvv is the mass-averaged velocity of the mixture. Assuming negligible
pressure changes, equation (3.8) can be re-arranged in order to obtain an explicit expression for the species mass
fluxes such that [216]

N̂̂N̂N i =

N∑
j=1

D̂i j∇x j. (3.12)

where tensor D̂ is a function of molecular diffusion coefficients and composition of the mixture. For infinitely dilute
species and negligible velocities, the equation above becomes Fick’s law of diffusion and equation (3.7) becomes Fick’s
second law of diffusion:

∂ρi

∂t
= ∇ ·

(
ρDi j∇ωi

)
+ S i, (3.13)

where i is the solute and j is the solvent. The binary diffusivity Di j can be estimated using Chapman-Engskog
theory [176]:

Di j =
188.29 T 3/2

pΛ2
i jΩ
∗
D

√
1

Mi
+

1
M j

, (3.14)

where T is temperature, Λi j is the collision diameter of a binary mixture, Ω∗D is a correction factor, and Mi is the
molar mass of species i. The collision diameter Λi j is obtained as the average of the collision diameters Λi and Λ j of
species i and j:
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Λi j =
1
2

(
Λi + Λ j

)
. (3.15)

The most common method for solving the set of equations (3.1), (3.2), and (3.6) is the finite volume method [235],
which has been implemented in many commercial numerical simulation packages, such as ANSYS Fluent [236], and
STAR-CCM+ [237], as well as some open-source software, e.g., OpenFOAM [238]. An alternative approach is the
finite element method [239], which is available in commercial packages such as COMSOL Multiphysics [240], and in
open-source frameworks such as Kratos Multiphysics [241] and deal.ii [242].

3.1.1 Two-phase flow in channels

In order to numerically reproduce two-phase flow in fuel cell channels, the model presented in Section 3.1 needs to
be extended. There are two approaches in literature to study two-phase flow in fuel cell channels: analytical and
numerical models. The former approach has been taken by several authors [243–245], but usually these models are
an oversimplification of the phenomena and, therefore, are not considered here.

Numerical models use Navier-Stokes and continuity equations to model the mass transport of both gas and liquid
phases. The main challenges of two-phase flow models are:

• identification of the interface between both phases;

• taking into account the changes in the material properties (i.e., density and viscosity);

• representation of the discontinuity of flow variables, i.e., velocity and pressure;

• modeling surface tension and wetting phenomena.

The difference between models basically resides in the chosen kinematic framework. Fixed-grid models use the
Eulerian formulation to model both air and water. However, they must include additional techniques to track or
reconstruct the interface between the phases. Moving-mesh models use the Lagrangian formulation, allowing to track
the air-water interface exactly. In those methods, the numerical domain has to be continuously re-meshed, which
can be computationally expensive. An alternative to the previous models is a combination of fixed and moving grids,
often referred to as embedded formulations, which have been extensively used in the fluid-structure interaction (FSI)
community and have been proven to be a promising method for multi-fluid problems.

Fixed-grid models are the most used methods to solve two-phase problems. The most know fixed-grid method is
the volume of fluid (VOF) method, which is a front-capturing technique. It was developed by Hirt and Nichols [246]
and, together with equations (3.1) and (3.2) for both gas and liquid, includes an additional equation for convecting
the interface volume fraction variable Ck:

∂

∂t
(Ckρk) + ∇ · (Ckρkvvvk) = 0, (3.16)

where ρk and vvvk are the density and the velocity of the fluid k, respectively. The volume fraction variable, Ck, takes
the value 0 for the nodes outside the fluid k, 1 inside the fluid, and between 0 and 1 when the considered element
contains the interface between two fluids. In the case of two fluids therefore only one equation needs to be solved
and Ck is usually replaced by S . Piecewise linear interface calculation (PLIC) techniques [247,248] are the most used
nowadays and have been included in commercial codes [249]. Figure 3.1 shows a possible distribution of obtained Ck

values in a fixed mesh using the VOF. Cells with a Ck value between 0 and 1 contain the interface between the two
phases, as shown on the right-hand side mesh after interface reconstruction using PLIC technique.

In order to include surface tension effects, an additional force term is added to the right-hand side of equation (3.2).
The majority of existing commercial codes, such as ANSYS Fluent [236], COMSOL Multiphysics [240], or STAR-
CCM+ [237], use the continuum surface force (CSF) model [250], in which the surface tension is evaluated at the
historical time step of the transient problem (i.e., the model is explicit in time). The expression for the surface
tension force is

fst = γρκ̂
∇Ck

0.5(ρl + ρg)
, (3.17)

where γ is the surface tension coefficient, ρl and ρg are the densities of liquid and gas phases, respectively, and κ̂ is
the curvature of the air-water interface defined as the divergence of the unit normal to the interface:

κ̂ = ∇ ·
n

||n||
, (3.18)
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Figure 3.1: Schematic representation of obtained Ck values in a fixed mesh using the VOF, and interface reconstruc-
tion using PLIC technique [247,248].

where the normal vector is related to the volume fraction Ck through

n = ∇Ck. (3.19)

An alternative to the CSF model is the continuum surface stress (CSS) model, developed by Lafaurie et al. [251].
The surface tension term has the following expression:

fst = ∇ ·

(
γ

(
||∇Ck ||I −

∇Ck ⊗ ∇Ck

||∇Ck ||

))
, (3.20)

where ⊗ denotes the tensor product. The CSS model has several advantages over the CSF model: it is conservative
and it does not require the computation of the curvature κ̂. Moreover, it can be used to solve problems with variable
surface tension, whereas CSF model cannot account for this effect.

Earlier studies of droplet dynamics in fuel cell channels include the works by Golpaygan and Ashgriz [226, 252],
and Shirani and Masoomi [253]. In these studies, the contact line was fixed and no validation was provided. Other
studies analyzed the problem in 3D [227–229,254–257], however, validation was again not provided and the droplets
were placed in the channel domain a priori without any particular criteria. The first studies using VOF that included
experimental validation in their study were the works of Theodorakakos et al. [258] and Bazylak et al. [231].

Le and Zhou [259] implemented a model in ANSYS Fluent that integrated a multi-component, non-isothermal
two-phase flow in the channel and GDL with a CL model including electrochemical reactions. The water distribution
in the model was qualitatively validated by visual comparison to experimental results, however, no quantitative
validation was provided regarding water distribution or cell performance, and the model could not predict water
formation in the MEA and posterior emergence into the channels. Instead, they started their simulations with
several droplets distributed along the serpentine channels. A review on the application of VOF to the PEMFC field
was recently provided in [249].

The level set (LS) method is another fixed-grid technique that was presented by Osher and Sethian in 1988 [260]
as a general technique to capture a moving interface. The basic idea of the level set method is to represent the
interface by the zero level set of a smooth scalar function φ(x) [261], [262]:

φ(x) : Rn −→ R Γ = {x : φ(x) = 0} . (3.21)

The position of the interface is known implicitly by the nodal values of φ: nodes with positive values are inside
the fluid, whereas negative values mark nodes outside the fluid domain, as shown in Figure 3.2. The position of the
interface is then obtained by interpolation of nodal values of function φ. The LS method has the advantage of being
capable of handling topological changes and complex shapes of the interface. It may, however, give inaccurate results
for normal vector and interface curvature, and it also fails at mass conservation. Additional techniques to alleviate
these drawbacks have been reported in literature [263], [264–268].

The embedded formulation combines Lagrangian and Eulerian descriptions for the liquid and the gas phases,
respectively. The method was proposed in [269] and [270] and was extended later for surface tension-dominated
problems in [233] and [234]. The main advantage of this method is that it allows tracking of the interface between
air and water, which is critical in surface tension-dominated problems, such as droplet shedding in fuel cell channels.
The gas is modeled using the Eulerian formulation, which is the most natural approach, whereas the liquid phase
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Figure 3.2: Schematic representation of function φ(x) representing the interface in the LS method.

Figure 3.3: Schematic of the moving mesh, representing the liquid domain, overlapped with the fixed mesh, repre-
senting the gas domain, in the embedded method.

is described using a Lagrangian formulation. The embedded model does not require mesh refinement around the
interface to avoid numerical diffusion, contrary to fixed-grid methods. The liquid domain has to be re-meshed in
order to update its configuration. Since the water domain usually represents a small fraction of the total domain in
fuel cell channels, however, the cost of re-meshing is reduced.

Figure 3.3 shows a schematic representation of the two meshes used in this method. Since the liquid domain is
discretized using a moving mesh embedded into the fixed mesh of the gas domain, a coupling technique must be
implemented. The overall solution strategy is:

1. solve the problem in the moving mesh, i.e., liquid domain, obtaining velocity and pressure;

2. identify the position of the interface in the fixed mesh;

3. project the velocity of the boundary nodes in the moving mesh onto the the nodes of the fixed mesh representing
the interface;

4. use this velocity as a Dirichlet boundary condition to solve the problem in the fixed mesh, obtaining velocity
and pressure;

5. use the solution of the fixed mesh to project the whole stress onto the boundary of the moving mesh;

6. repeat.

Jarauta et al. [233] showed that the model can accurately describe wetting phenomena on rough surfaces and
droplet oscillation in channels. Effects of surface energy and roughness were validated by showing good agreement
between experimental and numerical predictions of advancing and receding contact angles of droplets of varying sizes
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on different substrates and inclined planes. It was also shown that sessile droplets on smooth hydrophobic surfaces,
such as PTFE, are more prone to detachment than on rough surfaces, such as GDLs, where droplets experience large
deformations before detachment due to the effect of contact line pinning. The model was also able to capture the
recirculating pattern observed experimentally in sessile droplets subjected to an airflow [271].

3.2 Mass transport in MEAs

3.2.1 Gas transport

In porous media, the mass and momentum transport equations of gaseous mixtures (3.1) and (3.2) need to be volume
averaged [225] and a source term,

FFF = −

(
µK̂KK
−1
εvvvv + β̂ρε2

v |vvv|vvv
)
, (3.22)

representing solid-fluid interactions needs to be added to the momentum equation. In the equation above, εv is
the porosity of the porous media, K̂KK is the permeability tensor, vvv represents the intersticial (intrinsic) mass-averaged
velocity vector of the mixture, and β̂ is the Forchheimer correction tensor. Equation (3.1) then results in [225]:

D(ρvvv)
Dt

− ∇ · µ
(
∇vvv + ∇Tvvv

)
+ ∇p + ∇

(
2
3
λbεV

)
= ρg −

(
µK̂KK
−1
εvvvv + β̂ρε2

v |vvv|vvv
)
. (3.23)

where ρ is the phase (superficial) averaged density.
If inertia and viscous effects are assumed to be negligible in the porous media, along with gravity effects, and

assuming steady state, equation (3.23) becomes the Darcy-Forchheimer law of momentum transport in porous media:

∇p = −

(
µK̂KK
−1
εvvvv + β̂ρε2

v |vvv|vvv
)
. (3.24)

If the porosity is higher than 0.6 [272], and if viscous effects cannot be neglected, Brinkman’s equation must be
used instead:

∇p = −

(
µK̂KK
−1
εvvvv + β̂ρε2

v |vvv|vvv
)

+ µ̂∇2ε2
vvvv, (3.25)

where µ̂ is the effective diffusivity [272]. At low velocities, the second term in equation (3.24) can be neglected, giving
Darcy’s law [5,32,164]:

∇p = −µK̂KK
−1
εvvvv. (3.26)

For the mass transport of individual species, one option relies on solving the volume-averaged mass and momentum
mixture equations, and mass and momentum conservation volume-averaged equations for N-1 of the considered
species, i.e., equations (3.7) and (3.8). As shown in Section 3.1, mass transport can be modeled using either
Fick’s law of diffusion or Maxwell-Stefan equations for multi-component mass transport. An additional momenutum
conservation model for multi-component mixtures that accounts for porous media-particle interactions is the dusty
gas model (DGM) [224,225,273]:

1
RT
∇pi =

N∑
i=1

xiNNN j − x jNNN i

Deff
i j

−
NNN i

DK
i

, (3.27)

where R is the universal gas constant, Deff
i j is the effective molecular diffusivity between species i and j, and DK is the

Knudsen diffusion coefficient, which is discussed later in this Section. Although this model is considered an extension
of Maxwell-Stefan equations, Kerkhof [274] pointed out that the model takes viscous forces into account twice and,
therefore, is incorrect. In his work, Kerkhof proposed the binary friction model (BFM) based on Lightfoot’s friction
model [275]. The governing equation for the binary friction model is given by [224,225,274]

1
RT
∇pi =

N∑
i=1

Φi j
xiNNN j − x jNNN i

Deff
i j

−

(
DK

i +
K̂KK
κ̄i

)−1

NNN i, (3.28)

where the coefficient Φ is equal to one in the continuum region and zero in Knudsen region [224], and κ̄ is the partial
viscosity. Pant et al. [224] proposed a modified binary friction model (MBFM) in order to make it valid for mass
transport in capillaries.
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An alternative model to solving volume-average equations for the mixture and N-1 species, is to use the model
proposed by Kerkhof and Geboers [214, 215] for all species. In this case, the momentum conservation equation for
each species is extended to include a term that accounts for the interaction between species:

D
Dt

(ρivvvi) = ∇ · τ̂ττi j + ρggg + FFF + DDDi, (3.29)

where the term DDDi is given by

DDDi =

N∑
i=1

pi p j

pDeff
i j

ÎII
(
vvv j − vvvi

)
, (3.30)

and where ÎII is the identity tensor. The term DDDi accounts for friction effects between species. The option of solving
equations (3.7), (3.29) for each species was adopted in references [225,276]; however, this leads to a computationally
intensive model [225]. To date, there is only one study in literature that includes an implementation of the model
by Kerkhof and Geboers in porous media [225]. This is still an active area of research [224,225,277–280].

The vast majority of models that study mass transport of gaseous species in the porous media consider Navier-
Stokes equations for the gas mixture, and then use Fick’s law (equation (3.13)) or Maxwell-Stefan (equation (3.8))
models for the mass transport of individual species. Quan et al. [256, 257] and Gurau et al. [32] modeled the
transport of species in the porous media under a serpentine channel using the Navier-Stokes equations, including
a Darcy source term for the momentum transport. A similar approach was taken by Le et al. [259, 281–283], but
the transport of individual species was modeled using Fick’s equation (3.7). Other studies have considered the same
governing equations [4, 219–222]. Berning et al. [5, 160] also used Navier-Stokes equations for mass transport in the
channel, however they considered Darcy’s law in the porous media together with Maxwell-Stefan equations for the
transport of individual species.

In order to apply any of the aforementioned models in porous media, permeability and effective diffusion coeffi-
cients need to be obtained. Semi-empirical correlations are commonly used to estimate these coefficients based on
the morphology, porosity and tortuosity of the material, where the expression constants are obtained by fitting the
semi-empirical results to experimental values.

A commonly used expression for gas permeability of GDLs is the Carman-Kozeny equation given as [284]

K̂ =
d2

f ε
3
v

16kCK(1 − ε2
v)
, (3.31)

where d f is the fiber diameter, and kCK is known as the Carman-Kozeny constant which is considered as a fitting
parameter that is obtained experimentally. References [45, 285–294] provide the value of these empirical constants
for several GDLs. The permeability of several MPL materials was also estimated in some of the references above,
e.g., [292] .

The effective diffusion coefficient of dry GDLs and dry CLs can also be estimated using appropriate semi-empirical
equations that relate effective molecular diffusivity to bulk molecular diffusivity, porosity and tortuosity of the porous
material. One commonly used method to estimate effective diffusion coefficients is using percolation theory, where
the effective diffusion coefficient, Deff

i j , is computed based on the bulk diffusion coefficient, Di j, as [43,170]

Deff
i j = Di j

(
εv − εp

1 − εp

)µ
Θ(εv − εp), (3.32)

where εp is the so-called percolation threshold, µ is an exponent that depends on the material structure, and Θ(x) is
the Heaviside step function. When εv < εp, no transport occurs.

An alternative to the previous approach is the tortuosity model, where the effective diffusion coefficient, Deff
i j , is

computed based on the bulk diffusion coefficient, Di j, with the random walk method [295]:

Deff
i j =

εv

τ
Di j, (3.33)

where the tortuosity of the phase τ is given by the generalized Archie’s law [284,296]:

τ =

(
1 − εp

εv − εp

)α
. (3.34)

The resulting equation for the effective diffusion coefficient is
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Table 3.1: Source terms for oxygen and water electrochemical reaction.

Parameters GDL CCL ACL PEM

S H2 0 0 - i
2F 0

S O2 0 − i
4F 0 0

S w 0 i
2F 0 0

Deff
i j =

εv(
1−εp

εv−εp

)α Di j, (3.35)

where the exponent α depends on the material structure. These models can be used to describe transport in various
structures depending on the parameter used from fibrous structures [284] to randomly distributed cylindrical and
spherical particles [297]. For example, setting εp = 0 results in Archie’s law, τ = ε−α, and two particular cases of
Archie’s law are the Bruggeman model for transport in porous media with randomly distributed cylindrical and
spherical particles. Respectively, those correspond to α = 1 (τ = ε−1) and α = 0.5 (τ = ε−0.5) [297]. The Heaviside step
function, Θ(x), may be used in equation (3.35) to limit transport for the case εv < εp. References [45,48,294,298–301]
have fitted some of these expressions to experimental data for different GDL, MPL and CL materials and provided
estimates for the different empirical constants. Pore-scale numerical modeling can also be used to provide estimates
of effective transport properties, e.g., [18, 302].

For porous media where the Knudsen number, i.e., the ratio between the mean free path of the molecules and
the pore diameter, is large (approx. larger than 0.1), Knudsen diffusion should be considered in addition to bulk
diffusion [30, 51, 303, 304]. In the GDL, the pore sizes are large enough that Knudsen diffusion does not need
to be considered; however, it becomes more important in MPL and CLs, where pore sizes are smaller as recently
demonstrated experimentally in the case of MPLs by Pant et al. [291] and Carrigy et al. [292]. The Knudsen diffusion
coefficient of species α, DK

α , can be estimated as:

DK
α =

2rp

3

√
8RT
πMα

, (3.36)

where rp is the pore radius. An effective pore radius for MPLs was estimated experimentally in [291,292].
When the aforementioned equations are applied to model mass transport in fuel cells, source terms S i must be

included in order to account for mass variations due to the electrochemical reactions. For instance, if mass transport
in the MEA is modeled using Fick’s law, the governing equations for oxygen and water vapor molar fractions are:

εv
∂cO2

∂t
− ∇ ·

(
cDeff

O2
∇xO2

)
= S O2 (3.37)

εv
∂cw

∂t
− ∇ ·

(
cDeff

w ∇xw

)
= S w. (3.38)

Equation (3.38) needs to be modified if water sorption/desorption effects are taken into account (see Section 3.2.3).
Under the assumption of impermeable membrane (no gas crossover), there is no need for additional equations for
nitrogen or hydrogen molar fractions since they can be obtained as xN2 = 1 − xO2 − xw in the cathode side and
xH2 = 1− xw in the anode side, respectively. Table 3.1 includes the source terms for hydrogen (if needed), oxygen and
water transport equations (3.37) and (3.38), where i is the volumetric current density and F is Faraday’s constant.

Source terms in Table 3.1 follow directly from the relation between current density and species flux discussed
in Section 3.3 and the number of charged species (electrons) per mole of oxygen and water in the electrochemical
reaction (3.71).

3.2.2 Water transport in the polymer electrolyte

Water transport in the electrolyte is generally considered either in liquid or sorbed form. In the former approach,
based on the works by Bernardi and Verbrugge [2,201], the membrane is assumed to be a polymer matrix with pores
filled with liquid water. The velocity of liquid water in the membrane is computed using the Schlögl equation [2, 5,
201,305–307]
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vvv =
K̂KKφ

µ
z f c f F∇φm −

K̂KK p

µ
∇pl, (3.39)

where K̂KKφ is the electrokinetic permeability of the membrane, µ is the viscosity of the pore fluid, z f is the charge
number of the sulfonic acid ions attached to the polymer backbone in the membrane, c f is their concentration, K̂KK p is
the hydraulic permeability of the membrane, and pl is the hydraulic pressure. The driving forces considered in this
model are associated with the electroosmosis and hydraulic pressure. Velocity (3.39) is used to describe convective
mass transport in the membrane [2,201]. This approach is generally used for fully humidified membranes and diffusive
transport of water is neglected [5].

A more common approach was proposed by Springer et al. [1], in which the membrane is assumed to be homo-
geneous and non-porous. In their model, water is transported in the sorbed form and is driven by electroosmosis
and back diffusion. The flux of sorbed water due to electroosmosis is proportional to the proton flux in the mem-
brane [1, 82,304,308,309]:

NNNλ,drag = −nd
σeff

m

F
∇φm, (3.40)

where σeff
m and φm are the conductivity of the electrolyte and its potential (see Section 3.3) and nd is the electroosmosis

coefficient (the ratio of the flux of water molecules to the flux of protons in the absence of concentration gradients).
In the PEM, the effective value is the bulk value. In the CL, the effective value is obtained using relations such
as (3.32) [43, 170]. The electroosmosis coefficient has been studied by various groups over the past decade, e.g.,
references [1,310–312] to name but a few. Kusoglu and Weber [139] reviewed previous work and highlighted that most
of them report electroosmosis values of 0.9 to 1.4 in vapor-equilibrated membranes (λ < 14) and 2.5 to 2.9 in liquid
water equilibrated membranes (λ > 20). Analysis of the results for vapor-equilibrated membranes also shows that,
although some authors have reported a constant electroosmosis coefficient of approximately one, e.g., [310,311], many
others have observed a quasi-linear relationship between the number of sorbed water molecules and the electroosmosis
coefficient, e.g., [1, 312–314], with a relationship that is similar to that proposed by Springer et al. [1] and given by

nd =
2.5λ
22

,

where λ is the sorbed water content in the membrane (in moles of sorbed water per number of moles of sulfonate
groups SO−1

3 ). The electroosmosis coefficient also depends on temperature and membrane equivalent weight and type
and manufacturing method, e.g., casted or extruded [139].

The sorbed water flux due to back diffusion is defined as [1, 82,304,308,309]

NNNλ,diffusion = −
ρdry

EW
Deff
λ ∇λ, (3.41)

where ρdry is the density of the dry ionomer and EW is its equivalent weight (in grams of the ionomer per mole of
ionic group). The effective diffusion coefficient Deff

λ again will be bulk in the PEM and an effective value in the CL.
The bulk diffusion coefficient depends on λ and temperature. The exact functional form of Deff

λ (λ, T ) depends on the
type of the ionomer and is obtained through fitting of experimental data. Examples of such relations for bulk sorbed
water diffusivity in Nafion® can be found in [31,315,316] to name but a few. Zhou et al. recently implemented the
latter expressions in a full MEA model in order to study their effect on water transport in reference [317]. Kusoglu
and Weber [139] provided a detailed review of the water diffusion coefficients reported in the literature.

Under non-isothermal conditions, the sorbed water is also transported due to variations in temperature. This
process is called thermo-osmosis [130,318,319], and the corresponding flux of the sorbed water is [304,308,309]

NNNλ,thermo-osmosis = −
Deff

T

MH2O
∇T, (3.42)

where Deff
T is the effective thermo-osmosis diffusion coefficient, the values of which vary between the materials [130,

318,319].
The total sorbed water flux in the electrolyte considering all three modes of transport is given by

NNNλ = NNNλ,drag + NNNλ,diffusion + NNNλ,thermo-osmosis = −nd
σeff

m

F
∇φm −

ρdry

EW
Deff
λ ∇λ −

Deff
T

MH2O
∇T, (3.43)

where in the PEM the bulk values should be used. Thus, the mass conservation equation for sorbed water takes the
following form:
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εN
ρdry

EW
∂λ

∂t
− ∇ ·

nd
σeff

m

F
∇φm +

ρdry

EW
Deff
λ ∇λ +

Deff
T

MH2O
∇T

 = S λ, (3.44)

where the transient term is present in the form natural for the diffusion-type equation (3.44) and εN is the volume
fraction of the ionomer in the CL and εN = 1 in the PEM. The complexity of the resulting model depends on how
many driving forces are considered in equation (3.44). The source term, S λ, is given by [82]

S λ =

kt
ρdry
EW

(
λeq − λ

)
in CLs,

0 everywhere else,
(3.45)

where kt is a time constant and λeq is the equilibrium value of λ in the electrolyte determined by a sorption
isotherm [320]. In general, λeq depends on the equivalent weight of the ionomer, water vapor mole fraction, and
temperature [139]. Experimentally fitted λeq can be obtained in the form λeq(aw, T ) [321], where the activity of water
is defined as

aw =
p xH2O

psat
,

Since water sorption/desorption affects water vapor transport, S λ is also included in equation (3.38) so that it is
modified into

εv
∂cw

∂t
− ∇ ·

(
cDeff

w ∇xw

)
= S w − S λ.

For kt < 10−2 s−1, S λ becomes negligible compared to S w, and the coupling between water vapor transport and
water sorption/desorption is weak [82]. The time required for λ to reach its equilibrium value is normally of order
100− 1, 000 s−1 [322]. In steady-state simulations, a value 10,000 may be used to ensure strong coupling between the
equations [82,308]. Because of the coupling, water vapor will either be sorbed into the ionomer from the pore space
or desorbed from the ionomer depending on the relative humidity and temperature conditions.

The effective electrolyte protonic conductivity σeff
m used in the sorbed water transport equation (3.44) and elec-

trolyte potential transport equation (see Section 3.3) is the bulk value, and in the CL is an effective value. In
general, the bulk conductivity depends on the water content and temperature, as it was discussed in Sections 2.4.
The functional form σeff

m (aw, T ) or σeff
m (λ, T ) is obtained experimentally and can be found in [308].

3.2.3 Liquid water in MEAs

Water management is critical to achieving higher current density and improving the durability of fuel cells, especially
under cold and wet operating conditions. A large number of models have been proposed in the fuel cell literature
during the past decades to study water management [323–331]. Based on these studies, it was identified that the
key to appropriate fuel cell water management is to strike a balance between membrane dehydration and water
accumulation in the electrode, also known as flooding. When the cell is operating with dry gases, keeping the
electrolyte in the PEM and CLs sufficiently hydrated is critical to maintaining good ionic conductivity and reducing
ohmic losses. During high relative humidity and high current density operation, removing the excess water generated
in the electrodes is critical to avoid water accumulation and achieve high performance.

Liquid water is produced at the cathode CL. At low relative humidity, the generated liquid water evaporates and
is transported to the channels in vapor phase. If the electrode gas mixture is saturated with water vapor, liquid
water accumulates in the electrode. This leads to a sharp drop in performance which limits the fuel cell maximum
current and power densities. When a sufficient liquid pressure is available to flow through the CL, MPL, and GDL,
liquid water removed from the MEA will reach the gas flow channels and negatively affect also the reactant flow as
discussed in previous sections.

Natarajan et al. [332] proposed one of the first two-phase cathode models in the literature. Wang et al. [333]
also introduced a two-phase model that included a threshold current density to distinguish the single- and two-phase
regimes. Weber and Newman proposed the first structure-based two-phase flow model [330]. It included mass and
momentum conservation equations for gas and liquid transport in the MEA and it used a pore size distribution to
estimate transport properties. The models above, however, did not account for thermal effects. Thermal effects
were accounted for in more recent two-phase models, allowing to study the heat pipe effect as well as phase change
induced flow [209,304,323].

Two-phase flow transport in the porous media of fuel cells has usually been studied using a volume-averaged
approach at the MEA level [209, 304, 323, 330, 333]. This approach is based on the assumption that there exists a
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Table 3.2: Estimated dimensionless numbers for an operating PEMFC.

Dimensionless Physical meaning GDL CL
Characteristic length 10 µm 0.1 µm
Bond Gravitational force to surface tension 10−3 10−7

Weber Inertial force to surface tension 10−10 10−12

Capillary Viscous force to surface tension 10−7 10−7

representative elementary volume (REV) in the porous medium where hydrophilic and hydrophobic pore networks
are homogeneous. In general, pore-scale models, such as full morphology and pore network models (discussed in
the following sections), have been mainly used to study two-phase flow in the GDL while volume-averaged models
incorporating information on the pore size distribution have been used in the MPL and CL. Such choice is appropriate
given the length scales in each layer. Conventional CLs and MPLs are 5-15 µm and 40-80 µm in thickness, respectively.
CLs contain pores that are 5-210 nm, with most pores in the range of 20-80nm [18, 29, 334, 335], and MPLs contain
pores that are smaller than 1 µm [336]. Given the pore size and layer thickness, there are hundreds of pores across
any CL and MPL and, therefore, an REV is likely to exist. In this case, volume-averaged models are appropriate and
effective properties, such as interfacial area, effective diffusivity and relative permeability, are likely well approximated
by using statistical theory of heterogeneous media. In the GDL, the layer thickness is 150-400 µm and the pore size
is between 5 and 60 µm. Due to the size of the pores, an REV for the GDL might be of the same size or even larger
than the GDL thickness; thereby, a volume-average model should not be used [337]. The use of an REV for the
GDL can only be justified on the basis of averaging along the channel to create a two-dimensional model. The use
of pore-scale models is more appropriate however, and the integration of volume-average MPL and CL models with
a pore-scale model has been recently performed by Zenyuk et al. [338].

The effect of liquid water can be studied by reducing the void fraction available for gas transport in porous layers,
however a mechanism is required in order to estimate the percentage of pores that will be filled with water. In the
crudest approximations, the volume fraction is treated as a fitting parameter. Thus, the only effect of liquid water
is to decrease the mobility of reactants to diffuse to the electrochemically active site [339, 340]. Most mathematical
models in the literate, however, assume that capillary pressure is the driving force for pore filling in porous media,
an assumption that is justified based on non-dimensional analysis that shows that surface tension effects are orders
of magnitude larger than gravitational, inertial and viscous effects. To validate this assumption, Bond [341,342], Bo,
Weber [342], We, and Capillary [343], Ca, numbers for GDL and CL are summarized in Table 3.2, see reference [308]
for more details. Table 3.2 clearly shows that surface tension effects are at least three orders of magnitude larger
than any of the other effects discussed above.

The transport equations described in Section 3.2.1 are solved for each phase in order to estimate capillary
pressure [5, 201, 330]. Assuming the Reynolds number in the porous media for gas and liquid phases is small, i.e.,
less than one, and using further simplifications a mass conservation equation, (3.1), and Darcy’s law for momentum
transport, (3.26) can be obtained for each phase. Two approaches are proposed in literature as the two-phase
transport governing equations in the MEA: a) saturation-based, and b) capillary-based models.

In saturation-based models, gas pressure changes are assumed negligible and capillary pressure and saturation are
related by an empirical function known as the Leverett J-function. Using these assumptions, Darcy’s law equation
for the liquid phase is reformulated as a function of saturation, s, instead of capillary pressure, pc, and the former is
used as the solution variable. The governing equation can then be expressed as

∂(εvsρl)
∂t

− ∇ ·

(
ρlklr

µl

(
∂pc

∂s

)
∇s

)
= S liquid, (3.46)

where εv is the porosity, klr is the effective permeability in liquid phase, pc is the capillary pressure, and s is the
saturation variable. Note that in this expression, the interstitial density is used instead of the superficial density
in equation (3.1) and the permeability tensor is assumed isotropic. This method is generally used in petroleum
engineering applications, particularly for measuring the one-dimensional steady-state transport on packed sand [344].
The saturation approach was first adopted by Natarajan and Nguyen [332] in studying the liquid water transport in
the cathode. Since then, a great number of saturation-based models have been proposed in literature to study liquid
water transport in the MEA [327,345–350].

One of the primary concerns of using saturation-based models is that, in most cases, a continuous function is used
to approximate the saturation variable even though, saturation is likely to be discontinuous at the interface between
porous layers, e.g., at MPL-GDL interface, due to the different wettabilities and pore sizes. Also, the approach is
usually limited to fully humidified conditions as the specification of a finite saturation at the GDL/channel boundary
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Table 3.3: Source terms for two-phase transport.

Parameters GDL,MPL CCL ACL PEM

S gas -MH2OS H2O(evap/cond) -MH2OS H2O(evap/cond) +
i

4F
MO2 + S λMH2O -MH2OS H2O(evap/cond) +

i
2F

MH2 + S λMH2O 0

S liquid MH2OS H2O(evap/cond) MH2OS H2O(evap/cond) −
i

2F
MH2O MH2OS H2O(evap/cond) 0

implies that some liquid water should already be present in the channel. Even if a value of zero saturation is used,
liquid water can flow from the channel to the MEA.

Capillary-based models solve mass and momentum conservation equations for liquid water and gas mixture
pressure separately and relate them to saturation by means of the capillary pressure and a set of closure equations
using micro-structural information [327–331,351]. The input parameters for the micro-structural model are the pore
size distribution (PSD) and the wettability of the porous material. Based on this information, a bundle of rejoined
capillaries model is used to estimate dry and wet transport properties, e.g., liquid and gas permeability and relative
permeability. The advantage of this method is that it provides an idealized micro-scale model that can be used to
perform parametric studies in order to find the optimized porous layer design. The use of gas and liquid pressure
enforces continuity in the pressure fields while saturation is allowed to vary at the interface between materials.

The first capillary-based models that proposed the use of a PSD assumed either a hydrophilic or hydrophobic pore
network for the whole material [329, 330]. More recently, researchers have introduced a variety of mixed wettability
models based on experimental observations proposing that a network of hydrophilic and hydrophobic pores might
co-exist in fuel cell materials such as GDLs and CLs [352, 353]. Weber et al. [323, 330], Mateo [351] and Mulone
et al. [331] have treated hydrophilic (HI) and hydrophobic (HO) pore-networks separately either by introducing a
continuous wettability distribution [323] or by studying two independent networks [330,331,351]. In all previous work,
however, due to the difficulty of implementation of a PSD model in multi-dimensional computational fluid dynamics
solvers, the PSD model was either not integrated in a complete MEA model [329,331,351] or was integrated only in
a one-dimensional model [323,330]. Recently, Zhou et al. [304] introduced a multi-dimensional, two-phase, capillary-
based model. The model was shown to be suitable to study fuel cell operation under both dry and wet conditions as
well as to predict water distribution in the MEA and water fluxes at the GDL/channel boundaries.

The governing equations for the capillary-based model, which solve for liquid and total gas pressure, respectively,
are as follows:

∂(ρgεg)
∂t

− ∇ ·

(
ρgkgr(pc)

µg
∇pg

)
= S gas, (3.47)

∂(ρlεl)
∂t

− ∇ ·

(
ρlklr(pc)

µl
∇pl

)
= S liquid, (3.48)

where ρ is the interstitial (phase) density, εk is the volume fraction of phase k, and subscripts g and l refer to gas
and liquid phases, respectively. In this entry, the capillary pressure is defined as

pc = pl − pg. (3.49)

The corresponding source terms are listed in Table 3.3. The source term for condensation and evaporation is described
by

S H2O(evap/cond) = ke/calv

(
pv − psat(pc,T )

psat(pc,T )

)
, (3.50)

where ke/c is the aerial evaporation or condensation rate constant, alv is the liquid-gas interfacial surface area per unit
volume, and pv is the vapor pressure. The effective saturation vapor pressure in a capillary, psat(pc,T ), is determined
by considering the Kelvin effect and the Young-Laplace equation as follows:

psat(pc,T ) = psat(T ) exp
(

pcMG

RTρg

)
, (3.51)

where psat is the uncorrected saturated vapor pressure of water, and MG is the molar mass of water.
The GDL and MPL absolute permeabilities have been reported by various studies [45, 285, 286, 288, 291, 294,

354–356]. It has been shown that the absolute permeability depends on many factors such as level of compression,
type of carbon black, percentage of PTFE content and pore size distribution. The typical GDL permeability falls
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mostly within the range of 10−12 to 10−10 m2. The MPL permeability is usually extrapolated from the measured
permeabilities of the GDL and the GDL-MPL assembly and the estimated value is around 10−13 m2. The measurement
of CL absolute permeability is not yet feasible as the layer is too thin to conduct the experiment.

Measurements of GDL relative permeability have not received much attention during the past decades. Air relative
permeabilities were reported by Nguyen et al. [357] and Koido et al. [358]. Relative liquid water permeability was
measured by Hussaini et al. [359] and Sole [360]. Alternatively, numerical models, such as pore size distribution [304]
and pore network models [361], can be used to estimate the relative permeability with a reasonable agreement with
the experimental data.

Determining an appropriate liquid water boundary condition at the GDL/channel interface is important to any
two-phase flow model. Zero flux [326, 328, 362] and fixed saturation values are the most commonly used boundary
conditions [363]. These boundary conditions either force all water to be vaporized in the MEA or impose the existence
of liquid water at the GDL/channel boundary. Their applicability is therefore limited and a more general boundary
condition is needed. Zenyuk et al. [209] recently introduced a step function to switch from a no flux boundary
condition to a Dirichlet condition for liquid pressure. After reaching a breakthrough pressure, the liquid pressure
is considered to be constant. Alternatively, a dynamic boundary condition could be used where once the capillary
pressure reaches the given breakthrough pressure, a flux proportional to the liquid pressure is applied [304], i.e.,

ρlvvvl · nnn = −

(
ρlkrl

µl
∇pl

)
· nnn = k

(
pl − pl,channel

p0

)
g(pl), (3.52)

where k is an unknown proportionality constant that controls the flux of water as a function of the liquid pressure,
pl,channel is the liquid pressure at the channel-GDL interface, and p0 is a dimensionless factor. Function g(pl) in
equation (3.52) is given by

g(pl) =

[
tanh((pl − pl,channel)/p0) + 1

2

]
θ(pl − pBT), (3.53)

where pBT is the liquid breakthrough pressure and θ(pl− pBT) is a step function, i.e., it is set to be zero until pl > pBT

is satisfied in the Newton solver loop and not modified further in order to maintain numerical stability. Its validity
should be confirmed during post-processing by making sure that the liquid water flux remains positive. In order to
prevent liquid water from entering the MEA from the channel, once the step function is set to be one, a tangent
function tanh((pl − pl,channel)/p0) is used, where pl,channel is set to be atmospheric pressure considering the droplet
volume is large enough so that Laplace pressure is negligible, and p0 should reflect the channel conditions.

3.3 Charge transport

In general, transport of charged species in an electrolyte is described by either concentrated-solution or dilute-solution
models. The former are more general, but require more information on the interactions between the different species
in the solution [33,198]. Multi-component diffusion of charged species is generally described by [198]

ci∇µ̂i =
∑
j,i

Ki j(vvv j − vvvi), (3.54)

which is similar to the Maxwell-Stefan equation (3.8). Here, µ̂i is the electrochemical potential of species i, Ki j are
friction coefficients, and vvvi is the superficial velocity of species i. The term −ci∇µ̂i in equation (3.54) is a volumetric
driving force causing the motion of species i; the term Ki j(vvv j − vvvi) is the balancing volumetric force of species j
acting on species i in their relative motion. Coefficients Ki j can be related to the binary interaction coefficients Di j

with [198,364]

Ki j =
RTcic j

cDi j
. (3.55)

Assuming that species i is minor and the total concentration ctot is approximately equal to the solvent concentration
c0, one can use equation (3.55) and rewrite equation (3.54) as

ci∇µ̂i =
RT
Di0

(civvv0 − civvvi). (3.56)

Then, the molar flux of species i is given by

NNN i = civvvi = −
Di0

RT
ci∇µ̂i + civvv0. (3.57)
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Further, if the solution is dilute, the species-solvent interaction coefficients Di0 can be replaced with the diffusion
coefficients Di and the solvent velocity vvv0 can be approximated by the bulk velocity vvv:

NNN i = −
Di

RT
ci∇µ̂i + civvv. (3.58)

Equation (3.57) can be written in the form of the Nernst-Planck equation with a convective term [198–202]:

NNN i = −zi
F

RT
ciDi∇φ − Di∇ci + civvv. (3.59)

Note that, in the case of infinitely dilute solutions, the first term in the right hand side of equation (3.59)
is sometimes written in terms of the mobility ui of species i instead of its diffusivity using the Nernst-Einstein
equation [33,198,200]

Di = RTui;

Multiplying equation (3.59) by ziF, summing over species i, and using the definition of current density, i.e.,

jjj = F
∑

i

ziNNN i,

and conductivity, σ,

σ = F2
∑

i

z2
i ciui = F2

∑
i

z2
i ci

Di

RT
,

the following expression for the current density is obtained:

jjj = −σ∇φ − F
∑

i

ziDi∇ci. (3.60)

The first term in equation (3.60) is the Ohmic current component of jjj and the second term is the diffusion current.
Since sulfonic acid groups are immovable in the solid electrolytes used in PEMFCs, e.g., Nafion, and assuming the
only charged species being transported in the membrane is protons, equation (3.60) simplyfies to Ohm’s law

jjj = −σ∇φ. (3.61)

once electroneutrality is assumed, i.e., ∑
i

zici = 0,

Equation (3.61) is commonly used in the area of fuel cell modeling to relate current density and variation in the
potential, although its applicability is limited by the assumptions listed above. In cases where ion transport across
the membrane is of interest, i.e., in cases when Pt redeposition is to be studied, equation (3.60) should be used.
Finally, if the species of interest is not minor in the solution, then the general model (3.54), (3.55) should be used.

In hydrogen PEM fuel cells, there are mainly two types of charged species that are transported, electrons in the
solid phase of GDLs and CLs (and in BPPs) and protons in the PEM and in the ionomer in CLs, and therefore two
current densities, jjjp and jjje. They are equal to each other in absolute value and have opposite signs: jjjp = − jjje. Each
of them is normally assumed to obey Ohm’s law (3.61),

jjjp = −σeff
m ∇φm,

jjje = −σeff
s ∇φs,

where effective conductivity depends on the structure and composition of the medium and is approximated using the
percolation or the random walk method (see Section 3.2 for details).

The typical effective electrical conductivity values for PEMFC GDLs are in the range of 80 - 200 S/cm in the
in-plane direction [285, 365, 366], reaching the higher of the reported values when MPL is dispersed on the side of
the diffusion layer [285], and in the range 3 - 70 S/cm in the through-plane direction [285, 365, 366]. In the catalyst
layers, effective electrical conductivities are reported to be between 0.1 and 3.0 S/cm for a wide range of solid phase
volume fractions from 0.1 to 0.8 [367,368].

The bulk proton conductivity in the ionomer phase is a function of temperature and water content [1, 34, 139,
304, 369–371]. The water content, which depends on relative humidity and temperature, can be determined using
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equation (3.44). Numerical models used to estimate bulk proton conductivity have been proposed by several re-
searchers [1, 210, 372]. One example of the most commonly used model for estimating the bulk proton conductivity
is Springer’s model [1]:

σm = 0.005139λ − 0.00326 exp(1268.0(1.0/303.0 − 1.0/T )), (3.62)

Kusoglu and Weber [139] recently compiled a comprehensive list of the proton conductivity measurements for various
PEM types at varying relative humidity and temperature.

The effective proton conductivity in the catalyst layer is of the order 10−4 to 10−1 S/cm [58, 373]. There are
a few models proposed in the literature to compute the effective proton conductivity in the catalyst layer such
as Bruggeman method, percolation theory and the correlation proposed by Iden et al. using experiments with a
pseudo-catalyst layer on a hydrogen pump [371].

In order to estimate the phase potential, a charge conservation equation is used,

∂ρ̂

∂t
+ ∇ · jjj = R,

where ρ̂ is the free charge density and R is a source/sink term due to electrochemical reactions and charge redistri-
bution as discussed later in this section. For convenience, models are usually constructed considering the volumetric
electronic current density i = ∇· jjje, A/cm3. Equations modeling charge transport in PEMFCs are predominantly used
in their steady-state form even though other effects may be considered in transient [40,61,63–71,73,76,78,203–209].
This leads to the two equations describing the steady-state transport of charge,

−∇ ·
(
σeff

m ∇φm

)
= RH+ , (3.63)

−∇ ·
(
σeff

s ∇φs

)
= Re− , (3.64)

where RH+ and Re− are reaction source terms and are defined as

RH+ =


−i in cathode CL,

i in anode CL,

0 everywhere else;

(3.65)

and

Re− =


i in cathode CL,

−i in anode CL,

0 everywhere else.

(3.66)

The interface between the solid phase and the surrounding electrolyte act as a capacitor. At a given potential,
there exists charge q1 at the electrode surface and charge q2 = −q1 accumulated as a thin layer in the electrolyte at
the interface with the electrode (Figure 3.4). Such interfacial distribution of charged species and oriented dipoles is
called the electrical double layer. A change in the potential causes redistribution of charge at the interface, which
gives rise to the transient charging (or capacitive) current.

When no capacitive effects are taken into account, the total volumetric current density, i, is equal to if, the
faradaic current resulting from electrochemical reactions, which can be computed using equation (3.81) or (3.94)
using the kinetic models (described in Section 3.4). In the presence of a double layer with volumetric capacitance
Cdl, F/cm3, total current density consists of faradaic and charging current densities [199],

i = if + ic,

where

ic = −Cdl
∂η

∂t
.

In this case, the total current is no longer purely faradaic and the charge conservation equations (3.63) and (3.64)
include transient terms describing capacitive current due to the rearrangement of charge in the double layers inside
CLs in addition to the faradaic current accounted for in the reaction source terms:
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Figure 3.4: Illustration of the electrical double layer at the electrode-electrolyte interface.

−Cdl
∂η

∂t
− ∇ ·

(
σeffm ∇φm

)
= RH+ , (3.67)

Cdl
∂η

∂t
− ∇ ·

(
σeffs ∇φs

)
= Re− , (3.68)

where η is the local overpotential defined as

η = φs − φm − Eth. (3.69)

and Eth is the theoretical half-cell potential.
In fuel cells, charge transport is always coupled with mass and thermal transport through reaction source terms,

and therefore equations (3.63) and (3.64) are never purely steady-state when any of the latter two processes are
transient. Choice of those equations over their fully transient form (3.67), (3.68) is often made with assumption of
negligible double layer effect. Double layer charging and discharging is normally observed at relatively small time
scales that depend on the double layer capacitance, which is estimated to be between 8·10−3 and 10−1 F/cm2 [374–380]
or between 3 and 9 F/cm3 [367,378] (or between 3 and 34 F/cm3 if recomputed from F/cm2 using the reported catalyst
layer thickness in [374,376,377,379]).

Most of literature disregards double layer effects, often referring to the work of Wang and Wang [79], who claimed
that the time constant of double layer discharging is of order 10−7 s while the time constant for gas diffusion through
GDLs is of order 10−2 s and for membrane hydration is of order 10 s. When estimating the charging/discharging time
for the double layer, Wang and Wang considered the double layer capacitance per unit area, Ca

dl, of 2 · 10−5 F/cm2.
Peng et al. [62] have simulated a cell with two orders of magnitude larger capacitance (which corresponds to the
experimental values listed above) and have shown that such values affect approximately the first 0.15 s of the
current density response to a step change in cell voltage, a significantly longer time period than estimated by
Wang and Wang. Moreover, since the time constant for the double layer charging is directly proportional to its
capacitance [79], an increase of the double layer capacitance by just one order of magnitude to order 10 F/cm3

leads to charging effects lasting for more than a second [62], “smoothing” the response even further. In contrast,
absence of the double layer in the model (Cdl = 0) may lead to over- and undershoots in the power output of the
cell when a change in current or voltage is applied [62,375]. Peaks in the transient response of the cell are observed
experimentally [76,379]; their size and stabilization time depend not only on the double layer capacitance, but also on
the operating conditions [61, 65, 67–69,73, 76, 79]. Such peaks are commonly attributed to reactant availability after
the step change in operating conditions [61, 65, 68, 69, 381] and membrane water content [69]. Further modeling and
experimental studies are required to estimate the time scale of the double layer charging effects at various operating
conditions and for various catalyst layer compositions.

3.4 Electrochemical reactions

Electrochemical reactions taking place in the fuel cell are responsible for generation of electric current by converting
the chemical energy of the reactants, i.e., hydrogen and oxygen, to electrical energy. For a hydrogen PEM fuel cell,
the half-cell reactions at the anode and cathode are
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Anode: H2 −→ 2H+ + 2e−, (3.70)

Cathode:
1
2

O2 + 2H+ + 2e− −→ H2O, (3.71)

where the anodic reaction is the hydrogen oxidation reaction (HOR) and the cathodic reaction is the oxygen reduction
reaction (ORR). The source terms in mass and charge transport equations in the CL are computed from the HOR
and ORR kinetic models. The reaction kinetic models compute the current density (or volumetric current density)
as a function of the reactant concentration (partial pressure of gases) and overpotential η.

Butler-Volmer and Tafel kinetics are most commonly used to describe the reaction kinetics for both the HOR [1,
5, 34, 220, 338, 345] and ORR [1, 5, 34, 44, 329, 333, 382]. Using the Butler-Volmer equation, the volumetric current
density i can be written as [184,345]

i = Av jre f
0


 ∏

i=reactants

(
ci

c∗i

)γi
 exp

(
−αRFη

RT

)
−

 ∏
i=products

(
ci

c∗i

)γi
 exp

(
αPFη
RT

) , (3.72)

where Av is the active area of platinum per unit volume of catalyst layer, ci is the concentration of species i at the
electrode surface, c∗i is the concentration of species i at which the exchange current density, jre f

0 , was measured, αR

and αP are the reaction transfer coefficients, and γi is the reaction order with respect to species i.
For sluggish reactions requiring high negative overpotentials to proceed such as the ORR, the Butler-Volmer

equation (3.72), can be simplified to the Tafel expression:

i = Av jre f
0


 ∏

i=reactants

(
ci

c∗i

)γi
 exp

(
−αRFη

RT

) .
Butler-Volmer and Tafel kinetics are only valid for single electron transfer and multi-step reactions with a unique

rate determining step. Experimental evidence however suggests that HOR [8,383,384] and ORR [385–388] have rate
determining step that change with overpotential. Thus, kinetic models which can take into account the multi-step
reaction mechanisms are required to accurately predict the reaction rates for the HOR and ORR. Complex kinetic
models are also required to study Pt dissolution and carbon corrosion.

HOR on Pt catalyst is generally described by the Tafel-Heyrovsky-Volmer mechanism [389–391],

Tafel: H2 + 2Pt
 2Pt-H, (3.73)

Heyrovsky: H2 + Pt 
 Pt-H + H+ + e−, (3.74)

Volmer: Pt-H 
 H+ + e− + Pt, (3.75)

with two possible pathways, i.e., Tafel-Volmer and Heyrovsky-Volmer, for the oxidation of hydrogen to protons.
The Tafel-Volmer pathway involves a dissociative chemisorption of hydrogen on the Pt surface (Tafel step) followed
by the one-electron oxidation reaction of the adsorbed hydrogen atom (Volmer step) which occurs twice. In the
Heyrovsky-Volmer mechanism, the first step involves dissociative adsorption of hydrogen along with one-electron
oxidation of one of the hydrogen atoms (Heyrovsky step) followed by the one-electron oxidation of the adsorbed
hydrogen atom (Volmer step). Studies have shown the relative contributions of the Tafel-Volmer and Heyrovsky-
Volmer mechanisms at different overpotentials and limiting mass transport currents [383, 392, 392, 393]. Wang et
al. [8] proposed a dual path kinetic model for the HOR that considered both reaction pathways and was able to
accurately model experimental polarization curves for a range of limiting mass transport currents.

For the dual path model, the reaction rates for each of the elementary steps in equations (3.73)-(3.75) are [8]

νT = kT (1 − θPt-H)2cH2 − k−T θ
2
Pt-H, (3.76)

νH = kH(1 − θPt-H)cH2exp

(
(1 − βH)FE

RT

)
− k−HθPt-HcH+exp

(
−βH FE

RT

)
, (3.77)

νV = kVθPt-Hexp

(
(1 − βV )FE

RT

)
− k−VcH+ (1 − θPt-H)exp

(
−βV FE

RT

)
, (3.78)

where ν is the rate of the reaction, E is the half-cell voltage, k is the equilibrium rate constant (usually computed
from experimental data), subscripts T, H, and V denote the Tafel, Heyrovsky, and Volmer reactions, and negative
subscripts denote the backward reactions. Wang et al. [8] suggest a value of 0.5 for both βH and βV . The coverage

30



θPt-H is defined as the fraction of active Pt sites occupied by the intermediate adsorbed species Pt-H. Therefore,
(1 − θPt-H) gives the fraction of active Pt sites available for reaction, as seen in equations (3.76) and (3.77). Using
equations (3.76)-(3.78), the change in coverage of the intermediate species can be written as

dθPt-H

dt
= 2νT + νH − νV . (3.79)

The HOR current density, jHOR, can be computed as

jHOR = F (νH + νV ) , (3.80)

which gives the current per unit area of Pt. The volumetric current density, iHOR, i.e., current per unit volume of
electrode, can be obtained using

iHOR = jHORAv, (3.81)

which is used in the source term in equations (3.67) and (3.68) and in Table 3.3 for the anode.
Equations (3.76)-(3.80) summarize the general set of nonlinear system of equations for the dual-path HOR kinetics

with six rate constants and two cathodic transfer coefficients. However, for practical implementation into MEA or
full-cell models, the kinetic model needs to be simplified so that the overall simulation is feasible and computationally
efficient. Further, the rate constants cannot be measured directly from experiments, therefore, they must be fitted
to the experimental data by correlating them to the exchange current density, i.e, the current density produced
when the reaction is at equilibrium (forward reaction rate is equal to the backward reaction rate). The following
assumptions are made to simplify the dual-path kinetic model:

1. steady state conditions are assumed for the coverages so that dθPt-H

dt = 0;

2. the rate of the Volmer reaction is much higher than the Tafel or Heyrovsky reactions;

3. the coverage of the intermediate species is small so that (1 − θPt-H) ∼ 1 and (1 − θ0
Pt-H) ∼ 1;

4. the concentration of protons (cH+) is equal to the reference equilibrium proton concentration (ceq

H+); and

5. the cathodic transfer coefficients for Heyrovsky and Volmer reactions are 0.5 (βH = βV = 0.5) [8].

Applying these assumptions to equations (3.76)-(3.80) and correlating the rate constants to the exchange current
density, the coverage of the intermediate species can be written as

θPt-H

θ0
Pt-H

= e
−Fη

γadsRT (3.82)

where θ0
Pt-H is the equilibrium coverage of the intermediate species and γads is the potential range constant for

adsorption isotherm [8]. The HOR current density can then be computed as [8]

jHOR = j0T

 cH2

cref
H2

−
c0

H2

cref
H2

e
−2Fη

γadsRT

 + j0H

 cH2

cref
H2

e
Fη

2RT −
c0

H2

cref
H2

e
−Fη

γadsRT e
−Fη
2RT

 , (3.83)

where c0
H2

is the equilibrium concentration of hydrogen at the Pt surface, cref
H2

is the saturation concentration of H2
under 1 atm pressure, and j0T and j0H are the exchange current densities for the Tafel and Heyrovsky reactions,
respectively. A detailed derivation of equations (3.82) and (3.83) can be found in reference [8]. Equation (3.83) can
be implemented in any numerical model and a similar expression is implemented, for example in OpenFCST [6,83].

Several studies have been performed to investigate the ORR mechanism on Pt catalyst [385,388,394–397]. Walch
et al. [398] summarize the different ORR mechanisms where up to six intermediate adsorbed species, namely O2(ads),
O(ads), HO2(ads), H2O2(ads), H2O(ads), and OH(ads), can be present. However, detailed reaction pathways such as
those in [398] are generally not used for fuel cell modeling. Only recently, the double trap mechanism proposed
by Wang et al. [397], which assumes two intermediate species, OH(ads) and O(ads), was used for fuel cell MEA
models [51, 304, 317, 338, 399, 400]. The elementary reactions for the double trap mechanism for the ORR on Pt
proposed by Wang et al. [397] and later fitted to experimental data by Moore et al. [27] are

Dissociative Adsorption (DA):
1
2

O2 + Pt
 Pt-O, (3.84)

Reductive Adsorption (RA):
1
2

O2 + Pt + H+ + e− 
 Pt-OH, (3.85)

Reductive Transition (RT): Pt-O + H+ + e− 
 Pt-OH, (3.86)

Reductive Desorption (RD): Pt-OH + H+ + e− 
 H2O + Pt, (3.87)
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where Pt-O and Pt-OH are adsorbed species on the Pt active sites. The double trap mechanism proposes that ORR
can take place via two routes, namely DA-RT-RD and RA-RD. Markiewicz et al. [388] found that the double trap
model was unable to predict their experimental ORR polarization curves for potentials in the range of 0.3-0.7 V.
They proposed a modified double trap model with three intermediate species, however an analytical expression for
the current density was not provided and therefore the model is not discussed further.

In the double trap model, the reaction rates for the reactions in equations (3.84)-(3.87) are,

νDA = kDAψc
1
2
O2
− k−DAθPt-O, (3.88)

νRA = kRAψc
1
2
O2

cH+exp
(
−βRAFE

RT

)
− k−RAθPt-OHexp

(
(1 − βRA)FE

RT

)
, (3.89)

νRT = kRTθPt-OcH+exp
(
−βRTFE

RT

)
− k−RTθPt-OHexp

(
(1 − βRT)FE

RT

)
, (3.90)

νRD = kRDθPt-OHcH+exp
(
−βRDFE

RT

)
− k−RDψexp

(
(1 − βRD)FE

RT

)
, (3.91)

where ψ is the fraction of active platinum sites available, which is related to the coverage of intermediate species
through the following equation:

ψ = 1 − θPt-O − θPt-OH. (3.92)

Using the reaction rates from equations (3.88)-(3.91), the ORR current density, jORR, can be computed using

jORR = −F (νRA + νRT + νRD) , (3.93)

where the negative sign is added to follow the convention that reduction current is negative and jORR is the ORR
current per unit area of platinum. Similar to the HOR, the volumetric current density iORR can be obtained as

iORR = jORRAv, (3.94)

which is used in the source terms in equations (3.67) and (3.68) and in Tables 3.1, and 3.3 for the cathode. The
following assumptions are made to simplify the expression for jORR:

1. steady state conditions are assumed for the coverages so that dθPt-O

dt = 0 and dθPt-OH

dt = 0;

2. the concentration of protons is constant and equal to the reference equilibrium proton concentration; and

3. the equilibrium free energies of the intermediates (θeq
Pt-O and θ

eq
Pt-OH) can be represented using Langmuir

isotherms so that

θ0
Pt-O

ψ0 = e−∆G0
O , (3.95)

θ0
Pt-OH

ψ0 = e−∆G0
OH , (3.96)

where ∆G0
i denotes the equilibrium Gibbs free energy for intermediate species i, θ0

Pt-O is the equilibrium coverage
of the intermediate species Oads, θ

0
Pt-OH is the equilibrium coverage of the intermediate species OHads, and ψ0

is the equilibrium fraction of free Pt sites.

Applying the assumptions above and relating the rate constants to the free energy of the reactions, the expression
for the current density for the ORR is [401]

jORR = j∗
[
e−

∆G∗
RD
kT θPt-OH − e−

∆G∗
-RD
kT ψ

]
, (3.97)

where j∗ is a reference prefactor for the ORR reaction which is set to 1,000 Acm−2 in [27, 397] and the coverage of
the intermediate steps are given as [27,401]

θPt−OH =
C gDA(C gRA+g-RD−gRT)−(C gRA+g-RD)(C gDA+g-DA+gRT)

(C gDA−g-RT)(C gRA+g-RD−gRT)−(C gRA+g-RA+g-RT+gRD+g-RD)(C gDA+g-DA+gRT) (3.98)

θPt−O =
C gDA(C gRA+g-RA+g-RT+gRD+g-RD)−(C gRA+g-RD)(CgDA−g-RT)

(C gDA+g-DA+gRT)(C gRA+g-RA+g-RT+gRD+g-RD)−(C gRA+g-RD−gRT)(C gDA−g-RT) (3.99)
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where C is the oxygen concentration ratio and is given by

C =

 cO2

cre f
O2

1/2

(3.100)

The gi terms in equations (3.98) and (3.99) are given by:

gi = e−∆G∗i /kT (3.101)

where ∆G∗i are the potential dependent free energies of activation of the i-th step. These free energies are given
by [401]

∆G∗DA = ∆G∗0DA,

∆G∗−DA = ∆G∗0DA − ∆G0
O,

∆G∗RA = ∆G∗0RA + βRAeη,

∆G∗−RA = ∆G∗0RA − ∆G0
OH − βRAeη,

∆G∗RT = ∆G∗0RT + βRTeη,

∆G∗−RT = ∆G∗0RT − ∆G0
OH + ∆G0

O − βRTeη,

∆G∗RD = ∆G∗0RD + βRDeη,

∆G∗−RD = ∆G∗0RD + ∆G0
OH − βRDeη,

where e is the charge of a single electron and η is the applied overpotential i.e. η = E − Eeq. The free energies of
activation at zero overpotential are denoted ∆G∗0DA, ∆G∗0RA, ∆G∗0RT and ∆G∗0RD while the free energies of adsorption at zero
overpotential are denoted ∆G0

O and ∆G0
OH. These six free energies are the unknown kinetic parameters upon which the

model is based. These values were obtained by Moore et al. in reference [27]. Detailed derivations for the expressions
above can be found in [27,397,401]. An implementation of the kinetic model can be found in OpenFCST [6,83].

3.5 Heat transport

Thermal effects cannot be neglected in single-cell and stack fuel cell models, especially in cases where phase change is
dominant. High temperatures increase reaction rates and species transport while they reduce theoretical cell voltage
and membrane conductivity (due to low water content) while increasing hydrogen crossover. If the cell is operated
at high current density, localized excessive heat in the catalyst layers may lead to membrane degradation and the
appearance of pin holes [402,403]. Achieving a balance between positive and negative thermal effects, known as heat
(or thermal) management, has been an active area of research for many years within the fuel cell mathematical mod-
eling community and resulted in a large number of fuel cell models aiming at predicting the temperature distribution
within the fuel cell which has been measured experimentally to change by several degrees [111].

Nguyen and White proposed a non-isothermal PEMFC model as early as 1993 [31]. Since then, more detailed
non-isothermal fuel cell models were developed including three-dimensional studies by Wang et al. [404], Mazumder
and Cole [405], and Ju et al. [406,407]. Unfortunately, some key thermal effects were neglected in those models, such
as the heat of the reaction [31], reversible heat of reaction [404, 405], ohmic losses due to electron transport [404,
406, 407], and heat sink due to water evaporation [406, 407]. Other 3D models also lacked a description of ohmic
heating [5, 408]. Wang and Wang [409] improved the model by Ju et al. by including two-phase effects. However, a
number of simplifying assumptions were still present in their model, e.g., isotropic and homogeneous properties of
the fuel cell layers. Geometrical simplifications resulted in several 1D [410–412] and 2D [413–416] models that, due
to their lower computational and implementation demands, allowed scientist to introduce more accurate physical
representations, including anisotropy of the porous media [414,415] and two-phase physics [410,412,415,416]. These
models however still contained some simplifications. For instance, Rowe and Li [410] and Ramousse et al. [411]
did not take into account local thermal effects and assumed either a uniform cell temperature [411] or that the
thermophysical properties were given at the average cell temperature [410]. Birgersson et al. [413] and Weber and
Newman [412] considered interface models for catalyst layers, thereby neglecting any effects within the catalyst layer.
Pasaogullari et al. [414] only studied the GDL and Zamel and Li [416] limited their model to the cathode. Bapat
and Thynell [415] only considered heat conduction. Bhaiya et al. [308, 309] recently developed a single-phase, non-
isothermal PEMFC model that took into account all thermal effects listed in previous publications, except for water
condensation because all water in cathode was assumed to be generated in vapor form. This model was extended
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later by Zhou et al. [304] into a two-phase, non-isothermal PEMFC model where the effects of condensation and
enthalpy transport of liquid water are included.

Temperature distribution within a cell is governed by the energy conservation equation [32,160,303,417]. A single
energy conservation equation is considered in this entry by assuming local thermal equilibrium between phases due
to the large interstitial area of the porous materials in a PEMFC [308,309]. An energy conservation equation could
be used for each phase (solid, gas and liquid), however this approach is not taken here and the interested reader is
referred to references [418–420] for more information.

During the operation of a fuel cell, the main local sources and sinks of heat can be separated into three major
categories depending on their nature: a) reaction heat; b) due to changes in the physical state of water; and c) ohmic
heating. Reaction heat (reversible and irreversible) is released in the catalyst layers as the electrochemical reactions
proceed. Liquid water is generated in the cathode during ORR and, depending on the local temperature, pressure,
and humidity, may evaporate acting as a heat sink, be transported to cooler regions of the cell, and condense there
creating a heat source (this is referred to as the heat pipe effect). Water sorption and desorption into and out of the
electrolyte also release/absorb heat. Thermal effects may also affect the transport phenomena in PEMFCs, such as
in the case of thermo-osmosis, i.e., the transport of sorbed water in the ionomer due to temperature gradients.

Based on the analysis above, treating all gases as ideal, and neglecting viscous heat dissipation, Soret and Dufour
effects, the energy conservation equation inside a fuel cell takes the following form:

εv
∂(ρgĥg)
∂t

+ ∇ ·
(
εvρgĥgvvvg

)
= ∇ ·

(
κeff∇T

)
− ∇ ·

(∑
H̄iNNN i

)
+ Ŝ heat − Ẇelectrical, (3.102)

where ĥg is the mass specific enthalpy of the gas, vvvg is the interstitial velocity of the gas mixture, κeff is the effective
thermal conductivity, H̄i is the molar specific enthalpy of species i, NNN i is the molar flux, and Ŝ heat and Ẇ are volumetric
rates of heat production and work done by the system, respectively.

The expression above depends on the mixture velocity and the molar flux of the different species in the porous
media, therefore it has to be expanded for each fuel cell compartment and its final form depends on the mass transport
model used as described in detail in reference [308]. In the cathode compartment of a PEMFC, a steady-state case
with negligible convective gas transport, i.e., vvvg ≈ 0, and Fickian diffusion, the equation above can be expanded and
further simplified to achieve the following expression [308],

∇ ·
(
keff∇T

)
+ Deff

O2,N2
c∇xO2 · (∇H̄O2 − ∇H̄N2 )

+ Deff
H2O,N2

c∇xH2O · (∇H̄H2O − ∇H̄N2 ) − NNNλ · ∇H̄λ − NNN l · ∇H̄l + Ŝ heat = 0. (3.103)

For ideal gases, molar enthalpies of gaseous species are function of temperature alone. For sorbed water and
liquid water, it is also assumed here that the molar specific enthalpies are only a function of temperature. Thus
considering the sorbed water transport due to electro-osmotic drag, water diffusion and thermo-osmotic diffusion,
the thermal transport equation inside the cathode catalyst layer can finally be expressed as:
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∂T
∇pc · ∇T + Ŝ heat = 0, (3.104)

where in the cathode catalyst layer the term Ŝ heat contains the following:

1. The irreversible heat generation (efficiency losses) due to activation overpotential:

S irrev,ORR = −iη = −i (φs − φm − EORR) , (3.105)

where η is the overpotential. Since η is negative for a cathodic reaction, a negative sign is placed in the formula,
EORR is the equilibrium potential derived from the Nernst equation [199,401].

2. Reversible heat generation in the cathode catalyst layer due to ORR is:

S rev,ORR =
i

2F

(
−T∆S̄ ORR

)
=

i
2F

(
−T fORR∆S̄ overall

)
, (3.106)

where S̄ overall is the overall entropy change per mole of fuel (H2). Since the entropy of the half-cell reaction
cannot be explicitly obtained, a factor fORR, is introduced to account for the fraction of reversible heat produced
in the ORR.
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3. Heat source term due to phase change:

S phase,CL = MH2OS H2O(evap/cond)L̂water, (3.107)

where L̂water is the specific latent heat of vaporization/condensation of water, which is a function of temperature
and is reported in [421].

4. The electronic and protonic Ohmic heating (irreversible):

S ohmic,CL = σ
e f f
m (∇φm · ∇φm) + σ

e f f
s (∇φs · ∇φs) . (3.108)

5. Heat source term due to water vapor sorption/desorption in the ionomer

S sorption,CL =
ktρdry

EW

(
λeq − λ

)
H̄sorption, (3.109)

where H̄sorption is heat release due to molar enthalpy change which corresponds to water vapor sorption.

Equation (3.104) can be implemented in order to estimate the temperature in the cathode CL. For the GDL and
MPL the same equation can be used excluding the reaction heat terms, i.e., (3.105), (3.106), and water sorption
term, i.e., (3.109). For the anode, a similar expression can be obtained. The interested reader is referred to [308].

4 Microscale simulation for parameter estimation

The governing equations of an MEA are described in Section 3. Critical to the proposed models are effective
transport coefficients such as the effective diffusion coefficient in equation (3.37). Effective medium theories, such as
Bruggemann correlation [34,44,422] (a particular case of equation (3.35)) and percolation theory [304,329,423] (shown
in equation (3.32)), have traditionally been used to estimate the effective transport properties of the porous media by
correlating the bulk transport properties to the solid or void volume fraction. However, these approximations do not
take into account the intrinsic structure of the porous media and rely upon experimental measurements to estimate
the exponents for the expressions in equations (3.32) and (3.35). A more accurate alternative to the effective medium
theories is the use of microscale simulations to estimate the transport properties, coefficients for condensation and
evaporation, and reaction effectiveness.

Advancements in microscopy techniques, such as x-ray computed tomography (X-CT) [29, 53, 55, 103, 424–431],
scanning transmission x-ray microscopy (STXM) [432–434], and focused ion beam-scanning electron microscopy
(FIB-SEM) [18,52,54,55,60,335,435], have enabled the visualization of the intrinsic structure of the fuel cell porous
media. The choice of the technique to be used depends on the application and fuel cell layer to be visualized. Imaging
techniques produce large image data sets which often require extensive image analysis to filter external noise and
provide meaningful information about the underlying structure. To estimate the transport and electrochemical
properties from the image data, a numerical tool must address the following aspects: a) image analysis of the data to
produce binarized images; b) conversion of the binarized image data to a computational domain or mesh; c) modeling
of the underlying physics, including simulation of the model, which involves providing parameters and discretization
of the equations; and d) computational requirement.

Image analysis depends on the microscopy technique used to obtain the data. Details for image analysis can be
found in the references for the different techniques mentioned above. The goal of image analysis is the segmentation
of the structure into different phases (for X-CT and FIB-SEM). This binarized data set can then be used to generate
a computational mesh. The mesh can be generated from the images in one of the following ways:

1. direct conversion of the image voxels into cells (for direct numerical simulation (DNS)) or lattice points (used
for Lattice Boltzmann method (LBM)) [9, 12,18,366,436–441] so that the mesh resolution is the voxel size;

2. use of triangulation algorithms to generate meshes from the images [29, 103, 442], typically used for CFD
simulations; and

3. abstraction of the geometry to simplified networks [361,428,437,440,443–447], usually employed in pore network
models (this method, however, results in the loss of morphological features of the original sample).

Berson et al. [448] reported that the direct conversion of voxels into a mesh, as is the case with the first approach,
could lead to an overprediction of the interfacial area depending upon the mesh resolution. However, the use
of meshing algorithms to smooth the digitized geometry might not be necessarily accurate, because the smallest
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recoverable feature or interface depends on the voxel size. Also, it is unlikely that the solid surface in the fuel cell
porous media, made up of heterogeneous materials, such as platinum supported on high surface area carbon in CLs,
is smooth. Therefore, the first approach of converting image voxels into a computational mesh is acceptable for
numerical simulation of the transport and electrochemical performance in the microstructures.

Numerical simulations in PEMFC microstructures have been performed either using the continuum approach
(DNS) or LBM. However, for certain cases like diffusion in the CL, where the pore sizes are in the range of the mean
free path of the gas molecules, the continuum approach is an approximation. This has led to the use of higher order
LBM for such cases [15,424,449]. However, the large computational cost associated with the LBM (e.g., 6 hours on
320 cores for 8 million lattice points without consideration of Knudsen effects [15]) makes it unfeasible for performing
optimization studies. This, in conjunction with the similar results obtained using continuum and LBM simulations
for Kn ∼ 1 [14], has led to the continued use of the continuum approach to describe the physics in microstructures.
In this Section, continuum equations used to compute the effective transport properties for the microstructures are
described. Since the effective properties depend only on the steady-state fluxes, transient effects are ignored in the
presented models.

Charge transport in the microstructures is simulated using Ohm’s law [13,366,431,439,442,450,451],

∇ · (σσσ∇φ) = 0, (4.1)

where σσσ is either the bulk electronic or protonic conductivity tensor of the material and φ is either the electronic or
protonic potential, depending upon the phase under study. Usually, equation (4.1) is simulated in the solid phase of
the microstructures, corresponding to the platinum and carbon in the CL and carbon fibers in the GDL. Therefore,
φ is usually the electronic potential except when the equation is simulated in the ionomer or liquid water phase of
the CL where it would be the protonic potential. It is important to note that the source term (usually written on
the right side) in equation (4.1) is zero. This is because the effective conductivity is assumed to be a function of the
geometry and material of the layer and independent of the electrochemical reactions in the layer. To compute the
effective conductivity in the Cartesian directions (X, Y and Z), equation (4.1) is solved with the boundary conditions

φ = φin on Γ1,

φ = φout on Γ2, and

(σσσ∇φ) · nnn = 0 (no-flux condition) everywhere else,

(4.2)

where φin is the potential at the inlet plane, φout is the potential at the outlet plane, nnn is the outward normal vector
to a surface, and Γ1 and Γ2 are the inlet and outlet cross-section planes, respectively, in the direction in which the
effective conductivity is to be computed. For example, to compute the effective conductivity in the X-direction, i.e.,
σeff

XX component of the conductivity tensor, Γ1 and Γ2 would be the YZ planes at the X-inlet and X-outlet. The
no-flux boundary condition in equations (4.2) is used to prevent the charge transport across the solid-void interface
and assume symmetry on all the outer planes except the inlet and outlet plane. By solving equation (4.1) with
boundary conditions given by (4.2), the total current, I, leaving through the outlet plane, Γ2, can be computed. This
can be used to compute the effective conductivity, σeff, using

σeff = I
L

A(φin − φout)
, (4.3)

where L is the distance between the inlet and outlet planes, and A is the cross-section area of the outlet plane.
The effective thermal conductivity of the solid phase in the microstructures can be computed using heat conser-

vation based on Fourier’s law [450–452],
∇ · (κκκ∇T ) = 0, (4.4)

where κκκ is the bulk thermal conductivity tensor of the solid phase material in the microstructure. The thermal
transport is considered to take place primarily in the solid phase due to difference of 3-4 orders of magnitude
between the thermal conductivity of air and carbon (which is the primary material for most of the fuel cell porous
media). Boundary conditions similar to equation (4.2) can be be used by replacing φ with T and σσσ with κκκ. It
is assumed that the gas and solid are at a thermal equilibrium near the solid-void interface, therefore the no-flux
boundary condition can be used at solid-void interface. Further, it is assumed that symmetry conditions apply at the
outer planes of the domain except the inlet, Γ1, and outlet, Γ2, planes. Similar to the charge transport, equation (4.4)
can be solved with the given boundary conditions, to compute the total heat flow rate, Q, through the outlet plane
which can be used to compute the effective thermal conductivity, κeff, using equation (4.3) with I, φ and σeff replaced
by Q, T and κeff, respectively.
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The thermal and charge transport equations presented here ignore the the local contact resistances that might
exist between the particles in the microstructure. Kotaka et al. [431] compared the numerically computed effective
electronic conductivity, using equation (4.1), with experimentally measured values for GDLs and MPLs and found
that the numerical values were 27-32% higher than the experimental values for the GDL and 39 times the experimental
value for the MPL. They attributed the huge discrepancy, especially for the MPL sample, to the contact resistance
between carbon particles. The effect of contact resistances has also been shown by Espinola et al. [453], where
the experimentally measured electrical conductivity for carbon powders was shown to be a function of compression
pressure. These results indicate that the contact resistance between particles in porous layers made of carbon powder
based materials, such as MPLs and CLs, is important to accurately estimate the effective electronic conductivity of
these materials. Since thermal transport is also assumed to take place via conduction through the solid material, a
similar thermal contact resistance should be accounted for in the thermal transport model.

Gas transport in the pores of the microstructures is commonly studied using the steady-state form of Fick’s second
law of diffusion [13, 18, 448, 451], given in equation (3.37). In this case, the diffusion coefficient for species i, Di, is
defined as the bulk diffusion coefficient of species i in the gas for GDLs, where the Knudsen effects are negligible,
and using the Bosanquet equation for CLs and MPLs, where pore sizes are in the range of the mean free path of the
gas molecules [13,18,448,451]. In the latter case, the diffusion coefficient is given by

1
Di

=
1

Di j
+

1
DK

i

, (4.5)

where DK
i is the Knudsen diffusion coefficient for species i, given by equation (3.36). Since the Knudsen diffusion

coefficient depends on the local pore radius, it is specified locally by computing the local pore radius (using sphere
fitting [18, 29], average of the wall distance in different directions [13, 439]), or using an effective pore radius for the
entire domain [10]. Boundary conditions similar to equation (4.2) can be used by replacing φ with xi and σσσ with
Di. The total flow rate of species i at the outlet, Ṅi, can be used to compute the effective diffusivity, Deff

i , using
equation (4.3) by replacing I, φ and σeff with Ṅi, xi and Deff

i , respectively.
Electrochemical reactions have mainly been studied on the cathode CL microstructure due to the sluggishness of

the ORR. These studies have been performed on stochastic [7–15] and FIB-SEM CL reconstructions [16–18]. Chen
et al. [15] have used LBM to simulate the electrochemical reactions on a CL reconstruction, but all other studies
have used either the finite volume or the finite element methods. Most of the prior studies have used Butler-Volmer
or Tafel kinetics to estimate the ORR. As discussed in Section 3.4, the ORR is a multi-step reaction where the
rate determining step depends on the overpotential. Therefore, the double trap [397] or the modified double trap
model [388], presented in Section 3.4, would be more appropriate. Sabharwal et al. [18] used the double trap model
to study the ORR on a FIB-SEM reconstruction of the CL. However, they assumed constant overpotential in the
simulation domain.

The electrochemical reactions in the CL microstructure are studied by simulating equation (3.63) in the ionomer
phase, equation (3.64) in the carbon and platinum phase, and the steady-state form of equation (3.37) in the pore
phase. These three equations are coupled using the source term which depends on the reaction occurring on the Pt
surface and can be computed using the kinetic models in Section 3.4. For FIB-SEM and nano-CT imaging, only
solid and pore phases can be reconstructed, therefore, the solid phase cannot be separated into carbon, platinum,
and ionomer phases. If the domain is small enough so that the overpotential can be assumed constant, then the
model proposed by Sabharwal et al. [18] can be used, where only the oxygen diffusion is solved in the pore phase
using equation (3.37) (where species i would now be O2) with boundary conditions

xO2 = xin
O2

at all external walls,

(−DO2 ctot∇xO2 ) · nnn =
j

4F
APt,s|g at Γs|p.

(4.6)

where Γs|p indicates the solid-pore interface, j is the current density per unit area of Pt, and APt,s|g is the ratio of
active platinum area in the simulation domain to the solid-pore interface area. The boundary conditions given by
equations (4.6) assume that the domain is small enough that the oxygen concentrations at the outer walls of the
domain are identical and that the reaction only takes place at the solid-pore interface.

An oxygen transport resistance due to catalyst-ionomer interactions has been proposed as a key factor limiting
cathode performance [18, 51, 182, 183, 454, 455]. Zhang et al. [17] and Sabharwal et al. [18] accounted for the mass
transport resistance due to the ionomer films in their electrochemical models. The model presented by Sabharwal et
al. [18] assumes a fictitious thin film of ionomer to be present at the solid-pore interface as shown in Figure 4.1.

Therefore, for the reaction to take place at the solid-ionomer interface, additional resistances, in the form of
an interfacial resistance (considered in the model at the ionomer-gas interface) and diffusion resistance through the
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Figure 4.1: Illustration of the solid (black) - pore (white) domain of the CL microstructure with the fictitious ionomer
film (red).

ionomer film, are introduced. The mathematical form of these resistances is

(−DO2 c∇xO2 ) · nnn = −kO2

(
cO2,g| f − ceq

O2,g| f

)
,

=
Dfilm

O2

δN

(
cO2,g| f − creact

O2

)
,

=
j(creact

O2
, φs, φm)

4F
,

(4.7)

where kO2 is the oxygen dissolution rate in the ionomer, Dfilm
O2

is the oxygen diffusion coefficient in the ionomer film,
δN is the thickness of the ionomer film, cO2,g| f is the concentration of oxygen in the ionomer phase at the gas-ionomer
interface, ceq

O2,g| f
is the equilibrium oxygen concentration obtained from Henry’s law using the partial pressure of oxygen

in the gas phase, and creact
O2

is the oxygen concentration at the ionomer-catalyst interface used for calculating j. When
solved together, equations (3.37), (4.6), and (4.7) can be used to estimate the electrochemical performance in the CL
microstructure assuming constant overpotential in the domain. The results of the electrochemical simulations can
be used in macro-scale simulations to provide a better estimate of the local current density in different regions of
the CL based on the macro-scale overpotentials and oxygen concentrations. Recently, it has been suggested that the
interfacial resistance is likely due to platinum-ionomer interactions instead of oxygen dissolution [454]. In this latter
case, the functional form of the equation would remain the same but the physical meaning of kO2 would change.

Water management is critical to the operation of a PEMFC. The operation of a fuel cell under wet (high RH) and
cold (low temperature) conditions can lead to the production of excess liquid water, which can affect the reactant
transport and, in severe cases, cause complete shutdown of the cell due to reactant starvation. It is therefore
crucial to understand the effect of liquid water saturation on the gas transport and electrochemical reactions in
PEMFC. Micro-scale models can be used to correlate the morphology of the porous media to the liquid water
movement and the corresponding impact on the gas pathways. Liquid water transport in microstructures has been
studied using LBM [363,437,440,441,456–458], PNM [361,427,428,437,443–447,459,460], and full morphology (FM)
models [54,437,440,461–463]. PNM is the most commonly used approach to study liquid water intrusion in the fuel cell
porous media microstructures. As described earlier, PNMs abstract the geometry into a network of pores and throats
which can be generated using microscopy images such as X-CT [363,428,464] or random networks [361,445–447,459]
calibrated with experimental data such as porosity, mercury intrusion porosimetry, or saturation-pressure profiles.
PNMs are extremely fast and provide a computationally inexpensive means of obtaining pressure-saturation profiles
for porous media and computing the effective transport properties as functions of saturation for the abstract network.
FM models study the liquid intrusion in the porous media using a quasi-static capillary-driven water front approach,
in which the following equation is used to compute the capillary pressure required to intrude a pore with liquid water:

pc =
2γcosθ

rp
,

where γ is the surface tension of water, and θ is the contact angle.
The major advantage of FM over PNM is that no geometry abstraction is required and the liquid water trans-

port and corresponding transport properties can be studied on the actual microstructure. However, FM model is
computationally more expensive than PNM [440]. LBM can be used to study the intricate liquid water dynamics in
the microstructures as opposed to the quasi-static approach used by PNM and FM, but is computationally very ex-
pensive [440]. The details of the different models are not described in this Section and can be found in the references
listed above.

Interphase mass transfer between the gas and liquid phase is another mode for the transport of water in the
PEMFC layers. Microscale simulations can be used to compute the evaporation/condensation rates in the different
porous media. One such study was performed by Zenyuk et al. [465], who measured the evaporation rates in a GDL
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microstructure at different saturations. Using X-CT, they reconstructed the partially wetted GDL microstructures to
extract the liquid water surface mesh. Diffusive gas transport was simulated using the Maxwell-Stefan equation (3.8),
assuming that the region above the liquid water surface was a macro-homogeneous GDL and partial pressure of water
vapor near the liquid water surface was equal to the saturation pressure for water vapor. The results of the simulation
were used to compute the evaporation rates by measuring the flux of water through the liquid-gas interface. The
approach used by Zenyuk et al. [465] provided good agreements with the experimentally measured evaporation
rates. However, better models are needed to accurately take into account the morphology of the microstructures
and the local water distributions which might not always be connected and planar. Accurate estimates of the
evaporation/condensation rates in different porous media are required for the macro-scale models to describe the
two-phase flow in PEMFCs and optimize the functionality of different layers.

5 Implementation

There are mainly three categories of PEFC models: a) channel models [231,258,333,466–469]; b) through-the-channel
MEA models [161, 209, 304, 309, 327, 327–331, 338, 345–350, 406, 470]; and, c) along-the-channel and fuel cell models
which account for both gas channels and MEA sandwich [4, 417,471].

Some channel models consider single-phase flow [466], however, most of the models studying mass transport in the
channel include both air and liquid water in their formulation [231,258,333,467–469]. Early two-phase models, e.g.,
mixture (or M2) models, solved the transport problem for the gas-liquid mixture using a variable phase composition
formulation [333]. The transport of the gas mixture is solved using mass (3.1) and momentum (3.2) conservation
equations, and saturation is obtained from the water concentration in the mixture. Other two-phase flow models in
channels solve Navier-Stokes equations (3.2) and continuity equation (3.1) for both air and liquid water as immiscible
phases. Although ANSYS Fluent is the software used for the majority of these studies [231, 467–469], other works
use COMSOL Multiphysics [466] or open-source packages such as Gerris flow solver (GFS) [258,472]. Since ANSYS
Fluent and COMSOL are commercial CFD packages, the above-mentioned studies do not include discussion on the
implementation of the numerical models, and only the reference manual of each software is cited. Some authors,
e.g., Wang et al. [467], included a short discussion on the numerical approach, specifying that some terms in the
governing equations were implemented using user-specified functions. The only works that mention details on the
implementation and solvers used in open-source packages are that from Theodorakakos et al. [258], and Jarauta et
al. [233], the latter being implemented in the open source package Kratos Multiphysics [241].

A typical through-the-channel, single-phase, non-isothermal MEA model includes governing equations for gas,
charge, water and heat transport. The transport of gaseous species in the MEA is modeled using Fick’s law of diffusion
(equation (3.13)). Charge transport is commonly modeled using Ohm’s law (equation (3.61)). Transport of sorbed
water in the membrane is modeled using equation (3.44). Heat transfer is modeled using equation (3.104). An example
of single-phase non-isothermal MEA model is implemented in open-source software package OpenFCST v0.3 [83].

Two-phase, non-isothermal MEA models that account for the transport of liquid water are implemented using
either a one-equation model based on saturation (equation (3.46)) or a two-equation model including Darcy’s law
for the gas and liquid phases (equation (3.47) and (3.48)) together with a set of closure equations. Two-phase model
implementations can be found in many modeling packages such as CFDesign [345], STAR-CCM+ [406], ANSYS
Fluent [161, 328, 349], COMSOL Multiphysics [209], and OpenFCST [304, 309, 470]. One of the most complete fuel
cell models is the one proposed by Zenyuk et al. [209]. Their governing equations are solved using the general solvers
provided by COMSOL Multiphysics 5.0/5.1 [240] and MUMPS. A more recent two-phase model is developed by Zhou
et al. [470] which is linearized using Newton-Raphson method, discretized using the Galekin finite element method,
and solved using MUMPS in OpenFCST.

The models that include both gas flow channel and MEA sandwich are implemented in modeling packages such
as ANSYS Fluent [4] and CFX [417, 471]. These models require a high computational power and the convergence
can be very slow. For instance, the model proposed by Nguyen et al. [471] required about 6,000-8,000 iterations to
achieve convergence.

The partial differential equations for the above mentioned numerical models are nonlinear. For example, the
source terms for mass transport equations for oxygen and water vapor depend on current density, which depends on
electronic and solid potentials and reactant availability (Table 3.1). Therefore, these equations must be linearized
using Newton-Raphson and Picard methods

After a set of linear partial differential equations is obtained, discretization in space is performed. One option relies
on using the finite volume method [235] for space discretization. This method is used in many commercial numerical
simulation packages such as ANSYS Fluent [236] and STAR-CCM+ [237], and in open-source packages such as
FastFC [84]. Another well-known method is the finite element method [239], which is available in commercial packages
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such as COMSOL Multiphysics [240] and in open-source frameworks such as deal.ii [473] and OpenFCST [6,83]. Using
both finite volume and finite element methods, the computational domain is discretized into small elements, know as
the computational mesh. The resulting mesh must contain sufficient elements in order to obtain a grid-independent
solution. The meshes can be classified into structured and unstructured meshes. In a structured mesh, all internal
nodes are connected to the same number of neighbor nodes and the same element pattern is followed throughout the
grid. In an unstructured mesh, the pattern may be irregular and no requirement on the number of vertices surrounding
each node exists. Meshes can be refined based on an error estimator of the approximate solution (e.g., a posteriori
error estimator developed by Kelly et al. [474]). Adaptive refinement is applied, for example, in OpenFCST [6,44]. To
further improve the computational efficiency and avoid non-matching grids, domain decomposition methods (DDMs)
are used. DDMs are implemented in commercial (e.g., COMSOL [240], ANSYS Fluent [236]) and open-source (e.g,
OpenFOAM [238]) software.

For the reader interested in an open-source implementation of an MEA model, OpenFCST contains several models
that can be downloaded and utilized to gain a better understanding of fuel cell modeling [6].

As described in Section 4, continuum models have been used to describe the physical processes in the microstruc-
tures of the fuel cell porous media. The governing equations for these models can be discretized using the finite
volume method [11, 13, 14, 439, 451] or finite element method [18, 29, 103]. Additionally, when the electrochemical
reactions are considered in a CL microstructure, the resulting system of equations might be non-linear. These equa-
tions are then linearized using Newton-Raphson method [13,14,439] or Picard method [18]. The governing equations
can then be solved using commercial packages, such as ANSYS Fluent [236], COMSOL [240], and GEODICTr [475],
or open-source software, such as OpenFCST [6,83]. Although not described in this entry, Lattice Boltzmann method
and pore network models have also been used for microstructure simulations. Palabos [476] and OpenPNM [85,477]
are examples of open-source software which employ LBM and PNM, respectively, to study the physics in the fuel
cell porous media microstructures.

6 Conclusion

Substantial progress has been achieved in the area of fuel cell modeling since the pioneering work of Springer et
al. [1] and Bernardi and Verbrugge [2] in the early 1990s. A deeper understanding of the critical physical phenomena
occurring inside the fuel cell coupled with expanding computational resources have allowed researchers to consider
higher dimensionality and complex physical and electrochemical processes that were initially neglected due to high
computing costs, lack of experimental evidence of their importance and the difficulty of implementation. To date,
several two and three-dimensional single and two-phase channel models have been proposed and novel formulations are
still under development, such as the implementation of the generalized Navier-Stokes equations proposed by Kerkhof
and Geboers [214] for multi-component transport or the embedded Lagrangian-Eulerian formulation proposed by
Jarauta et al. [233]. MEA and full-cell models have transitioned from one-dimensional, single-phase models with
limited access to the source code, to open-source implementations of two-phase, non-isothermal MEA models that
include multi-step reaction kinetics and local mass transport losses [304].

This entry provided an overview of the governing equations used in channel, MEA and full-cell proton exchange
membrane fuel cell modeling. Starting with the function and composition of each component of a PEMFC, this entry
provided the most common mathematical models for mass, charge and energy transport in PEMFCs, as well as the
electrochemical reactions of hydrogen oxidation and oxygen reduction. All models are derived following several levels
of detail so that the material of this entry can serve as a base for developing novel PEMFC mathematical models with
varying levels of complexity depending on the simplifying assumptions. Due to nonlinearity and stiffness, the resulting
numerical models are hard to solve and require an adequate solution approach at all levels from discretization (in
both space and time) to the selection of appropriate linear, non-linear and transient solvers. Therefore, a section on
implementation details was also provided outlining the solution methodologies used in the literature and highlighting
the importance of open-source numerical software.

The governing equations discussed in this entry for full-cell and MEA modeling depend on many effective transport
properties, such as effective diffusivity. Obtaining effective transport properties and accounting for local transport
effects in the porous media, such as local transport resistances or evaporation, requires tedious experiments that are
usually time consuming. FIB-SEM and CT imaging can now provide three-dimensional reconstructions of GDLs, CLs
and MPLs with high resolution. This entry showed how numerical modeling can be used to interpret the imaging
data in order to extract effective transport properties under dry and wet conditions, and reaction rates per unit
volume.
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7 Future directions

The level of detail and overall complexity of PEMFC mathematical models has drastically increased since 1990’s. It
is clear, however, that future work is still required in order to remove simplifying assumptions and include additional
phenomena. Physical processes such as platinum dissolution and coarsening, carbon corrosion, compression effects,
membrane swelling and mechanical and chemical degradation and local mass transport losses have been shown to
be critical to fuel cell performance and durability [21, 33]. These processes take place at different time scales and
therefore, they are seldom integrated into detailed full-cell or MEA models. Numerical models need to be developed
with adaptive time stepping alogrithms to capture the dynamics of the fuel cell at the various time scales.

Future numerical models should also be able to integrate PEMFC transport and electrochemical processes across
various length scales. This requires developing coupling strategies to introduce nano-scale information from molecular
dynamics and density functional theory, and micro-scale information from microstructure simulations from FIB-SEM
and CT image reconstructions in the macro-scale models. Progress has been made recently in this regard by coupling
a GDL pore network model (PNM) to a volume averaged macro-scale MEA model [338,400]. However for CLs much
more complex couplings might be required, especially to introduce information regarding the electrochemical processes
occurring at the pore scale.

In addition to the structure of the porous media, the structure of the interface between the different layers has
also been shown to affect the local ohmic resistances [130] and water accumulation [131–134] in the PEFC. Although
commonly ignored in the macro-scale models, these interfaces can significantly affect the transport processes in the
PEFC and therefore, need to be accounted for in the full-cell models [33]. It is therefore necessary to develop efficient
coupling methods to integrate the information about the structure of the porous media and their interfaces into the
macro-scale models.

In the area of micro-scale simulations, further development is needed in order to seamlessly integrate modeling
into image analysis protocols. Mathematical characterization of the porous media microstructures using multiple
statistical functions has seldom been performed in literature. Future studies should aim to characterize the difference
in the structure of porous media with different composition and fabrication methods. Correlations also need to be
developed between the structure and properties of the porous media. Models to predict ionic transport and wettability
of thin ionomer films in the CL and the local mass transport losses identified at the catalyst sites [182,183,454,455]
are also required. Recent studies have tried to account for the effects of the ionomer film at micro- [17, 18] and
macro-scales [51, 158] however much work is required to understand the mechanism and mathematical functional
form of this so-called interfacial resistance.

Future work will therefore be required in the next decade to further extend, and validate with respect to experi-
mental data, current model implementations. Given the complexity of the current models, such extensions are likely
to be only possible within the framework of an open-source collaboration. Non-isothermal MEA models, as well as
companion simplified models, that have been validated with respect to experimental data [309] and micro-scale mod-
els are already publicly available in the open-source fuel cell software OpenFCST at www.openfcst.org. Open-source
software should serve as a foundation for further fuel cell model development. It is important that the research
community as a collective contributes to the development of open-source software so that the existing knowledge
base can be expanded in an efficient manner.
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[145] Lefèvre M, Proietti E, Jaouen F, Dodelet JP (2009) Iron-based catalysts with improved oxygen reduction
activity in polymer electrolyte fuel cells. science, 324(5923):71–74

[146] Chen C, Kang Y, Huo Z, Zhu Z, Huang W, Xin HL, Snyder JD, Li D, Herron JA, Mavrikakis M et al.
(2014) Highly crystalline multimetallic nanoframes with three-dimensional electrocatalytic surfaces. Sci,
343(6177):1339–1343

[147] Gu J, Zhang YW, Tao FF (2012) Shape control of bimetallic nanocatalysts through well-designed colloidal
chemistry approaches. Chem Soc Rev, 41(24):8050–8065

48



[148] Banham D, Ye S (2017) Current Status and Future Development of Catalyst Materials and Catalyst Layers
for Proton Exchange Membrane Fuel Cells: an Industrial Perspective. ACS Energy Lett, 2(3):629–638

[149] Gasteiger HA, Kocha SS, Sompalli B, Wagner FT (2005) Activity benchmarks and requirements for Pt, Pt-alloy,
and non-Pt oxygen reduction catalysts for PEMFCs. Appl Catal B: Environ, 56(1):9–35

[150] Wilson A, Marcinkoski J, Papageorgopoulos D (2016). DOE Hydrogen and fuel cells program record #16020

[151] Marcinkoski J, Spendelow J, Wilson A, Papageorgopoulos D (2015). DOE Hydrogen and Fuel Cells Program
Record #15015

[152] Kim KH, Lee KY, Kim HJ, Cho E, Lee SY, Lim TH, Yoon SP, Hwang IC, Jang JH (2010) The effects
of Nafion® ionomer content in PEMFC MEAs prepared by a catalyst-coated membrane (CCM) spraying
method. Int J Hydrog Energy, 35(5):2119–2126

[153] Jeon S, Lee J, Rios GM, Kim HJ, Lee SY, Cho E, Lim TH, Jang JH (2010) Effect of ionomer content and
relative humidity on polymer electrolyte membrane fuel cell (PEMFC) performance of membrane-electrode
assemblies (MEAs) prepared by decal transfer method. Int J Hydrog Energy, 35(18):9678–9686

[154] Song J, Cha S, Lee W (2001) Optimal composition of polymer electrolyte fuel cell electrodes determined by
the AC impedance method. J Power Sources, 94(1):78–84

[155] Du S, Millington B, Pollet BG (2011) The effect of Nafion ionomer loading coated on gas diffusion electrodes
with in-situ grown Pt nanowires and their durability in proton exchange membrane fuel cells. Int J Hydrog
Energy, 36(7):4386–4393

[156] Shukla S, Stanier D, Saha M, Stumper J, Secanell M (2016) Analysis of inkjet printed PEFC electrodes with
varying platinum loading. J Electrochem Soc, 163(7):F677–F687

[157] Secanell M, Carnes B, Suleman A, Djilali N (2007) Numerical optimization of proton exchange membrane fuel
cell cathodes. Electrochimica Acta, 52(7):2668–2682

[158] Hao L, Moriyama K, Gu W, Wang CY (2015) Modeling and experimental validation of Pt loading and electrode
composition effects in PEM fuel cells. J Electrochem Soc, 162(8):F854–F867

[159] Suzuki A, Sen U, Hattori T, Miura R, Nagumo R, Tsuboi H, Hatakeyama N, Endou A, Takaba H, Williams
MC et al. (2011) Ionomer content in the catalyst layer of polymer electrolyte membrane fuel cell (PEMFC):
Effects on diffusion and performance. Int J Hydrog Energy, 36(3):2221–2229

[160] Berning T, Djilali N (2003) Three-dimensional computational analysis of transport phenomena in a PEM fuel
cell - a parametric study. J Power Sources, 124(2):440–452

[161] Sivertsen B, Djilali N (February 2005) CFD based modelling of proton exchange membrane fuel cells. J Power
Sources, 141(1):65–78

[162] Sun W, Peppley B, Karan K (2005) An improved two-dimensional agglomerate cathode model to study the
influence of catalyst layer structural parameters. Electrochimica Acta, 50(16):3359–3374

[163] Broka K, Ekdunge P (March 1997) Modelling the PEM fuel cell cathode. J Appl Electrochem, 27(3):281–289

[164] Siegel N, Ellis M, Nelson D, Von Spakovsky M (2003) Single domain PEMFC model based on agglomerate
catalyst geometry. J Power Sources, 115(1):81–89

[165] Jaouen F, Lindbergh G, Sundholm G (2002) Investigation of mass-transport limitations in the solid polymer
fuel cell cathode - I. Mathematical model. J Electrochem Soc, 149(4):A437–A447

[166] Ihonen J, Jaouen F, Lindbergh G, Lundblad A, Sundhlom G (2002) Investigation of mass-transport limitations
in the solid polymer fuel cell cathode - II. Experimental. J Electrochem Soc, 149(4):A448–A454

[167] Gode P, Jaouen F, Lindbergh G, Lundblad A, Sundholm G (2003) Influence of the compositon on the structure
and electrochemical characteristics of the PEMFC cathode. Electochimica Acta, 48:4175–4187

[168] Secanell M, Songprakorp R, Suleman A, Djilali N (2008) Multi-objective optimization of a polymer electrolyte
fuel cell membrane electrode assembly. Energy Environ Sci, 1:378–388

49



[169] Secanell M, Songprakorp R, Djilali N, Suleman A (2010) Optimization of a proton exchange membrane fuel
cell membrane electrode assembly. Struct Multidiscip Optim, 40(1-6):563–583

[170] Dobson P, Lei C, Navessin T, Secanell M (2012) Characterization of the PEM fuel cell catalyst layer microstruc-
ture by nonlinear least-squares parameter estimation. J Electrochem Soc, 159(5):B514–B523

[171] Shah A, Kim GS, Sui P, Harvey D (2007) Transient non-isothermal model of a polymer electrolyte fuel cell. J
Power Sources, 163(2):793–806

[172] Xing L, Liu X, Alaje T, Kumar R, Mamlouk M, Scott K (2014) A two-phase flow and non-isothermal agglom-
erate model for a proton exchange membrane (PEM) fuel cell. Energy, 73:618–634

[173] Xing L, Mamlouk M, Kumar R, Scott K (2014) Numerical investigation of the optimal Nafion® ionomer content
in cathode catalyst layer: An agglomerate two-phase flow modelling. Int J Hydrog Energy, 39(17):9087–9104

[174] Wang Q, Eikerling M, Song D, Liu Z (2004) Structure and performance of different types of agglomerates in
cathode catalyst layers in PEM fuel cells. J Electroanal Chem, 573:61–69

[175] Wardlaw P (2014), Modelling of PEMFC catalyst layer mass transport and electro-chemical reactions using
multi-scale simulations. Master’s thesis, University of Alberta

[176] Bird RB, Stewart WE, Lightfoot E (2002), Transport Phenomena. J. Wiley and Sons, 2nd edition

[177] Ma S, Solterbeck CH, Odgaard M, Skou E (2009) Microscopy studies on pronton exchange membrane fuel cell
electrodes with different ionomer contents. Appl Phys A: Mater Sci & Process, 96(3):581–589

[178] Xu F, Zhang H, Ilavsky J, Stanciu L, Ho D, Justice MJ, Petrache HI, Xie J (2010) Investigation of a catalyst ink
dispersion using both ultra-small-angle X-ray scattering and cryogenic TEM. Langmuir, 26(24):19199–19208

[179] Banham D, Feng F, Fürstenhaupt T, Pei K, Ye S, Birss V (2011) Effect of Pt-loaded carbon support nanos-
tructure on oxygen reduction catalysis. J Power Sources, 196(13):5438–5445

[180] Epting W, Litster S (2012) Effects of an agglomerate size distribution on the PEFC agglomerate model. Int J
Hydrog Energy, 37(10):8505–8511

[181] More K, Borup R, Reeves K (2006) Identifying contributing degradation phenomena in PEM fuel cell membrane
electrode assemblies via electron microscopy. ECS Transactions, 3(1):717–733

[182] Kudo K, Suzuki T, Morimoto Y (2010) Analysis of oxygen dissolution rate from gas phase into Nafion surface
and development of an agglomerate model. ECS Transactions, 33(1):1495–1502

[183] Suzuki T, Kudo K, Morimoto Y (2013) Model for investigation of oxygen transport limitation in a polymer
electrolyte fuel cell. J Power Sources, 222:379–389

[184] Moore M, Wardlaw P, Dobson P, Boisvert J, Putz A, Spiteri R, Secanell M (2014) Understanding the effect of
kinetic and mass transport processes in cathode agglomerates. J Electrochem Soc, 161(8):E3125–E3137

[185] Banham D, Feng F, Fürstenhaupt T, Ye S, Birss V (2012) First time investigation of Pt nanocatalysts deposited
inside carbon mesopores of controlled length and diameter. J Mater Chem, 22(15):7164–7171

[186] Shao Y, Yin G, Gao Y (2007) Understanding and approaches for the durability issues of Pt-based catalysts for
PEM fuel cell. J Power Sources, 171(2):558–566

[187] Katsounaros I, Cherevko S, Zeradjanin A, Mayrhofer K (2014) Oxygen electrochemistry as a cornerstone for
sustainable energy conversion. Angewandte Chemie - Int Ed, 53(1):102–121

[188] Roen L, Paik C, Jarvi T (2004) Electrocatalytic corrosion of carbon support in PEMFC cathodes. Electrochem
Solid-State Lett, 7(1):A19–A22

[189] Liu Z, Brady B, Carter R, Litteer B, Budinski M, Hyun J, Muller D (2008) Characterization of carbon corrosion-
induced structural damage of PEM fuel cell cathode electrodes caused by local fuel starvation. J Electrochem
Soc, 155(10):B979–B984

[190] Young A, Stumper J, Gyenge E (2009) Characterizing the structural degradation in a PEMFC cathode catalyst
layer: carbon corrosion. J Electrochem Soc, 156(8):B913–B922

50



[191] Darling RM, Meyers JP (2003) Kinetic Model of Platinum Dissolution in PEMFCs . J Electrochem Soc,
150(11):A1523–A1527

[192] Franco AA, Tembely M (2007) Transient multiscale modeling of aging mechanisms in a PEFC cathode. J
Electrochem Soc, 154(7):B712–B723

[193] Rinaldo S, Lee W, Stumper J, Eikerling M (2011) Model- and theory-based evaluation of Pt dissolution for
supported Pt nanoparticle distributions under potential cycling. Electrochem Solid-State Lett, 14(5):B47–B49

[194] Holby EF, Morgan D (2012) Application of Pt nanoparticle dissolution and oxidation modeling to understanding
degradation in PEM fuel cells . J Electrochem Soc, 159(5):B578–B591

[195] Rinaldo S, Lee W, Stumper J, Eikerling M (2014) Mechanistic principles of platinum oxide formation and
reduction. Electrocatalysis, 5(3):262–272

[196] Redmond E, Setzler B, Alamgir F, Fuller T (2014) Elucidating the oxide growth mechanism on platinum at
the cathode in PEM fuel cells. Phys Chem Chem Phys, 16(11):5301–5311

[197] Fuller T, Gray G (2006) Carbon corrosion induced by partial hydrogen coverage. ECS Transactions, 1(8):345–
353

[198] Newman J, Thomas-Alyea KE (2012), Electrochemical systems. John Wiley & Sons

[199] Bard AJ, Faulkner LR (2001), Electrochemical methods: fundamentals and applications. John Wiley & Sons,
Inc., second edition

[200] Verbrugge M, Hill R (1990) Ion and solvent transport in ion-exchange membranes I. A macrohomogeneous
mathematical model. J Electrochem Soc, 137(3):886–893

[201] Bernardi D, Verbrugge M (August 1991) Mathematical model of a gas diffusion electrode bonded to a polymer
electrolyte. AIChE J, 37(8):1151–1163

[202] Cwirko E, Carbonell R (1992) Interpretation of transport coefficients in Nafion using a parallel pore model. J
Membr Sci, 67(2-3):227–247

[203] Zhang Z, Jia L, Wang X, Ba L (2011) Effects of inlet humidification on PEM fuel cell dynamic behaviors. Int
J Energy Res, 35(5):376–388

[204] Li HY, Weng WC, Yan WM, Wang XD (2011) Transient characteristics of proton exchange membrane fuel
cells with different flow field designs. J Power Sources, 196(1):235–245

[205] Meng H, Ruan B (2011) Numerical studies of cold-start phenomena in PEM fuel cells: a review. Int J Energy
Res, 35(1):2–14

[206] Yang X, Yin Y, Jia B, Du Q (2013), Analysis of voltage losses in high temperature proton exchange membrane
fuel cells with properties of membrane materials and fluent software. In Advanced Materials Research, volume
625, pages 235–238. Trans Tech Publ

[207] Genevey D, von Spakovsky M, Ellis M, Nelson D, Olsommer B, Topin F, Siegel N (2002), Transient model
of heat, mass, and charge transfer as well as electrochemistry in the cathode catalyst layer of a PEMFC. In
ASME 2002 International Mechanical Engineering Congress and Exposition, pages 393–406. American Society
of Mechanical Engineers

[208] Olapade P, Meyers J, Mukundan R, Davey J, Borup R (2011) Modeling the dynamic behavior of proton-
exchange membrane fuel cells. J Electrochem Soc, 158(5):B536–B549

[209] Zenyuk IV, Das PK, Weber AZ (2016) Understanding impacts of catalyst-layer thickness on fuel-cell perfor-
mance via mathematical modeling. J Electrochem Soc, 163(7):F691–F703

[210] Eikerling M, Kharkats YI, Kornyshev AA, Volfkovich YM (1998) Phenomenological theory of electro-osmotic
effect and water management in polymer electrolyte proton-conducting membranes. J Electrochem Soc,
145(8):2684–2699

[211] Fimrite J, Struchtrup H, Djilali N (2005) Transport phenomena in polymer electrolyte membranes. Part I:
Modeling framework. J Electrochem Soc, 152(9):A1804–A1814

51



[212] Weber AZ, Newman J (2004) Transport in Polymer-Electrolyte Membranes: II. Mathematical Model. J Elec-
trochem Soc, 151(2):A311–A325

[213] Fimrite J, Struchtrup H, Djilali N (2005) Transport phenomena in polymer electrolyte membranes. Part II:
Binary friction membrane model. J Electrochem Soc, 152(9):A1815–A1823

[214] Kerkhof P, Geboers M (2005) Toward a unified theory of isotropic molecular transport phenomena. AIChE J,
51(1):79–121

[215] Kerkhof P, Geboers M (2005) Analysis and extension of the theory of multicomponent fluid diffusion. Chem
Eng Sci, 60(12):3129–3167

[216] Taylor R, Krishna R (1993), Multicomponent mass transfer, volume 2. John Wiley & Sons

[217] White F (1991), Viscous fluid flow. McGraw-Hill, 2nd edition

[218] Donea J, Huerta A (2003), Finite element methods for flow problems. John Wiley & Sons, 1st edition

[219] Meng H, Wang C (2004) Electron transport in PEFCs. J Electrochem Soc, 151(3):A358–A367

[220] Um S, Wang CY, Chen K (2000) Computational fluid dynamics modeling of proton exchange membrane fuel
cells. J Electrochem Soc, 147(12):4485–4493

[221] Shimpalee S, Dutta S, Lee W, Zee JV (1999) Effect of humidity on PEM fuel cell performance: Part II-
Numerical simulation. ASME-PUBLICATIONS-HTD, 364:367–374

[222] Dutta S, Shimpalee S, Zee JV (2000) Three-dimensional numerical simulation of straight channel PEM fuel
cells. J Appl Electrochem, 30(2):135–146

[223] Zamel N, Li X (2008) A parametric study of multi-phase and multi-species transport in the cathode of PEM
fuel cells. Int J Energy Res, 32(8):698–721

[224] Pant L, Mitra S, Secanell M (2013) A generalized mathematical model to study gas transport in PEMFC
porous media. Int J Heat Mass Transf, 58(1-2):70–79

[225] Balen C (2016), A multi-component mass transport model for polymer electrolyte fuel cells, PhD thesis,
University of Alberta

[226] Golpaygan A, Ashgriz N (2005) Effects of oxidant fluid properties on the mobility of water droplets in the
channels of PEM fuel cell. Int J Energy Res, 29(12):1027–1040

[227] Quan P, Zhou B, Sobiesiak A, Liu Z (2005) Water behavior in serpentine micro-channel for proton exchange
membrane fuel cell cathode. J Power Sources, 152:131–145

[228] Jiao K, Zhou B, Quan P (2006) Liquid water transport in parallel serpentine channels with manifolds on
cathode side of a PEM fuel cell stack. J Power Sources, 154(1):124–137

[229] Cai Y, Hu J, Ma H, Yi B, Zhang H (2006) Effects of hydrophilic/hydrophobic properties on the water behavior
in the micro-channels of a proton exchange membrane fuel cell. J Power Sources, 161(2):843–848

[230] Choi J, Son G (2008) Numerical study of droplet motion in a microchannel with different contact angles. J
Mech Sci Technol, 22(12):2590–2599

[231] Bazylak A, Sinton D, Djilali N (2008) Dynamic water transport and droplet emergence in PEMFC gas diffusion
layers. J Power Sources, 176(1):240–246

[232] Akhtar N, Kerkhof PJAM (2011) Dynamic behavior of liquid water transport in a tapered channel of a proton
exchange membrane fuel cell cathode. Int J Hydrog Energy, 36(4):3076–3086

[233] Jarauta A, Ryzhakov PB, Secanell M, Waghmare PR, Pons-Prats J (2016) Numerical study of droplet dynamics
in a polymer electrolyte fuel cell gas channel using an embedded Eulerian-Lagrangian approach. J Power
Sources, 323:201–212

[234] Ryzhakov PB, Jarauta A, Secanell M, Pons-Prats J (2017) On the application of the PFEM to droplet dynamics
modeling in fuel cells. Comput Part Mech, 4(3):285–295

52



[235] Hyman J, Knapp R, Scovel J (1992) High order finite volume approximations of differential operators on
nonuniform grids. Phys D: Nonlinear Phenom, 60(1):112–138

[236] ANSYS Fluent. http://www.ansys.com/Products/Fluids/ANSYS-Fluent. Accessed on 06.30.2017

[237] STAR-CCM+. https://mdx.plm.automation.siemens.com/star-ccm-plus. Accessed on 06.30.2017

[238] OpenFOAM. http://www.openfoam.com/. Accessed on 06.30.2017

[239] Zienkiewicz O, Taylor R, Taylor R (1977), The finite element method, volume 3. McGraw-hill London

[240] COMSOL Multiphysics. https://www.comsol.com/. Accessed on 06.30.2017
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