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Abstract ‘

Data 'from the ‘NOAA-9 polar orbiting satellite have been used to estimate the total
'cloud coger wrthm selected areas of the eastern Pacific Ocean durrng luly of 1987 Each pixel
| scanned by the Advanwd Véry l-hgh Resolutron Radiorne!er (AVHRR) exhlbrts a
'characteristlc radiation srgnature that depends on whether cloud or ocean surfaoes are bemg
sensed. By determlmns the bi- -variate frequency distribution ot‘ data from pairs of AVHRR
channels 2,3, and 1’ it-is possible to distrnimsh between areas of cloud and areas of ocean. A
computer algorithm was designed to remove the ef fects of the ocean surfaoq, thereby allowing' |
'.f'ractional cloud-cover estima\es to be rnade In situations where the’sample area was within
250km of the ‘toast, the cloud-cover was overestgnated probably “because of vanable :
conoentrauons oT surl'aoe plankton. Mmor underestimates were produced in near-overcast
cases because of incorrect selectron of the "best' estrmate by the algorithm. . |
The usé of data from AVHRR channel 3 has ‘been found @Aseful in delineating ,

areas of- low cloud over water Its use, in comb!nat;on wrth data\ffom AVHRR. cha{mel 4

..,

4
. ~

could allow this method to be used at mght

In general thrs procedure provrded estlrhates wrthm 10% of those produced by ‘visual
: mspecnon of. satelhte rmagery Oper;t}al use of this tecllmque is hmrted at present but
there ls _hope that new and more powerful computer hardware will allow it t‘o ‘be used more

~

wrdely ' - o _ . . ,"
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. l Introdu:tmn .

The abﬂlty to forecast severe weather development and synoptic scale dymmlcs is

greatly enhanced by using setelnte imagery In fact, operational applications of satellite deu
and ixpggery have been increasmg . since multi-spectral high resolution' radiometers were

develt%d in the early 1970's. Much of the information available from redio:netﬁc data;

‘ however is not visually apparent, and requires computer processing to reveal it. Attempu

hav jeen made over the past decade to develop automated techniquee that objectively 4nely1.e .

radjdmetric data. Despite promising reeults many fail to completely identify pixels containing

-,

_cloud, a fundamental problem{_that must be addressed by any automated pkocedureo A pixel

\ N
(pncture element) in this context is a single digital measurement.

Of particular importance to lqng-term chmate models are accurate sea surface

N

‘ temperature (SST) esttmates For the most part, these are obtained using satellite radiometer

. data; although surface based observations are available, consxstent large scale estimates of the
world s ocean surf ace {emperatmcs are more conveniently determined via satellite.

Farly attempts to estxtnate SST s were made by constructing hxstograms showing the
variance of satellite-measured tempe;atures across a given area (_Srmth et al., 1970). In the
_absence of clg,xd these histbgt’amg; are nd'rmally’ distributed, with the center of the peak

providing the best estimate of the SST. The dispersion of the peak is produced by mstrument

. noise, When cloud contaminates/the field of jew, the. histograrmn shows a marked dxspersxon

toward lower temperatures. Although reasonable SST estimates were produced, this technique
had (difficulty dealing with g adients in the mple area, as well ae with low cloud that was
thermglly indistinguishable from theGcean surface. . e

) alization that a/sidgle radiometer channel is incapable, in most cases, of sens;ng
the presence of all va:ieties' of cl;ud within an area led to the development of bi-spectral
cloud detection" techniques; hat use visible and infra-red 'data to provide complementary

inforniation abo oud presence. These bi-spectral techniques provide much better

L3

. "cloud-covef estifntatés than single channel procedures. Maul, (1981), has developed a cloud

detection tech --ﬁz ¢ ,'g data from geostationary satellites (GOES), while Simmer et
| 9



al., (1982) and Desbors etal., (1982) have developed methods for usmg METEOSAT data.
The basis for this study is a bi- spectral hrstogram technique developed by Phulpin et
| (1983) that produces total cloud cover. esttmates agreemg with those of visual
b_ nephanalysis i about 87% of the cases. Data from Advanced Very High Resolutlonl ‘
Radiometer (AVHRR) channels 1, 2 and 4 (Table 1. 1) aboard the NOAA 7 polar orbiting

& ,

satelhte were used
| Data from ers of these bands were partmoned 1nto stausucal bms the vxsrble data '
h (AVHRR channels 1 and 2) in increment of approxrmately 6% albedo,and the infra-red data _
| ,(AVHRR channel 4)~in mcrements of approxlmately 0 3°K Sample areas contammg
s approxrmately 1250 pixels were selected Usmg the band palr data as absclssa bi- spectral"»
s htstograms yere constructed havmg frequency as the ﬂd[néte The constructrot’i is
‘ accomphshed by countmg the number of pixels that lie™ in each of the bins. As in the
one dtmensxonal case the hrstograms are normally drstnbuted "Each peak wi the freld
o represents the thermal or reflectance charactensucs of -2 straufxed/} atmosp ric flayer

- (planetary surface or cloud) Fraetlonal cloud -cover esttmates Yor each layer were obtarned by

: fxttmg a Gaussian surface to each ‘of the peaks attnbuted to cloud and subtracung it from

~ the data The cloud -cover- esuntate is the ratio of the number of pomts accounted for by "
; v.erttracuon to the total nurnber of pomts in the field of view. Peaks lymg close to each other\.
: are assumed 10 ‘be the’ result of gradxents wrthm the fleld of view, and thelr contnbutrons are’

s merged into a single- estrmate Reszdual extracuon pomts are 1gnored

- 2

, S . -Tablel.lAVHRR'Cha'nnelsf : .,/-

avelength Interval ( um)

- Channel ‘ ’ NOAA 9 LL ' NOAA 10
1. Vis e : 055068 _ o 0.55-0.68
" 2.NearIR -~ ° & 072s-1100 o . 0:725-1.10
3. Vis/Thermal R =~ | 3.55-3.93 o ©355-3.93
4, Thermal IR~ . : 10.5-11.5. ' ' 0 10.5-115
.4 repeated -

5. Thermal IR . r . 11.5-125 ~ Ch




<&

‘u

 bands 2 and 4, which will be.u

o. ‘ v K ES - . . T ' ' _‘v‘ /jf
., : ) :

Since each pixel scanned by the radmmeter represents a view of either cloud or ocean

suﬁ"aces these remdual points. cannot be neglected. It 1s necessary/t/herefore for the fitting
o

-procedure to be as accurate as possnble - IR A

In this study, a b1 spcctral hxstogram procedure has /been developed for esumatmg |

total cloud- cover usmg high resolutxon satelhte data obtam/!d from the Advanced Very ngh

©

Resolunon Radxometer (AVHRR) aboard the Noy polar orblting satellite. The Mt

esumates produced@y Phulpm : al (1983) were objained using a combmation of AVHRR ,

m thls study as well Addmonally. the correlauon between

bands 2 and 4 and AVHRR channel 3; the hybr;d/ mfra red/vxsual channel w1ll be exammed ‘

| Visual satellite based nephanalyms wﬂl be uwd to est;mate the accuracy of t.he automated ,

I K}
procedure. ST R . C ~-



\ 2 The Satellite »,

2.1 Introduction ' -
Satelhte data used in this study were obtained from NOAA 9 a member of the-
_TIRQS series of sup-synchronous. polar orbiting ‘satell_ttes. Since Schwalb, (1978), provides a
complete description of the design and operational _eharacteristics_;of the TIROS satellites, only .
a bnef summary is presented here. | | |
‘ NOAA- 9 mrcum:ravrgates the earth in a near polar orbit, at a nominal height of 850 _
‘ kilometers 'I'he AVHRR on the satelhte scans the }a.rth with a mirror, rotattng at 360 RPM
perpendtcular to tthe brbxtal path. Data are retained for pomts lying within £55° of the

~ N

0int lumtmg the mﬂuence of limb darkenmg and foreshortemng on the data, ie.

__satelhte sub"
| : it scan) reductton in the size of a pixel produced by the curvature of the |
Earth The radio ;eter scans the Earth in-five spectral Bands (channel 4 data‘are repeated in
'channel 5 fo ‘,NOA‘A 10) whose characteristics are summanz.ed in Table 1.1.A total of 2048
‘ sa.mples are obtalned per channel per earth scan at subpornt resolutrons (the size of the pixel) ‘
'approachmg 11 kxlometers The resolution decreases away from the subpoint because of

' foreshortenmg and enlargement of the radiometers' field of view.

2.2 Data Calibration - v"

No in- fhght cahbratton of visible data (AVHRR channels 1- 2) is performed _
coefficients determmed_ prior to-launch, allow the conversion of raw drgltal data to percent
albedo. ‘ . = —~ e

| Brightness temperatures are determined using cahbratlon coefftcxents calculated
in'-flight -consisting ofm of space, havmg a near zero radianee, and a view of the
radrometer housing +— a desngned blackbody Four platmum resistance thermxstors (PRT' s)
are built into the housing\to measure its blackbody temperature (approximately .288 °K) The

blackbody radranee and zero radiance of the space view allow a two pomt mhbratton



-~

ORBIT - " NODE

4. - NORMAL

PM_ASCENDING NODE ORBIT

[

Figure 2.1 Geometry ‘of a polar orbmng satellite on a “"non-rotating” Earth. The
orbital path of the satelllite is given by the large arrow. The direction
of the radiometer scan is gnvcn by the small arrow. {(after Rcmelt et

1975)

0

The calibration procedure for both thc visible and mfra red channels, fully described

by Lauritson et al, (1979""’7! nog prcsemcd herc NOAA 9 and NOAA 10 cahbrauon curves
\ o

- for channels 3 and 4 are given in Figure ,2_2.
P . &
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Figure 2.2 NOAA-9 and NOAA-10 infra-red calibration curves for Bands 3 and 4.

2;3 Band 3 Characteristics o g ;‘ .

Since AYHRR channel -3 is to play an important role in this study, some discussion of

its spectral features' is required. though' technically an infra4xéd'_chafincl; there is

copsiderable reflection of incidesft solar radiation at channel 3 ‘wavelengths, according to

Bullas and Goodson, (1986) In the absence of solar radidtion, data from band 3 can be"®

«

1] R .
interpreted: in the (C fashion_as for band 4. The additional solar component causes the

sensed object to appearWarméf than il.actually is. The degree o? ‘warming' depends on thc'
albedo of the object. It is cﬁdem f;om Fiéure 2.2, lhalﬁal temperatures’ greatcr than .O'K.:
smatl differences in temperature p"rbduéc. largcl ‘.'cﬂhangcs in the ~pmcasured digital d#ta. The
sensed Band 3 r_adi:ancc of a pixel containing water can bc marke&ly di{fcrcm from that of a
pixel containing low cloud, such as stratus, despite that fact that the two.surféc@ may hdvc_ N

S



very—sumlar temperatures The charaétenstrcs of Band 3 make it possnble, to distinsuish areas

of fog and low stratus from nearby stretches of cloud free ocean. -~
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* 3. Data and Sample Area Selection
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3 1 Cloud ldentlflcatlon Problems

Estimatton errors are mtroduwd hy the Phulpm method because of the techmque s

v
inablhty to extract information about certain types of-cloud. Thin cirrus, because o\ its

transparency. exhibits highly varlable reflectances and radiances; cumuliform tleuds, lylng to :

the rear of cold fronts (rear zone clo:ld) have vanable thrcknesses and sizes. Both produce\ :

non-normal histograms that are smeared across the fleld makmg a Gaussran fit 1rnpossrble
Clouds having subpnxel sizes not resolved by the radxometer are not consxdered at all, desptte
their effects on&t'h’e/ histogram field. Consrder two ptxels y _ope completely frlled by cloud,
having an albedo of 20-30%; the other a cloud free ocean pixel, havmg an alb¢do of 1 2%. A
small cloud frllmg 5% of the latter ptxel will increase 1ts albedo by 1- 1572 or 2 3.5 'digital

-counts, for 3 bit AVHRR data (Bernstem 1982) The same cloud will produce drffercnces in

bnghtness temperature, between channels '3 and 4, of 0.5-1.0 °K, or 1-2 drgrtal courits (Maul, '

| and Sidran, 1973). Unrcsolved cloud clearly alters the sensed radiance and reflectlvrty on a
seale sufficent to produce. measurable changes in the shape and extent of a partualar
histogram. ' ' '

The dlfficulties with crrrus can be removed if the automated technique is restricted to

total cloud-cover estimation, regardless of . the availability of information about” individual

cloud layers. Since the histograms within a given f ield are produced by either the sea or cloud,

' estim_ates can be made by removing the effects of the sea surface; the remaining points in the
field must beqproduced by c’ud Low cloud can produce cloud peaks that are close to the
’ sea -peak, creetihg a potential for confusion. Since surface and cirrus peaks should appear on
opposite sides of the field, because of the disparity in their surface temperatures, there is little
 possibility of confusion. | o |

Difficultfes with rear zone and unresolved fclouds can be remOVed by understanding'_

the factors that mfluenoe the magmtude of the radrometer data and to a certain - extent the

. histogram field. Analysrs techmques relymg on lustograms depend on the relattonshrp between ,

LN -
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: mdmdual fxeld pomts and not on their absolute magnitudes As long as noise effects are
uniform across the window area, the relationshrp between points\l\s\ preserved. In an effort to
ensure - the umformlty of window noxse restnctlons)n the. selection-of sample ajeas, and
' mmor correctiofs to ths raw digital data have, been irhposed.

N |

3.2 Data Correction andWl\dow Selection S . -

" 3.2.1 Visible Data '
| .Spherical trigonometry (Smart 1977) has been used to calculate local Jsolar -zenith |
angles; the following quantities are necessary the latitude, ¢ and longrtude A, of the ptxel
- the solar declination, & and right . ascensnon a, the total nutanon in longrtude. Ay, the
obliquity of the ecliptic, ¢, and the Greenwxch mean sidereal time, GMST of the observation.
Usmg equatrons from the scan by scan gridding procedur.f descnbed by Retnelt et al
(1975, pp.118-132), earth locations in scan hne and .gtxel are conveﬂedg)to l\a}utude and
longrtude The remaining quantmes were obtamed from The Astronomrcal Almanac (1987).
These data are substituted mto the version of the cosine formula grven below

cos(z) = sin(#)sin(8) + cos(¢)cos(5)cos(l-l) ‘ _ : 331
wh H ts ‘the local solar hour angle which is given by:

oo}

H~ = local apparent srdereal time - : , l 3.3.2

'I’he local apparent sidereal.time is given by: ' I' .

LAST = GMST + X + Aje | R 333

The resulting local solar zemtl: angles are accurate to about 0.06 degrees | .
The visible data (AVHRR channels 1- 2) have been corrected 80 that loml solar zentth

angles are equal to zero across the wmdow (a secant correctron is applied; although ‘this is not.

an exact correction, it does provide sufficient accuracy to make reflectance errors, produced -
0 : . -

by variable solar elevations, uniform across the window). Actual local solar zenith angles are )

’.hmxted to a maximum of 60° ensuring stable sea surface reflectivities of 2- 6% regardiess of
the surface slope (Payne 1972) Coastal waters are avoided becguse of mcreased reflectivittes‘
"n_/"-\

)



that are produwd by suspended pamculates bottom reﬂection and vanable chlorophyll‘
‘coneentrations (Maul 1981; Stewart 1985). Measurements are not taken from the anti-sun

side of large clouds because shadows ohen mask actual reflectivities within 1-2 pixels of the

cloud (Bernstein, 1982).

3.2.2 Infra-red Drm " .
According to Maul,*(1981), reﬂection of* incident solar radiation from the sea surface ‘

* in the thermal infra-red is negligible, except in areas of specular reflection (sunglint). These
areas are avoided by restnctmg the slolar reflection angle, 0 , to a' maximum‘of 45° (Fig. 3.1).
- -As stated prevrously. the effee:ts of hmb darkening- and forgshortemng on the ‘data are
4relatively uniform for the range of cross-scan angles over whrch data are retamed Absorption
angd re- emission by water ‘and carbon dioxide are assumed to be uniform for the small window
',‘areas selecfed except in frontal areas, where sampling from two different air masses could
take place, These areas have been avoided, removmg any possible drffrcultres that might arise

from rear zone clouds ‘although_ thrs is more a case of avordmg the problen) than actually

__solvmg it.

3.2.3 Scattering ‘ . o n, -
' . ~ Molecular scattering is negligible at -wavelengths above.lum (Chahine et al, 1983), and
despite the existence of a small contribution in band 2, no correction™was applied. Scattering
by aﬁndspheric aerosols 'vgas assumed to be negligible when compared to the histogram

partition size. -
[
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\Figurc 31 Satcllitc'-vpixcl-sun geo\mctry. Solar zenith angle, z, satellite zenith énglc. e,
solar reflection angle, 6 , scattering phase angle, ¥ (not to be confused
.and scan

with the nutation in lorrlgi'tudc. Ay, used in equation 3.3.3),
angle, n. After Berpstein, 19
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lgorithm Development

" 4.i intrbduction ' )

Forty sample windows were chosen frblit'l,NOAA-9' orbit #13550. Latitudes and
longitudes range from 32 5°N to 51.7°N and from 121. 7°W to 133.2°W, respectively. The
satellite crossed the equator at approximately 2339Z (Z = UTC Coordmated Universal Time) *
on July 30, 1987 at a longxtude of 122. 2°W in a northbound trajectory that covered the west

coast of North America and a secnon of the eastern Pacific Ocean

%

‘ The atmospheric abundances of water vapour and carbon dioxide across tbis smal} area are
assuxned ‘to be constant, ensuring uniform absorp‘tion and re-emission. This size is also
- roughly equal to the sample siie useduby i’bulpin et al.,r(1983). No dafa regardmg coastal
ocean cbnditions (ocean depth, salinity, blankton concentrations etc.) were obtained prior to
' wmdow selection, allowing the algorithm the freedom to estimate @he total cloud cover
without unnecessary bias. - ‘ ‘

Imagery for bands 2, 3 and 4 has been prepared showmg the west coast of California
" in Plates 4.1 through 4 71, and the coastlmes of Washimsgton, and British Columbxa as far
north as the Queen Charlotte Islands in Plates 4.8 through 4.11. 'I'he images in Plates 4.1 and
4.8 are 2X enlargements showing the locauons of the sample areas listed in Tables 4.1 and
4.2. The remaxmng photographs are 4X enla:gements The band 2 and band 4 1mages have
_been enhanced (Fxgure 4 1) to provide sufficient contrast between clouﬁd and ocean surfaces to
allow visual estimation of the total cloud -cover. No enhancement of the band 3 imagery has
been applied ‘because of its already high sensitivity to small dlfferences in sensed radxatnon

In the photographs, the lowest scar: line and pixel are in the botcom right hand corner
of{ the image; the maximum values are in the top left The 'vmdows have been numbered in

order of mcreasmg scan line. The enla:gement of the radxometer pixels away from the centre

\
\
\_‘

of the frame is e\ndent.

P
The sample areas rneasured 40 scan lines by 40 pxx_els — large enough.to provide data.

" for the analysis, but small enough to limit th\e‘occurence of S8T gradients in the field of view. -
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."Figure 4.1 Enhancement .curves for the visible and infra-r
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Plate 4.1 Band 2 image of theCalifornia "CORBYINg

14

e

en from NOAA 9 orbit #13550
showing the location of the 25 sample ¥xs—iisted 1IN ~Feble, 4

image is enlarged | 2X, and has been enhanced to increase the contrast
between cloud .and water. The ‘scan line and pixe! corresponding to the
bottom right cormer of th¢ image are 350 and 128, respectively.

An outline of the cloud detecuon algorithm is presented in Appendix 2. Tables 43,
4.4, and 4.5 contain paxis histogram fields for the (2 3),.(2,4), and (3,4) channel sets
respectively. These dati were ¥xtracted from a singie sample window bounded by scan lines
500 and 539 and plxels'SSO and 589 (see Tables 4.1 and 42) Figures 4.2, 4.3, and 4.4 are

correeponding thrée-dimensional represen nons of the data from the tables Determination of

——
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indow so that the algorithm

ion of the bi-spectral histogram ffeld, frequency class intervals and

ined. Individual pixel temper;t_ures (bands 3 and 4) were rounded to

the nearest degree, ucing a 1°K class width. Dispersion of the peak along the visible axis,

at low reflectancks, was less than 1%. An albedo class width of 1% gave the sea-peak a

" one-dimensional a nce that allowed'fitﬂrig M‘th a Gaussian curve, rather than a surface.

undanes remamed flexible so that rounding or truncation of the visible data

. The lower class

4.3 Sea Peak Identificat{on ' |

For histogram fields constructed using band 2 data, the sea-peak is assumed to display
the lowest albedo in the 0-6% range (Payne, 1972; Phulpjn et al, 1983). The total number of v
points within each reflectance class are adde‘d in this. range; the sea-peak is assumed to be in
the first class exhnbmng a\ total greater than 3. The 3 point threshold is entirely arbttrary and
is imposed to circumvent occasxonal anomalous points that caupe the algorithm to mis-locate

the sea-peak. For example, consider the case of a thin stratus layer lymg closz to the water,



1 ’. 3

'I'able 4.1 Total cloud -cover estimatés and uncertamnes for ‘NOAA- 9 .orbit #13550
between 32.5° and 42.7°. N, and 121.7° and 131.5°W. Since it is possible, -
in principle, to estimate ‘the cloud-cover down to the pixel level, the

_ ,_uncertamty in”the esumates was allowed 3 31gn1f1cant figures.

* NOAA-9 Orbxt # 13550

July 30, 1987 23 35 39Z

Wmdow S Scan Lme Rang Pixel Range .cnéug _Cover
1 : '400 439 256-295 ©0.075£0.015
2 . 450-489 - 300-339- - 0.001£0.002
3 .0 480-519 - 640-689 | 0.667+0.001
4 - 500-539- . - 550-589:3 0.291+0.003
5 550-589 - 300-339 ~ 0.013£0.102
6. . '600-639 . 550- %89: ) 0.659:£0.001
7 700-739 330369 0.003£0.000
8 800-839 - . 384-423 © 0.070+0.002
9 900-939 - . - .- 512-551 - . . 0.227+0.001 .
10- . 1000-1039 - 400-439 0.152%0.009
11 . .1000-1039 .- 1010-1049 - 0.421£0.001 -
‘12 | . 1050-1089 . 790-829 ©0.576+0.030
13 1070-1109 © 7 600-639. 0.21740.001
4., 11501189  '500-539 0.521£0.000.
15 - . 1150-1189 .. 850-889 0.326+0.019
16 © 1200-1239 7512551 +0.23610.000
17 - 1200-1239 - 780-819 © 0.41310.001
18 7 1250-1289 - " 400-439° 0.314£0.000
19 -7 1300-1339 - 640-679 - 0.499+0:005
20 1300-1339 880-919 - 1 0.41810.001
21 ; 1350?%389 : 768-807 . 0.384+0.000
2 1400-1439 . 450-489  0.46210.000
23 © 1400-1439 . 768-807 - - 0.388+0.000
24 o .+ .1500-1539 380-407 . 0.236£0.001

.25 ©1520-1559 ;. 700-739 . . 0.5411+0.000

FY

: ‘.~and cove'rixig' 10% of the window Assume that the sea and cloud peaks lie in adjacentv

| ret‘lectance classes (at 3 and 4% respecuvely) and that a smgle anomalous pomt lxes in the 2% _

estimated at 9.9%.

| , reflectance class A minimum class total of 3 pomts causes the algonthm to conectly 1dent1fy

the p_omt in t«he 2% reflectanoe class as anomalous The correct location of the sea- peak and a.

correct total \cloud~coyer estxmate of 10% is then made. Without. this minimum threshold

value, the single point at 2% albedo is identified as the sea peak, and the total cloud-cover is:



A

Table 4, 2 Total cloud- covex esttmates and uncertamttes for NOAA-9 orbit " #13550,
. between 46.1° and 51.7° N, and 128.8° and 133.2°W. Sigce it is possible,
in principle, to measure the cloud-cover,down to the pjxel level, the
uncertainty in the estimates was allowed 3 significant "figures.

_ woRa-9 ombit # 1500 ¢ | = \_\
July 30, 1987 23:35:392 . = , R

)

Window Scan Line Range Pixel ~ Range - Cloud ~Cover .
rl 1840-1879 ~ 500-539 - 0.652+0.002
2 1900-1939 C . 490-529 r 0.56210.001 ‘
3 1900-1939 o 770-809 + 0.420+0.006 X(
4 1950-1989 - 440-479 -1.000£0.000
. 5 1950-1989 . 650-689 _t0.811 +'0.000
6 2000-2039 ' 620-659 , 0.676 £0.003
7 - -2000-2039 - 890-929 ‘ 0.261 £0.000
8 2050-2089 750-789 - 0.963.£0.000
9 2100-2139 ' . 512-551 .. 0.44120.004
10 2100-2139 ' 820-859 - ~0.884+0.001,
11 2200-2239 680-719 0.217+0.007
12 2200-2239 880-919- «1.000£0.000
13 - 2250-2289 ~ 640-679 0.072£0.002
14 2300-2339 - 512-551 - 0.48910,000
015 -

2400 -2439  ° 640-679 - 0.894£0.003

”

“The sea,-p‘eak, for histogram fields using bands 3 and 4, cdrrespc%nd'ed to thewlocal »
.maximum exhibiting thehighest band 4 temperature and the lowest l;and 3 temperature The - ‘
band 3 solar component produced by reflectron from the sea surface was assumed to be
‘small, causing httle warmmg of the band 3 temperature Consequently the temperatures
. measured»by“t;ands 3. and 4 were assumed to be within il“K,A for the sea- peak.

4.4 Fitting of Curves and Surfaces to the Sea Peak = S r

“Total cloud-cover estimates were obtamed by frttmg a curve, in the case of the (2,3)

. and (2, 4) channel sets, or a surface in the case of.the (3,4) channel set, to the sea-peak, and
removmg it. The one dtmensronal curve is of the form:

. (x=X)r e |
N 201 ._ S 4.1

. . ,. & ) | E
- where f is the predicted frequency, x is the mean value, -ox‘, is the variance, and the predicted '

T
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‘maximum (cen,tral) frequenc;' of the Gaussian, f max’ is given by: "
P B T o 442
Lo MaxX | V2no} o : . 4.2

where N is the total number of pix'ttls within' the Gaussian limits. Thetwo-dimensional
surface is described/l;y: ' | - c 3 ' o
. . . . : . z N . ‘,‘ ]
£ = N o 2(1-r7) 1 4.4.3

T 2mwo.o,/1-r?

where

ot ='(x;¥)" o 2r(x=x) (y-y) , (y-y)°* : | |
o x B ‘Oxay 0; . ) . .4.4.4

2 - - * “\

. where f is the predicted frequency, x, y are the mean values, a2 o; are the variances, T is the

correlation coefficient between the varxates X and y, and the predtcted maxrmum (central)
frequency of the sur_face, f max” is given by: '
"N

‘fmax = 2'1ra,o,t/1-r"'

445

Clearly. for the one- dtmensronal case, the rnean variance "and central curve
frequency must be predrcted whtle for the twq?fdrmensronal case, the means variances,
correlation coefficient, and central surf’ ace f requency must be esttmated _ _

Unlike Phulpm et al., (1983), the means, and variances. (and in the ca‘se of l’telds usmg'
hanl‘ds 3 and 4, the correlation.' coef'ficient) of the sea cluster were free parameters. even

‘though this increased the computation time; the sacrifice of computational speed was offset
-1 : . .

_ by the increased accuracy of the fit. .

Surface gradients within the selection window produce additional peaks that are often

¥

superimposed masking the a-ctual parameters of each peak. In principle, it i$ possible to-find

many peaks clustered together but the selected sample area was . small enough SO that the
maxtmum number of close proxrmtty peaks that was encountered was two. ln cases. of
superposmon the variance of the prtmary peak is generally overesttmated while its central

>

: f_requgency is underesttmated. Parameters for the secondary peak are nearly impossible to
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0

defermine until extraction of the primary peak has been completed, \although it should exhibit

\

~ a variance comparable to that of the pnmary peak. To facxlltate peak by peak extraction, only

| those bins exhtbmng no evidence of superposmon were used to determine the pammeters of

the ‘best-fit' Gaussian. Criteri# have been estabhshed to identify posstble cases. of tlus All

pomts along each, lustogram aXis are expected to decrease umformly away from the maximum. ‘

even shglgt point to ponnt increases are an-indication of the presence of an addluonal peak or

multiple peaks. The actual central frequency of the 'best fit' Gaussmn was assumed- to be

greater than the maximum data value except where the actual peak center coincided with a
class boundary. For this reason, estimates of the maximum cluster frequency 'were restricted
to values greater than the measured value.- Low estimates of thls quantity cause the algorithm

to compare values at the axis boundanes the lowest value is ormtted _and the Gaussian

- parameters are re-estimated. This” process continyes until a satisfactory estimafe of the central

tirequency is obtained. As'a final check on the success of the extraction, it should be noted

'that typlcal sea-peak vananc range between 0.25 and 0.35.

. _
Two methods were used to deterrmne the Gaussmn patameters of a ngen sea-peak:
l

direct calculation and a modlfxed least squares procedure (Appendix 1). Q_Bms having. unit

& - © ¢
frequencies do not contribute to the parameter estimation when the method of least squares is

used, because of its logarithmic nature. So that unnecessary computation could be minimized,
. ‘ .

_the lowest "allowable . bin frequency was greater than 1. Fitting by both .metl}odsq was’

‘attempted; the method_ having the lowest residual mean sum of squares was selected to

perform the extraction.

4. 4 1(2,3) Band Set Htstograms E f
In Table 4.3, the sea- peak hes in the 3% reflectance class between 289°K and 293°K

Those pomts outside of this class are attributed to cloud; the ratio of these ponnts to the total

number in the field gives an initial,estimate of the total cloud-cover (in this ca 466/1600 =

29.1%). The measured ‘central frequency of the peak (at 290'1() is 745; this is the minimum

allowed value for the predxcted central frequency. anything less is xe]ecwcbbﬁhe“algonthm on

—”
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Table 4.3 Partial histogram ﬁeld for the (2,35 band set, taken from 'NOAA-9 orbit
13550, between scan lines 500-539 and pixels 550-589. ~ »

i

Band 3 - . : -

2,

Temperature . Albedo - »
(‘K) - . (%) d
“ o 2 3 4 = 5. 6 - 7 8
289 0. 1 0 0. 0 0 0
2 290 - -0 745 1 0 0 0 0
291 0-: 183 .3 0 0 0 0
292. 0  sl1 22 3 0 0 0
293 ’ 0 12 29 71 1 2 0
194 0 1 28 5.3 "1 0
295 0 0 18 8 3 4 3
296 0 0- 2 8 .2, 4 '3
, 297 - 0 0. 1 o3 3 3 4
. 298 - 0 0 0 ! 5. 3 3
Class . "
Totals 0 1134 104 n 29 17 17 13
~ - ) .
,, st w ‘
- ™
o0
e
%0
ROAA-0 :
$» , onn‘n:u_o s .
- 'Ol A T Tras 580 = 340 1
- i )|

Figure 4.2 Histogram field for the (2,3) band set, taken from NOAA-9 orbit 13550,

between. scan lines 5004539 and pixels 550-589. .

N



the basis of gradient contamination. ‘ . " N

- extraction is performed by the method. of least squareg{ the second, by direct
calculation. Note the asymmetric residuals produiced by th first e_xtractjon.

\J - ' | ' | )

Table 4.4 Extractlon of the sea-peak - for the (2,3) band set f::gﬂ"l‘able 4.3."'1'he first

Totals

Parameters for '  Band3 . Initial - ' 0y
1% Extractxon Temperature - Data Residuals .) N
(K)
: : _ . | | |
, 289 172 . - 0.0000
Mean = 289.98°K 29 - 745 . -0.0022
_ ' 291 153 0.0140
Variance = 0.328 292 51 - 49.5105
A : ' 293 _ v 12 - 11,9993
Central Freq. = 775.42 . 294 . 1 _1.0000
' Class ' - -
Totals - 1134 | : _
agameters for Band 3 Residuals from Regiduals from y
Extractton Temperature 1% Extraction - 2"¢ Extraction
(%) B o
- : 289 0.0000 | 0.0000
Mean = 292.20°K - 290 - 0.0022 0.0022/ .
: - 291 ”°0.0140 0.0000
Variance = 0.157 292 49.5105 0.0000' -
‘ ° 293 11.9993 4.1312
Central Freq. = 61.92° 294 - 1.0000 -, 09881 ~
Class > 62.52 5.17 -

Both flttmg techmques initially yield low estimates of the central frequency when all

five pomts are used, mdxcatmg the pmenoe of gradient contammatron This is supported by

visual mSpecnon which shows a marked broadening of the peak toward warm" temperatures

. According to the criteria estabhshed for- dealing with thrs situation, the frequencres at 289K

and 293°K were compared ahd the. lowest frequency (12) dropped. The parameters were then

recalculated For thrs parucular case, the process was repeated untﬂ the range of the

Q

¢



frequency,- determmed by direct calculation, were 2_89.98°K. 0.30, and 774.94, respectively '
(Table 4.5). For the method of least squares, the estimated values were 289.98°K, 0.33, and )
775.42 (’I‘able 4.4). Based on the residua'l mean sum of ‘squares the method of least squares
was chosen by the- algonthm to perform the first eftfaction. The least squares parameters .
.were substituted into equatxon 44, 1 and the predlcted frequencres subtracted from the actual
values at every poemt in the 3% reflectance class. Negatxve values were \assumed to be equal to
. ‘zero Tne residuals show the presence of a secondary peak between 292°K and 293°K that is t
~very narrow and asymmetric. A second extractxon was performed by dxrect calculation (the "

method of least sqﬂmres a minimum of 3 pomts to fit the curve) Note that the
vanance of the secondary peak (0.157). dlffCl‘S greatly from that of the pnmary (0. 33)‘The

restduals from the second extractmn amount to only 5.17, or in terms of the total rmmber of K

<

field points, 0. 3% 'I'he extractxon process from begmnmg to nd can be seen in Table 4.4.

It is mterestmg to note that had direct calculation”been chosen to perform the first
extracuon a symmetnc secondary peak would have been exposed, havmg a variance (0.33)
close to that of the primary (0 30) (Table 4.5). This suggests that direct. calculatnon might

-- have been a be‘tter choice to perform the fust extracuon and points out one of the basrc

flaws of the algonthm the fitting technique that is selected provxdes the ’best f it to the data,
not necessarily the most appropriate fit, N )

The inclusion of the least squares: technique might, at first glance, appear to be
: 'redundant given the excellent results produwd‘mb); girecL calculation' however, it should be
noted that the sea- peak generally exhibits truncation on the warm side to vagying degrees, and

dtrect calculauon often does not perform we‘ll while least squares does

% ' [ ) ¥
4.4.2 (2,4) Band Set Histograms - “ ¢ ‘
The histograms produced usmg a combination of bands'2 and 4 can be seen in Table
4.6 and Figure 4.3. The reflectance class totals are virtually the same as those for the previous

example; any ‘differe\nce's arise because the entire histogram field is presented. ‘The sea-peak is
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. Table 4.5 Extraction of the.sea-peak for the (2,3) band set from, Table 4.3. Both
: ;4 extraction are peiformed by direct calculation. Note that the residualsu ’

Totals

89.44 .

" produced by the first extraction are now symmietric.
: Para;heters for Band 3 Initial
1t Extraction Temperature Data Residuals
(OK) .
289 172 ' 13.9446
Mean = 289.98°K 290 745 0.0000
_ , 291 153 12,4436 -
Variance = 0.303 *{ \ 292 - 51 50.0554
‘ . 293 12 12.0000
Central Freq. = 774.94 294 1. . |
' , T Class —
1134 Cﬁ«;
o Totals - J
7 S~ .
Parameters for Band 3 Residuals from Regiduals from
2" Extraction . Temperature . 1% Extraction 2"¢ Extraction
. . . : (OK) .
. 289 13.9446 13.9446
Mean = 291.99%K* 290 0.0000 0.0000
: ‘ 291 12.4436 - 0.9360
Variance = 0.328 292 ,50.0554 0.0000
. 293 12.0000 ¢ 0.9024. -
Central Freq. = 51.89 294 1.0000 0.8875
' ‘ Class 16.67
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- Table 4.6 Partial histogram field for the (2,4) band set, taken from NOAA-9 oibit
13550, between scan. lines 500-539 and: pixels’ 550-589. K

Band 4 . ! .

~ Temperature Albedo \
(°K) S %) . N

281 0
282 0
283 0
2% A 0
285 0
N 286 0
‘ 0

0

0

0

2

co'juwoooocoo
COWVWEHPOOOOOO
COUN—~OOOOO

RN N ‘ . .
. NS :
. oo ‘\\\\\\ < ’ oRBIT # 12880
e N\ ot I

Figure 4.3 Histogram field fdr the (2,4) band set, taken from NOAA-9 orbit‘13550,
oo between scan lined 500-539 and pixels 550-589. ‘




2

located at temperatures between 289°K and 290°K. The difference in dispersion between the
band 4 peak and the band 3 peak ot’ the previous example, 1s a resujt of the high sensitivity of
band 3; detection of gradient corftamination is 1mpossible in this case. The mitiai cloud -cover

»

vestimate is the $ame as the previous one: 29.1%.

. - &
Table 4 .7 Extraction of the sea-peak for the (2, 4) band set from Table 4.4. The extxaction is
. performed by direct calculation. Note, the large residuai impulse at 290°K.
Parameters fbr - Band 4 Initial ‘ e
1% Extraction Temperature . Data Residuals
- [K) ‘ -
Mean = 289.14K 286 0 0.0000 .
' 287 0 0.0000
Variancg = 0.119 = 23@ 0 %
‘ 28 977
Central Freq. = 775.42 290 157 98.6711
Class ‘ ‘
Totals * . 1134 98.6711
R Direct aticulation of the Gaussian parameters yields initial estimates for the mean,

variance, and maximum of 289 14°K, 0.12, and 1309.79, respectively. When substituted into
441, the resulting best-fit gurve drastically overestimates the maximum value and
underesumatesihe other rausing a large impulse (98 67, or 6. 2%) to be left at 290°K. The
~ main reason for the-poor fit would seem-to be thp variance, 0%, which lies well outside the

- \

. typical range of sea-peak values. No attempt is'made to-fit the curve by the method of least

»

4.7. : : . , 3

sqpar& because there are insufficient data points. The extraction results can be seen in Table

4.4.3 (3,4) Band Set Histograms \
The histograms produced by the combination of bands 3 and 4 are presented iz Table
4.8 andFigure 4.4. The nﬁr_row band 4 dispersion agiin causes analysis difficulties; no least

_ \ .
squares fit is attempted because of this. The sea-peak lies at band 4 temperatures between



" Table 4.8 Partial histogrém fleld for the (3.4) band set, taken from NOAA-9 orbit
13550, between scan lines 500-539 and

pixels 550-589.
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289°K and 290°K and at band 3 temperatures between 289°K and 296'K (‘not shown in Table
.. 48). The initial cloud-cover estimate is 23.4% — slightly’ higher than the previous two values,

\ g . .
but certainly a representative value. Initial estimates of the band 3 and b;nd 4 means and

variances, the correlation coefficient, and the maximum frequency are 290.20°K and 289.13°K,
0.74 and 0.12, -0.089, and :642.13. respectively. These parameters are substituted into equation
4.4.3. Extraction of the sea’peak can be ‘seen in Table 4.9. The extraction produces an
overestimate of some of the 'points and an undereitimate of others, leaving several discrete
impulses which the algori is unable to extract. The uncertainty in the cstimaie is +14%,
which is rather high, but it cncompaéses the. estimates from the previous two examples. The

-

main difficulty with the ex&acﬁon seems to lie witfi the direct calculation method'. which had
to be rt\:li\ed on because of the narrow band 4‘dispcrsiqn."‘rhc least squares fitﬁng technique’
provides better estimates of the surface peak parameters, but three points in each direction are
required to provide unambiguéu‘s results. | _ _

o~ "It should be noted that thé limits of the sea-peaks are determined by scanngng bin
freqﬁencics along the two axes only; in most cases this is suff‘icicnt to produce cloud-cover -
estimates that are comparable to those from the (2,3) and (2,4) channel sets, In‘several )
jnstancgs; however, thin stratus layers have produced cloud peaks well within the limits of the_

sea-peak. For this.rea.son, off-axis bins are tested f:Ot abnorma'lityz, ‘by- comparing Lheir -
frequencies with those of surrounding bins and applying_an distance correction. When such an
anomaly is discerned, an attempt is mad7 by the algorithm to reduce the limits of the sea peak

to an acceptable range; failing this, a flag is set, and the operator is notified that extraction of

the (3,4) surface is impossible.

W
L s ¢
‘4.5 Final Cloud Cover Estimates
No attempt was made to compare and contrast the accuracy pf timates produced

by the three channel sets since reliéble surafce estimates could not v ensured. Rather, the -

| estimate having the lowest uncertainty was selected as being the most reliable.

—F
J—
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Table 4.9 Extraction of the sea-
' extractio&;s performed by
left at d 3 temperatur
this feature could be made.
L 4

ox_the (3,4) band set from Table 4.5. The
calculation. Note the large residual peak
. Being one-dimensional, no extraction of

Parameters Band 4 Band 3
for 1% - " Fgmperature Temperature
Extraction /[ (°K) \ (°K)
R % 2 290 293 - 294 295
. f 281 0 0 0 i 0 0
B3 2 0 0 0o " 0 0
Mean=290.19°K ’ .
B4 283 0 0 0 0 0 0 .0
Mean=289.13%K . - .
B3 Var. = 0.747 284 0 0 0 0 0 0 0
B4 Var. = 0.116 285 . 0 0. 0 0 w0 .0 0
Correlation 2% . 0 0 0 o o 0 1
Coef. = -0.089 287 ¢ 0 0 0° 0 0 1
Central . 288 ¢ 0 1 2 1l @
Freq. = 642.13 © 289 164 604 148 -+ 74 34 2
290 8 143 T s 0_._0 0 ., 0 .
Class
Totals 172 747 156 76 45 38 37’
—. 2
Residuals Band 4 . g . Band 3
after 1% Temperature \ Temperature :
\Extraction : (°K) *(°K) / A
289 290 291 292 29% ° 294 <295
281 0 0 ) 0 0 0 0 0 -
282 A 0 0 0 0 0 0
0 0 0 0 0 0 0
‘ 0 0 0 0 0 0 0
/ 0 0 0 0 0 0 0
0 0 0 . 0. 0 0 1
0 0 0 0 0 1 1
288 0 0 . 0 - 1.50 10.96 11 20
289 0 2992 - 0 - 262 3067 2596 IS
. 290 0 117.87 0 0 0 0 - 0
. Class »
) Totals 60 14779+ 0 ) 4.12 41.63 37.96 37,,

The cloud-cover estimates in Table 4.1 and 4.2 will be compared to visual estimates
taken from Plates 4.1 through 4.11. Possible causes of estimation differences will be discussed. -
In certain cases, windows exhibiting a common difficulty will be discussed together.

L4 -
.
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4.6 Case Studies

4.6.1 Introduction ) o

The atmosphere in the vicinity of the sample areas is dominated by regions of both
cumulus and stratocumulus. The.band 4 images (Plates 4.4, 4'.7. and 4.11) show little contrast
between the ocean surface and the cloud tops, suggesting low level cloud. Upon closer
examination, Plate 4.4 also shows SST gradients in the vicinity of the coastline (San Fransisco
Bay is.in Lhe top right corner of the image). The band unages (Plates 4.1, 4.2, and 4.5)
show a- number of large cells that 2

. 4
cloud-form textu}e.\ Also present aN

e probably stratocumul s, Judgmg by theu' brightness and

large patches of indistinct cloud at scales close to that of
the pixel. The exten\t of these areas is difficult to determine. The band 3 images (Plates 4.3,
4.6, and 4.10) show a marked centrast between the water and cloud; the ocean surface is
;/hite, as would be expected. and the clouds range in shade from black to light-grey —
indicative of etra;iform aoud. The texture of the cloud tops suggests that they are convective.

“The northern images also contain areas of mid and higlf level cloud (Plates 4.8-4.11).
Cycloéenesis is takirig place in the center of the image where a small comma cloud may be

~

oy
~ -
4.6.2 Plates 4.2-4.4

Examination of the satellite imagery in Plates 4.2-4.4, shows five sample areas within

\
J

250 kilometers of the California coast (numbers 1,2,5, 7, and 8 in Table 4.1), that exhibit no
ev1dence of cloud-cover. Results from the algorithm, however, give the total cloud -cover at
‘between }0 1% and 7 5% These windows lie m/a region having variable.conct \ fations of both
phytoplankton and zooplankton (Whon Smith and Kalber, 1974). These brc;forms contain
chlorophyll active photosynthesis, a process that is driven by absorption of ‘solar radiation.
Some of this absorption takes takes pilace in.band 2, where there is an absorption peak at
. 0.675um (Robinson, 1985). The phytoplankton also scatter incident solar radiation in much

the same way as atmospheric aerosols. For the most' part, this scattering is constant, except in



o -Plate 42 Band 2 image of the Oahforma coast taken from NOAA 9 orbn #13550
‘ . The -image is enlarged 4X, and has been enhanced. to increase the contrast °
‘between cloud and water 'l"he first nine. sample areas - in Table 4, 1 are .

' .shown‘

the vncxmty of the absorpuon peak (0. 675um) where a. shght decrease &curs (R§bmson
1985) The most likely cause of these shghtly hlgh cloud -cover esumates is drspersxon ‘of the
soa- peak along the vrslble axxs that is greater than the 1% class w1dth This could be
k produwd by ocean surface plankton vanablhty The presence of the SST gradients in the

-

vrcrmty adds credence to thxs V1ew Stewart, (1985). comments on the strong correlauon



.

between SST gradients -and chloro;:lyll concentrations along the California coast. The fact
that the sample areas fall in an area of SST variability could be an indication of the presence

of variable plankton and chlorophyll concentrations near the ocean. surf: acei

Plate 4.3 Banq.3 image of the California coast, taken from NOAA-9 -orbit 3‘,1'3550.‘ The .
~image ' is enlarged 4X. No enhancement has been applied. Cloud ranges from black” -
(stratus/fog) to white -{cirrus). The ocean surface is white. The first nine samples
-areas Table 4.1 are shown. : L )
Windows 3, 4a.nd 6 in Table 4.1 are in an area cdntaihing_ several large stratocumulus
cells. At first glance, the estimates of 66.7%, 29.1%, and ‘65.9% would seem to be high;
however, close scrutiny of -the band 2 and band 3 imagés indicates the presence of a

considerable axﬁpimt' of the small, pixel-sized, cumulus. These clouds are spread extensively



%.

'.‘

through sample . window 3 and 6 and to a lesser degree, through wmdow 4. The algonthm ;

esumates do not seem unreasonable in hght of this.

» I

@

image is enlarged 4X, and has been e ced to contrast tloud and water surfaces.

. Cloud ranges from grey (stratus/fog) to white (cirrus). The ocean surface is black. -

. The ﬁm mne sample areas in Table 4. 1 are shown
. . A

-

" The cloud-cover estimate for wfndéw 9.(the top samle in Plate’4,2-4.4) also appearé

reasonable, even though little or ‘no evidence for t.hepresence of cloud is seen in Pl_ates 42

3andv4.4_. Thei band 3 image»(Platev4.3)- does show some indications. of the'presence of the

3

Pﬁte 4, 4 Band 4 unage of the Cahforma taken frdm‘NOAA:9 \orbit #1355(5. The-



-

v R ’ %

Plate 4.5 Band ?’image of the California coast, taken from NOAA-9 orbit #13550. The
image is enlarged 4X, and has been enhanced to increase the contrast between cloud
and water. Samples 10-25 from Table 4.1 are shown,



4.6.3 Plates 4.54.7 o | : -

For the most part, the total clqud-cover estimates for sample areas 10-25 agree- with

visual inspection of °the imagery in Plates 4.5 through 4.7, with a couple of notable  ‘

exceptions. . ' . - :

.. Plate 4.6 Band 3 image of the California coast ,taken from NOAA-9 orbit "#13550. The

' image is enlarged 4X. No enhancement has been applied. Cloud ranges from black .
(stratus/fog) to white (cirrus). The ocean surface i§ white. Samples 10-25 from
Table 4.1 are shown: ’ :

a



4

~ The cloud-cover estimate of 15.2% for sarnple area 10, appears to be low. Visual
inspection of the band 2 'and band 3 images suggests a total cloud -cover closer to 30% Once
¢ again, there is evrdence of SST gradients in the sample area (Plate 4. 7) but it is doubtful that
these would account for the low cloud-cover estrmate A possrble shortfall in the estimate
could be produced, if the associated cloud peak were to be dispersed beyond its lower class
boundary, into the reflectance class contamrng the sea- peak This effect could be caused by
“the presence of sub- prxel sized cloud im the wrndow These were shown m Chapter* '3 to
produce noticeable changes in the sensed temperature and albedo of a given prxel If a cloud
were to have a peak in the reflectance class adjacent to the one containing the sea-peak and

‘if it did not entu'ely fill the pixel, the contribution of the s}a surface to the measured plxel

- refléctance could produce lowered albedos For example, if the cloud had an albedo of 4%,

and if it lﬁlled half Qf the pixel, the reflectanoe contribution of the cloud to the total
reflectance of the prxel would be 2%. At the same time, the sea surface contribution would
amount to 1. 5% 1f the reflectance of the sea were 3% The combmed reflectance would be
3 5%. If simple truncation were used to partmon the data this pixel would fall in the 3%

reflectance class, along with the sea-peak. The algonthm would then consrder it a part of the

\
sea surface, and a lower cloud-cover estimate would result.

464Pla?es49—411 Y ‘ a |

Total cloud-cover estrmates fromo Table 4. 2 agree very well with vrsual mspectron of
the imagery in Plates 4.9, 4.10, and 411, except for samples 4,5, and 12 whose estimates
appear to be very hrgh: Estimates for samples 7 and 13 yield surprisingly good results. Both

" areas contain small regions of very tenous stratiform cloud and the algorithm shows its

accuracy by retnevmg representatwe\estrmates for its extent. -~

Areas 4,5, and 12 have total cloug cover estimates that range from 81.1% to 100%
The visible imagery (Plate 4.9) does not rndmte cloud-covers that ,come close to these values.
The infra-red photographs (Plates 4.10 and 4.11) however, do.show the presence of a
thermally 'indistinct‘,;lauer close to the sea surface.



Pla”™4.7 Band 4 image of the California coast, taken from NOAA-9 orbit #13550,
: The image is enlarged 4X, and has been enhanced to contrast cloud and
-water surfaces. Cloud ranges from grey (stratus/fog) to' white (cirrus).
The ocean surface is black. Samples 10-25 from Table 4.1 are shown.



Plate 4.8 Band 2 xmage of the west coast of the QJnited States and British
Columbia, taken from NOAA-9 orbit #13350, showing the location of the
15 sample areas listed in Table 4.2, The image is enlarged 2X, and has
been enhanced to increase the conmtrast between cloud and water. The scamo
)lme and pixel corresponding fo the bottom right corner of the image are
1750 and 128 Tespecuvely

L
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Plate 49 Band 2 image of the west coast of the United. States and British
* Columbia, taken from NOAA-9 orbit #13550. The image.is enlar 4X,
‘and has been enhanoed to increase the contrast between cloud and water.

%

s

v

For the case of sample 12, a small sea-peak hes in the 3% reflectance class, amounting
to approxxmately 9% of the. samplc area; the mmal esnmate of the total cloud -cover is 91%
plus or minus a finite uncertainty. H_owever. no sea-peak was 1dcnuﬁed in the (3,4) band set
histogr?ain'field. The resulting cloud-cover estimate returned by the algorithm, is 100%: no
. uncérminty is produced because N0 extraction of the sea-peak takes place. Since the_algorithm

is dﬁigned to select the cloud-cover estimate having the lowest uncertaidty, the estimate from

» -
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the (3.4) bandnv set is chosen (Table 4.2). Since the tenuous cloud layer is identified on t.h
band 3 and band 4 images, the choice of the (3,4) cloud-cover estimate does not -see

unreasonable. A sxmxlar sxtuauon during the eﬁtimauon process for sample 4 probabry took

place. ) . . s ) ) | .A_ a
. A

Plate 4.10 Band 3 image of the west coast of the United Sta es and British Columbia, taken
from NOAA-9 orbit #13550. Th¢ image is enlarged 4X, and has been enhanced to
increase .the contrast between cloud and water. Qloud is black (stratus/fog) to
white (cirrus), the ocean surfacc, white, l

1

1
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The high estimate for sample [ari\ses because of differences in the extraction accuracy |

) Vbettveen histograms using visible data and. those using.puse infra-red data; extraction of the
sea peak performed using a curve is generally more accurate than for eitraction performed

' using a surface. A small sea-peak was identifiéd in the liistogrim fields for all three band sets;’
the lowest residuals were undoubtedly produced by extraction from. the (2,3) and. (2.4)‘”
histograms, despite the fact that the (3,4) -histogramg probably produced a.bettgr cloud-cover
estimate. Since the algorithm's choice of the best estimate is' dependent on the size of the

residuals, a possibly less accurate estimate would have b,qcn selected. .
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‘Plate 4.11 Band 4 image of the west coast of the United States and British
“Columbia, taken from NOAA-9 orbit #13550. The image is enlarged 4X,
and has been enhanced to increase the contrast between cloud and water,
Cloud is grey (stratus/fog) to white (cirrus), the ocean surface black.
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td " §, Conclusions .

The automatic °w°t“‘19“ algorithm, aég‘; it has been applied here. produces estimates of
the total cloud-cover that are accurate to +10% with those of human visual nephanalysis
based on satellite imagery. Unfortunately, because of a lack of on-the-spot cloud verification,
such as ship tepgrts._utﬂe’can be sa;d regarding the overall accuracy;, of the method. It is
doubtful that ship reports, had they been available, would have contained cloud-cover
estimates having accuracies better than $-10%.

Several problenis have become apparent regarding its application. It appcars to be very
sensitive to small changes in sea-surface reflectance; mcreased dxspersmn of the sea and
a(:ljacent cloud peaks, beyond their respective class limits, can be produced by variable

concentrations of surface plankton as far as 250km from shore, causing noticeable changes in

~ the cloud-cover estimates Errors in sea-peak identification, and poot selection of the best

cloud-cover estimates, pyoduce noticable inconsistencies between algorithm estimates and
‘those ftom visual hep lysis. A slightly wider reflectance class width would have been
useful in dealing with this problem. The band 4 class width could also have been a lttle
+ narrower. Had this been done, the dispersnon of the peak along the band 4 axis would have
- been larger, allowing more accurate extract:on of the sea- peak The: eff'ectﬁenws of the (3,4)
ban& set hnstograms would also have been mcwased
Probably the most sngixf:cant result; however is the way in which band 3 data bere
able to complement, and even enhance the cloud detection accuracy Its overall sensmvnty to
small changw in sensed radiation prowded good cloud-cover estxmates in areas where band 4
alone failed. The potential use of this band, with band 4 data, for nighttime cloud detecuon is
z@resent In the absence of solar contamination, temperatures measured by band 3 should
equal those of band 4 regardless of the nature of the surface Some way of identifying the
seapeakvnll have to be developed, snioe the £1°K peak temperature_dtfference criterion used
here is not valid at night. ’
In general bi-spectral techmques such a§ this show a good deal of promise for
detectmg areas of cloud over water. lnformauon regardmg the extent of individual cloud

[
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layers is available’ by extracting the¢ cloud peaks in the same fashion that the sea- puk wit o
extracted here. It also has the potential to provide cloud classxf ication information providN [

,,‘f.}

the correct criteria can be developed and built into the algorithm. ‘ _ _"
Unfortunately, it may be difficult at present to imbk{:nt these techm%tp(fen ﬁ

real-time operational use, because of practical limitations, sudh as the. hiqy D“(’ filyr\:

“

requlrements for imagery by ﬁ’eteorolopsts having to meet rigid forecast dud lm 1’( in to -
be hoped, however that such lumtauons will be removed in the near f uture..when mcreased

computing power and new hardware will make it possible to produce multiple copies of data

sets and imagery in a routine manner.

- s
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Appendix 1

Fljting Gaussian Curves and Surfaces using the Method of
- Least ‘Squares. .

Cons%der a gaussian distribution of the form:

(x-x)?2 e ‘ _ "
= 220: e % I IR 9 B S

where N 1is the number of‘sample‘points, x is the sample
ﬁean, o, is the sample variance, and f is the predicted
. frequency. It is possible to reduce equation (1) to a second

_order polynomial in x by taking the natural lpgarithﬁ af

i %
both sides. The result is of the form: )
. N k
' (x-%) z“‘i ) . L -
In(f) = ao - —7;§efﬁgig : (2)
which reduces to: , ' - o~
In(f) = ao + aix ¥ azx* - N o (3)
where:
N “ o | :
dg = 1n [72—“0—7—] (4)
_ : - .
az = — 20)3( A (6)

& .

The parameters for the Wbgst-fit' gaussian for the

one-dimensional case are then given by:

0k = gy ear<0 o _ 2
X = a1>0:= - » K | (8)

47 T



' N (ao - azx?) .W = -7 0
fhax * Vzmoz & L e, (9)
. -
where f nax is the central frequency of the gaussian curve.

— —_

The coeff1c1ents ad—az in equatlons 7-9, are determined

uéing the method of least squares by form1ng the follow1ng

\

normal equations: . . \
Zln(f) = aoN + a ;Ix + aIx? A (10)
) . e A RN
Zxln(f) = aoZx + a,kx? + aIx? A (11)
» | E
;WEX‘ln(f)v% aolx? + a,Lx® + a,Zx* ) ' o (12)

aﬂé solving” the system of .equations’ using Gauss-Jordan
.elimination (Isaac and Manoﬁgiah,'1976).

The'"bi-variate case is 'entirely analogous to the
un1 var1ate case, except that diagonalization of .a 6x6
mafrlx is requ1red to’ determlne the normal coeff1c1ents.

vCon51der a b1—var1ate G§u551an d1str1but10n of the
form: '

. ' } 2 e ) .

2%0 0¥ 1-r?

-

where

0 = (x;g)‘ _ Er(xoxzfy—y) . (y;g)z : ¢”M  . 6
"N representsfthe total number f.points in tﬁe»éémble;

X, v ;nd a,, o} are the mean valuds and vaiianceéu of the

varlates . x and b3 tespect1vely, r 'is the ’¢orre}ation

coefficieﬁt; and f 'isA-the predicted freguency "of the
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B ' 3' N . ‘
gaussian. _Taking the :natural logarithm of bot% ~sides

In(f) = ao - 2—(—1-9;—,—; . (15)

which, after .some algebra, reduces tos:

prodﬁces a second order surface in x and y of the form:

In(f) = ao + @ayx + a,y + asxy + asx® + asy’ (16)
where:
? .. N . .
aO‘= 1n [21raxay‘/1_rz]" ’ ' . . (17)
R o ri- ' | ’
a, = ('1-1.25[;_: - Uxay] . | (18)
R N U <3 -_i] « o - O
az (1_rz)[ 0,0, + 0; . : ) » (19)
" (20)
.\
F(i-t)o? ﬂ © (e
. , ' ’ ’ . ‘ - .
‘ L : B s
T S roES S -

-t

—

Solution  of equations . 17-22 yields the gaussian

parameters-in-the form:

__.ay/as R -
r Sas/ as’ _ : (23)
1 g - | | '
2 . .
o TRETD PTG S (24)
2 .
oy 2(1-r3)as’a’<q v (25).
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X = a,0}Q+ a,ro,o0, \ N : (26)
_ . ' o
Y = 320] + a,r040, : : (27)
N (ao-a.;’-asy’-aaﬁ) ( )
= e 28
fmax = 2700,/ 1-r? ‘ |
vhere f‘" is the central frequency of the sufface

max
The normal -equaxlpns, used to determine the

. coefficients ao-as are of the form:

Zln(f) ii° aoN + a, X+ azZy + aIxy + a,Zx? +

aszy J (29)
- LZxln(f) = aOZx + a,Zx?® + a,ILxy + ajLx?’y +
‘ : a.ZxJ + agIxy? . . (30)
Zyln(f) = aoZy + a,ny + a,Ly® + a,nyz + g
& asZx’y + asly’ (31)

;>}in(f); aoLxy + a,Zx y + a,Lxy? + aazx y* o+ .
7 azLx®y + asgIxy?® 1 . A (32)

S

apLx?® + a,ILx*® + aIx?y + a;ILx’y, +

2
Zx*1n(f) :
a\Tx* + asLx?y? . (33)

Zy*1n(f) aoZy? + a Ixy* + a Ly’ + a,Ixy’ +

aplx?y? +. asZy* . | - (34)
Zero is an unacceptable data value’ because of the

log ithic _nature of the least squares techn1que~ however, 

little error is 1ntroduced if zero values are(aassumed to -

equal 'one This assumption is only required during analysis
of the band (3,4) hlstograms' it arises because the off-axis

frequenc1es are not examxned dur1ng initial determ1n1on of
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the extent of the sea peak, and zero bin frequencigs are
often present.

As 1in any fitting ﬁrocedure,ga minimum of three point
are required‘in eachgdirection, to uniquely determine 'th
best fit curve 6: sufface. Certain gauspian parjmbters‘will
becpmeiarbitrary if fewer ‘than tﬁfee points are uézd,

generally leading to non-recoverable cohputer errors.

N
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Appendix 2

’

A Schematic Diagram of the Total Cloud-cover Estimation Algorithm.

{

.\

4'{ Select window aruJ

Segment 1 Extract orbital parameters
from TBUS messages

I N
‘Pixel screening — reject data on the basis of: '

1. sunglint proximity
2. low s0lar elevation

[ﬂnt window for this orbit ]L__NO___.

lves
Segment 2 I:Cllcuhto IR calibration curv_es]

Segmient 3 . | Extraet and calibrate
. ] dav:. £roin window area

| -
[Conatruc\'. bi- variate histo (run?l

T : {;;cite sea peak l

N\ -

Determine its extent (points decrease
away from maximum in every direction)

. Narrow limits of
f—— gaussian by removing -3
lowest boundary point

Determine parameters for best—fit
gaussian by a) direct calculatian
and b) method of least squares

|
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o

1

[ Complr‘o predicted maximum with actual valu

o]

| GRRATER

Calculate mean residual sum of squares
for both fitting techniquea — choose
method having lowest value

TES I

T

Subtnct best—fit gaussian from
- histogram field

1

j Secondtry-sn‘pnk’tl

|No

Total cloud cover is the ratio of those
opoints not accounted for by the sea
(excluding residuals) to the total

number in the field

1

Residuals are indeterminate — could be
cloud or ocean...use as uncertninty
in cloud cover estimate

YES r

| Another windowﬂ
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