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“My heart is a traitor, it doesn’t want me to go on” said the boy. “That makes 
sense,” the alchemist answered. “Naturally, it’s afraid that, in pursuing 

your dream, you might lose everything you’ve won.”
“Well then, why should I listen to my heart?”

To this the alchemist replied, “Because you will never again be able to keep it
quiet.

Even if you pretend not to have heard what it tells you, it will always be there
inside you,

repeating to you what you’re thinking about life, the world and it’s soul.”
- The Alchemist
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Abstract

It is well known that frequency response masking (FRM) finite impulse response 

(FIR) digital filters can be designed to exhibit very sharp-transition bands at the 

cost of slightly larger filter lengths as compared to the conventional FIR digital fil­

ters. The FRM FIR digital filters permit efficient hardware implementations due to 

an inherently large number of zero-valued multiplier coefficients in their transfer 

functions. The hardware complexity of FRM digital filters can be further reduced 

by employing computationally efficient number systems for the representation of 

the non-zero-valued multiplier coefficients. In this thesis, a novel look-up table 

(LUT)-based genetic algorithm is developed for the design and discrete optimiza­

tion of FRM FIR digital filters over the conventional canonical signed-digit (CSD) 

as well as the emerging double base number system (DBNS) multiplier coefficient 

spaces. The underlying LUTs consist of permissible CSD/DBNS numbers, each 

identified by their unique indices such that the latter form a closed set under the 

genetic operations of crossover and mutation. The CSD/DBNS multiplier coeffi­

cient values themselves permit pre-specified wordlengths and pre-specified number 

of non-zero bits. The salient feature of the proposed genetic algorithm is that it 

automatically leads to legitimate CSD/DBNS multiplier coefficients without any 

recourse to gene repair. However, repeated computational investigations revealed 

that the aforementioned GA did not search the solution space robustly due to lack 

of mechanisms through which entrapment at local optima could be successfully 

avoided. Therefore, the proposed GA is modified to a diversity controlled genetic 

algorithm (DCGA). The advantage of the LUT-based DCGA over the conventional 

GA lies in the external control over population diversity and parent selection, giving 

rise to a rapid convergence to an optimal solution. The external control is achieved
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through judicious choice of a pair of DCGA optimization parameters. An empirical 

investigation is undertaken for choosing appropriate values for these control param­

eters. The performance of the proposed LUT-based GA and DCGA are compared 

through their application to the optimization of FRM FIR digital filters with low- 

pass and bandpass magnitude responses. The resulting speed of convergence of the 

DCGA optimization is observed to be an order-of-magnitude higher as compared 

to that of conventional GAs.
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8fl(co) Deviation of bandedge shaping digital sub-filter Ha (eja )
A/ Lower transition bandwidth
Au Upper transition bandwidth
A Transition bandwidth of overall FRM FIR digital filter
B Wordlength of look-up table (LUT) index
c CPSS shaping coefficient
cp Highest multiplier coefficient values
C Constant chosen to render fitness  value positive
C(t) Pool of offspring
fitness Fitness value of a chromosome
fitness\ Fitness value of a chromosome
fitness2 Fitness value of a chromosome with a penalty  component
h Hamming distance between a chromosome and the chromosome 

with the highest fitness value in the population pool
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Symbol Definition

Ha ( ^ W) Bandedge shaping digital sub-filter
Ha (e-,co) M-interpolation bandedge shaping digital sub-filter
H b (^ m) Complementary bandedge shaping digital sub-filter
Hb (eja>) M-interpolation complementary bandedge shaping digital sub-filter
Hma Masking digital sub-filter
Hmb (eJ<°) Masking digital sub-filter
Hai Lowpass bandedge shaping digital sub-filter
Hmai (eJ(£>) Lowpass masking digital sub-filter
Hmbi \e* j  Lowpass masking digital sub-filter
H u  (e;a>) Masking digital sub-filter for the lowpass FRM FIR digital filter case 
Hah \e* )  Highpass bandedge shaping digital sub-filter
Hmah (eJC0) Highpass masking digital sub-filter
Hmbh Highpass masking digital sub-filter
Hdh (eJ(0) Masking digital sub-filter for the highpass FRM FIR digital filter case
Hu> (e-,co) Lowpass FRM FIR digital filter
H h p  (eJC0) Highpass FRM FIR digital filter
Hpp (e;co) Bandpass FRM FIR digital filter
H b s  (e;c0) Bandstop FRM FIR digital filter
L  Chromosome length
mi Integer less than M
m  Base 3 exponent
M  FRM FIR digital filter interpolation factor
M l p  Lowpass FRM FIR digital filter interpolation factor
M h p  Highpass FRM FIR digital filter interpolation factor
M (t) A large pool consisting of parents and offspring
n Base 2  exponent
Hmating Number of chromosomes in the mating pool
Np Number of parent pairs
N  Number of chromosomes in a population pool
No Length of overall FRM FIR digital filter
Na Length of bandedge shaping digital sub-filter Ha (V®)
Nma Length of masking digital sub-filter Hma (ej<0)
Nmb Length of masking digital sub-filter Hmb (e;<0)
Nai Length of lowpass bandedge shaping digital sub-filter Hai (V®)
Nmai Length of lowpass masking digital sub-filter Hmai (e^a )
Nmbi Length of lowpass masking digital sub-filter Hmbi (eJCa)
Nah Length of highpass bandedge shaping digital sub-filter Hah (eJ<0)
Hmah Length of highpass masking digital sub-filter Hmah (e-/“ )
Nmbh Length of highpass masking digital sub-filter Hmbh (V®)
Nfrm Number of multiplier required to realize an FRM FIR digital filter
P f  Fixed probability factor for complementing a bit in the chromosome
p s Probability of selecting a chromosome
P m  Probability of mutation
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Symbol Definition

P  Number of magnitude response points in the range 7} and Tu
P(t — 1) Previous population
P(t) Present population
R  Finite-precision radix-point in the range 0 <  R < W
t Current generation number
Ta (a)) Magnitude response of bandedge shaping digital sub-filter Ha (eJ(0)
Tma (to) Magnitude response of masking digital sub-filter Hma
Tmb (a)) Magnitude response of masking digital sub-filter Hmb (V“
Tu> Magnitude response of lowpass FRM FIR digital filter
Thp Magnitude response of highpass FRM FIR digital filter
Tpp Magnitude response of bandpass FRM FIR digital filter
Tbs Magnitude response of bandstop FRM FIR digital filter
7] Lower bound in the stopband. Used in calculating penalty
Tu Upper bound in the stopband. Used in calculating penalty
U LUT table size
w Number of non-zero bits in CSD and DBNS number systems
W  Wordlength of CSD and DBNS numbers
Wj Wordlength of the integer part in W
Wp Wordlength of the fractional part in W
Wp Passband weighting factor
W, Stopband weighting factor
jc Fitness rank of a particular chromosome
Xj Infinite-precision multiplier coefficient values
x j Finite-precision multiplier coefficient values
X  (z) Input signal
Y (z) Output signal
Z Probability of selecting a chromosome with a higher fitness value
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List of Abbreviations

Abbreviation Definition

FRM Frequency response masking
FIR Finite impulse response
GA Genetic algorithms
DCGA Diversity controlled genetic algorithms
DBNS Double base number system
CSD Canonical signed digit
CPSS Cross-generational Probabilistic Survival Selection
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Chapter 1

Introduction

A vast body of literature is available for the design and optimization of linear phase 

FIR digital filters. These digital filters exhibit guaranteed non-linear/linear stability 

features and low coefficient sensitivities, in addition to constant group delays [17]. 

Linear phase FIR digital filters with sharp-transition bands find many important 

practical applications, e.g. in digital audio systems [10]. However, the length of 

such filters is usually inversely proportional to the width of their transition bands, 

implying that their lengths become prohibitively large for narrow-transition band- 

widths. Since the number of addition and multiplication operations carried out by 

the digital filter in each sampling interval is directly proportional to the filter length, 

FIR digital filters with large length entail high computational complexities. To this 

end, plenty of research has been directed towards developing new design techniques 

which reduce the computational complexity of linear phase FIR digital filters hav­

ing sharp-transition bands (e.g. [6, 5, 26, 20, 3 ,16, 24,19, 31]).

The frequency response masking (FRM) approach is one of the most efficient 

techniques for the design of sharp-transition band FIR digital filters [11]. Given a 

set of design specifications, the length of a FRM FIR digital filter is only slightly 

longer than that of the corresponding conventional direct-form FIR digital filter. 

This is made possible by realizing a sharp-transition band FRM digital filter in terms 

of a combination of a pair of interpolated bandedge shaping and a corresponding 

pair of gradual-transition band masking FIR digital sub-filters. This causes a sub­

stantial reduction in the computational complexity of the overall FRM FIR digital 

filter mainly due to a relatively large number of zero-valued multiplier coefficients

1
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in the constituent interpolated FIR digital sub-filters [11].

The non-zero valued multiplier coefficients in FRM FIR digital filters can be 

determined in infinite-precision by using the existing gradient-based optimization 

techniques such as the Parks-McClellan approach. More recent gradient-based op­

timization techniques for FRM digital filters include the weighted least-squares 

(WLS) approach [29], and the semi-definite [12] and second-order cone program­

ming [13] approaches. However, in an actual hardware/software implementation 

of the FRM digital filter, these non-zero valued multiplier coefficients are quan­

tized to their finite-precision counterparts, e.g. by using their signed-power-of-two 

(SPT) representations [28], The SPT multiplier coefficient representation leads to a 

multiplier-free digital filter, achieved by replacing the required multiplication oper­

ations by a finite number of shift and add operations [30].

The SPT representation of a given number is non-unique, causing redundancy in 

the multiplier coefficient representation. This redundancy can potentially increase 

the corresponding computational complexity due to repetitive recourse to compare 

operations. In order to circumvent this problem, one may resort to special cases 

of the SPT number system, e.g. the canonical signed-digit (CSD) or the canonical 

double base number systems (CDBNS) [1,2]. These number systems are capable 

of representing multiplier coefficient values uniquely by restricting the resulting 

number of non-zero bits.

After the quantization of the infinite-precision multiplier coefficient values, the 

frequency response of the FRM FIR digital filter may no longer satisfy the initial 

design specifications. As a result, optimization techniques have to be employed 

once again to obtain a finite-precision digital filter that satisfies the given design 

specifications.

In [27], it was demonstrated that by using integer programming over the SPT 

multiplier coefficient space, the frequency response of FIR digital filters can be op­

timized to meet very stringent design specifications. In the case of FRM digital 

filters, however, this optimization technique proves to be time consuming and re­

sults in sub-optimal solutions. This generally stems from a separate optimization of 

the constituent digital sub-filters.

2
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Genetic algorithms (GAs) have emerged as an efficient alternative for the opti­

mization of finite-precision FIR and HR digital filters [1, 25]. These algorithms are 

based on an evolution of a population pool consisting of candidate solutions from 

one generation to the next in the process of arriving at the desired optimal solu­

tion. GAs are capable of automatically finding near-optimum solutions to discrete 

optimization problems while keeping the computational cost low [25].

In this thesis, a novel GA is developed for the design and optimization of low- 

pass and highpass FRM FIR digital filters with their application towards bandpass 

and bandstop FRM FIR digital filters1. The optimization is performed over the 

fixed-radix point CSD and DBNS multiplier coefficient spaces, where the multi­

plier coefficients are permitted to have a pre-specified word-length W, and a pre­

specified maximum number of non-zero bits w. In the course of this research it 

was observed that the conventional GAs do not search the solution space robustly 

due to lack of mechanisms through which entrapment at local optima can be suc­

cessfully avoided, thereby prolonging the convergence to an optimal solution. In 

[22, 23], Shimodaira developed a diversity controlled (DC) GA that circumvents 

this problem by allowing external control over the diversity of the population pool. 

This external control prevents premature convergence to a local optimal solution, 

increasing the speed of convergence of the DCGA to a global optimum solution.

The performance of the proposed GA is further improved based on the concepts 

of diversity control for the design and optimization of FRM FIR digital filters. An 

empirical investigation is undertaken for the judicious choice of DCGA control 

parameters for rapid optimization of FRM digital filters. The optimization results 

obtained are compared against those of the conventional GAs. It is shown that by 

using DCGA for designing and optimizing FRM FIR digital filters, one may obtain 

approximately an order-of-magnitude increase in the speed of convergence to the 

desired optimal solution.

This thesis is divided into the following chapters: Chapter 2 presents the de­

sign of sharp-transition FIR digital filters using the conventional FRM approach.

'The bandpass (bandstop) FRM FIR digital filter can be realized as a cascade (parallel) combi­
nation of corresponding lowpass and highpass FRM FIR digital filters.

3
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Chapter 3 develops a novel GA for the optimization of FRM FIR digital filters and 

presents application examples involving the optimization of a lowpass and a band­

pass FRM FIR digital filter over the CSD and DBNS multiplier coefficient spaces. 

Chapter 4 is concerned with a variation of the FRM approach for the design of band­

pass and bandstop FRM FIR digital filters with arbitrary lower and upper transition 

bandwidths. Furthermore, the chapter modifies the proposed GA by employing di­

versity control mechanisms for the design and optimization of finite-precision FRM 

FIR digital filters. Application examples are presented for the design of a lowpass 

FRM FIR digital filter and a pair of bandpass FRM FIR digital filters with equal 

and unequal lower and upper transition bands over the CSD and DBNS multiplier 

coefficient spaces. Empirical results are also given for selecting the DCGA control 

parameters. Finally, Chapter 5 summarizes the main conclusions of the thesis.

4
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Chapter 2

Design of Sharp-Transition Linear 
Phase FIR Digital Filters Using the 
Conventional FRM Approach

This chapter is concerned with the design of sharp-transition FIR digital filters using 

the conventional FRM approach [11]. Before delving into further details of the 

FRM approach, it is imperative to understand the basic definition of digital filters.

2.1 Digital Filters

Filtering is defined as a signal processing operation which alters the frequency spec­

trum in accordance with some given filter specifications [17]. The implementation 

of this operation (in hardware or software) is called a filter. A filter permits certain 

frequency components in a signal to pass through with negligible modifications, 

while attenuating other frequency components substantially. The frequencies of the 

signal components which pass through defines the passband, and the frequencies of 

the signal components which are attenuated defines the stopband. There are differ­

ent types of filters depending on the nature of the filtering operation. These are as 

follows [17]:

1. Lowpass Filter: This filter allows all low-frequency components below 

a certain specified frequency mp called passband edge frequency to pass 

through and attenuates all high frequency components above the specified 

frequency cos called stopband edge frequency. Here (Os >  d>p.

5
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2. Highpass Filter: This filter passes all high-frequency components above 

a certain specified frequency ©p and blocks all frequency components 

below ©s. Here tos <®p.

3. Bandpass Filter: This filter allows all frequency components between two 

specified frequencies ©pi and ©P2 and stops all those above and below ©S2 

and ©ii. Here ©si <  ©pi <  fflP2 <  ©s2-

4. Bandstop Filter: This filter blocks all frequency components between two 

specified frequencies ©si and © ^ and allows all those above and below 

©P2 and ©pi. Here ©pi <  ©5i <  ©S2 <  ®P2-

Other types of filters are also possible. For instance, a notch filter is a bandstop 

filter that blocks only one frequency and a comb filter is designed to block low- 

ffequencies at integer multiples of a fundamental frequency [17].

Filters can be classified broadly into two categories, namely, analog filters and 

digital filters. Analog filters use electronic circuits such as capacitors, resistors, 

inductors and op-amps to acheive their filtering effects. The signal being filtered is 

a direct analogue of the physical quantity such as sound or voice.

Digital filters, on the other hand, use a digital signal processor (DSP) to perform 

numerical manipulations on sampled values of the signal. In order for digital filters 

to operate properly, the analog signal must be first sampled and quantized using an 

analog-to-digital converter (ADC). This sampled sequence is then processed by a 

DSP chip implementing the digital filter and then converted back to an analog sig­

nal using a digital-to-analog converter (DAC). Digital filters offer many advantages 

over their analog counterparts including programmablility, adaptability, higher sta­

bility with respect to time (drift) and temperature and many others. As CMOS 

technology is scaling from one generation to the next, digital filters are being suc­

cessfully implemented to higher frequency electronics owing to the increased speed 

oflC s.

Digital filters can be classified based on the length of the impulse response. If 

the impulse response is of finite length, then the digital filter is called finite impulse 

response (FIR) digital filters. On the other hand, if the impulse response is of infinite

6

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



length, then the filter is referred to as infinite impulse response digital (IIR) digital 

filters. This thesis deals with the design and optimization of FIR digital filters.

2.2 Frequency Response Masking Approach

Fig. 2.1 shows the FRM synthesis structure used for realizing sharp-transition FIR 

digital filters.

OutputInput

M asking 

Digital S ub-F ilter 1

Complem entary M -Interpolated 

Bandedge Shaping 
Digital S ub-F ilter

M asking 

Digital Sub-F ilter 2

Figure 2.1: Synthesis structure of overall FRM FIR digital filter.

As can be observed, the FRM approach is based on an M -fold interpolation 

scheme. This technique begins with a gradual-transition linear phase FIR digital 

filter and replaces each delay element with M  unit-delays. A multiple-band FIR 

digital filter is formed that has (M +  1) frequency bands, with the passband and 

stopband of the original filter scaled by 1/M. A complementary filter is obtained 

by subtracting the output of the (M +  l)-band filter from a suitably delayed version 

of the input. When the frequency responses of the (M +  l)-band filter and it’s 

complementary version are masked appropriately and recombined, a very sharp- 

transition FIR digital filter can be obtained [11]. This technique can be used to 

design very sharp-transition lowpass, highpass, bandpass and bandstop FIR digital 

filters.

The following sections presents the design of a lowpass FIR digital filter using 

the FRM approach.

7
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2.3 Design of Lowpass FRM FIR Digital Filters

Consider the design of a lowpass FRM FIR digital filter having a transfer function 

Hj_p  (z) and frequency response Hjj> (e;®), with passband edge frequency (Op and 

stopband edge frequency ©s. Moreover, consider a linear phase FIR bandedge shap­

ing digital sub-filter Ha (z) of odd length Na, having passband and stopband edge 

frequencies 0 and <|>, respectively. Then, Hb (z) can be defined as a complimentary 

version of Ha (z) if,

\Ha (eja ) + H b (ej(a)\ =  l .  (2.1)

where Ha (eJ(0) and Hb (e;C0) represent the corresponding frequency responses of 

Ha (z) and Hb (z) in the Fourier domain and are as shown in Figs. 2.4 and 2.5. This 

complementary filter pair can also be represented by the formulas,

Ha (ej(a) =  1)/2)® x Ta (©),

Hh (ej(0) =  e-X(% -i)/2)« x ( i ~ T a (©)). (2.2)

Here Ta (©) represents the magnitude response of the bandedge shaping digital sub­

filter Ha (z).

In the z-domain the complementary digital sub-filter Hb (z) can be represented 

by the expression,

Hb (z) =  z((iVa" 1)/2) -  Ha (z). (2.3)

In other words, the complementary transfer function Hb (z) can be derived by sub­

tracting the output of Ha (z) from a delayed version of the input X  (z) as shown in 

Fig. 2.2. The delay elements need not be implemented separately for Hb (z) since 

the delays in Ha (z) can be reused for this purpose, resulting in some hardware sav­

ings (c.f. Fig. 2.3).

Let two filters Ha (V“) and t i b (e;C0) be derived from the complementary pair 

Ha (eJC0) and Hb (V03) by replacing each imit delay by M-unit delays such that 

t ia (e;“ ) =  Ha (e;M<0) and Hb (e;“ ) =  Hb (VMcB) . The respective frequency re­

sponses Ha («;<0) and Hb (e;“ ) are as illustrated in Fig. 2.6.

8
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Two masking filters Hma (z ) and Hmb (z) with frequency responses Hma (V“ ) 

and Hmb (eJ(°) as shown in Fig. 2.7 may be used to mask Ha (eJC0) and Hb (e;<0) in 

order to realize the overall lowpass FRM FIR digital filter Hu> (z). If the masked 

frequency responses of Ha (V “ ) and Hb (e;“ ) are recombined as shown in Fig.

2.11, the desired frequency response, H l p  (e;(0) is obtained (as in Figs. 2.8 and 

2.10). The frequency response of the overall FRM lowpass FIR digital filter can 

alternatively be described using the relation,

H l p  (V“) =  H a  { e j a )  X Hma (e>a) +  Hb ( e j(a)  x Hmb ( e j<» ) . (2.4)

It should be pointed out that for the above equation to be valid, the group delay of 

Hma (z) and Hmb (z) must be equal, otherwise leading zeros must be added appropri­

ately to fulfill this condition. Also, in order to avoid half sample delays, (Na — 1 )M  

must be even.

In general, for a given set of design constraints, one must derive appropriate 

specifications for the constituent digital sub-filters Ha (z), Hma (z) and Hmb (z) such 

that the overall FRM FIR digital filter satisfies the given design specifications. This 

is achieved by first calculating an appropriate value for the interpolation factor M  

so that the overall complexity of FRM FIR digital filter is at a minimum. The 

passband edge 0  and stopband edge <(> of the bandedge shaping digital sub-filter 

Ha (z) can then be calculated in terms of the interpolation factor M  and the bandedge 

frequency specifications of the overall FRM FIR digital filter cop and (Os. Having 

obtained the bandedge frequencies of Ha (z), one can find appropriate bandedge 

frequencies of the masking digital sub-filters H m a  (z) and H mb (z) in terms of 0 , 

<|> and M. It should be pointed out that a lowpass FRM FIR digital filter can be 

realized in two ways, in one of which the frequency response near the transition 

band of H lp  (z) is determined mainly by Ha (z) (c.f. Fig. 2.8) and in the other of 

which the transition band of H l p  (z) is determined by fib (z) (c.f. Fig. 2.10). At any 

given time, only one of these cases will satisfy the constraint 0  <  0  <  <j) <  7t and the 

bandedge equations pertaining to that case will result in valid digital sub-filters.

In addition to the bandedge frequency specifications, one also needs to find an 

appropriate set of passband ripples and stopband attenuations for the digital sub-

9
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filters so that the passband ripple and the stopband attenuation of the overall FRM 

FIR digital filter satisfies the given design specifications. Once the appropriate 

design specifications for the digital sub-filters are derived, one can use standard 

optimization packages such as Parks-McClellan approach to design these digital 

sub-filters in infinite-precision.

The steps for realizing the desired lowpass FRM FIR digital filter in terms of 

the digital sub-filters is discussed below.

2.3.1 Optimal value for the interpolation factor M

A closed form expression for the interpolation factor M  can be calculated using 

filter lengths of the digital sub-filters Ha (z), Hma (z) and Hmb (z) obtained from the 

Hermann’s formulas in Eqns. B.3, B.4 and B.5 (c.f. Appendix B). Let the transition 

bandwidth (cOj — cop) be denoted by A. Hermann’s equation can be written as:

where N  represents the length of the overall FRM FIR digital filter, bp represents the 

passband ripple and 5S represents the stopband attenuation. It can be observed from 

Eqn. 2.5 that for A <  0.2, the first term in the above equation becomes dominant, 

leading to

Since only an approximate solution is required for the calculation of the opti­

mum value of M , the length of the bandedge shaping digital sub-filter Ha (z) given 

by Na can be expressed as [21]:

Let Nma and Nmb represent the lengths of the masking digital sub-filters Hma (z) 

and Hmb (z)- From Figs. 2.7 and 2.9, it can be concluded that the sum of the transi­

tion bandwidths of Hma (e;“ ) and H ^  (V®) is 2k/M . Let the transition bandwidth 

of Hma (eJ(0) he represented by y. Then,

N
Do  (8P, 8g) — F (dp, 5S) [(A)/27t]2

(A)
(2.5)

(2.7)

(2.8)
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By differentiating (Nma + Nmb) with respect to y and by setting the resulting equa­

tion to zero, the following relation is obtained:

* = £ •  (2-9)

Since the sum of the transition bandwidths of Hma (e;<0) and Hmb (eja ) is 2%/M, 

then from Eqn. 2.9 it can be stated that the transition bandwidth of Hmb ( ^ “ ) is

equal to j f  — Jy =  j j .  Thus, for (Nma + Nmb) to be at a minimum, the transition

bandwidth of Hma (e^ )  must be equal to that of Hmb (e;<n), or, equivalently,

Nma=Nmb. (2.10)

Therefore, for minimum hardware complexity, the length of the masking digital 

sub-filter Hma (eJ<0) must be equal to that of Hmb (e7®). Moreover, the lengths of 

the masking digital sub-filters can be given by the relation [21]:

Nma «  Nmb «  0.32(MiV)A. (2.11)

The total number of multipliers Nfrm needed to implement the FRM FIR digital 

filter is thus,

Nfrm = N a + N m a + N m b * * ( j j +  0.64MA^ N. (2 .12)

By differentiating Nfrm with respect to M  and setting the result to zero, the optimum 

value of M  is obtained as
i_

v C l4 A ’
where Mopt is the value of M  at minimum complexity. At M  «  Mopt, the number of 

multipliers needed for the FRM FIR digital filter implementation is at its minimum.

The optimum value of M  derived above can be used as a first approximation 

only. A better approximation can be obtained by tabulating the overall lowpass 

FRM FIR digital filter length as a function of M  in the vicinity of the first approxi­

mation, and by selecting the M  values which lead to a minimum overall FRM FIR 

digital filter length.

2.3.2 Bandedge design equations for digital sub-filters Ha (z), Hma
and Hmb (z)

Case I: Transition band of Hlp (z ) is governed by Ha (z):

11
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In this case, the passband and stopband edge frequencies (Op and 0+ of the over­

all lowpass FRM FIR digital filter must fall in the range [11],

2miK (2m /+  1)71 ^
- 2 -  <  (op, ms < (2.14)

M  M

It is clear from Figs. 2.7 and 2.8 that

2m/7t +  0

and

— 11 » (2.15)

^  =  ^ ± 1 . (2.16)
M

In order for Eqns. 2.15 and 2.16 to yield correct solutions with 0 <  0 <  <() <  7t one 

must have

0 — coPM  — 2m/7t, (2.17)

<t> =  COSM  -  2m/7T, (2.18)

where mi = is the largest integer less than <̂- -2n
The bandedge frequencies for the masking digital sub-filters Hma (z) and Hm\, (z) 

can be calculated as shown in Fig. 2.7.

Case II: Transition band of H l p  (z) is governed by H b  (z):

In this case, (Op  and 0+ must lie in the range, [11]

(2m/ —1)71 2m/7l
M  (219)

It is clear from Figs. 2.9 and 2.10 that,

=  (2.20)

and
2m/7t —0

=  77— • (2 -21 )M

Again, in order for Eqns. 2.20 and 2.21 to yield correct solutions with 0 <  0 <  <j> <  7t 

one must have
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9 =  2m/7i — co SM ,  

<(> =  2m/7C — COpM,

(2.22)

(2.23)

where, mi = \ i s  the smallest integer greater than

Fig. 2.9 shows the bandedge frequencies of the masking digital sub-filters 

Hma (z) and Hmb (z).

N a - 1
Z  2

Figure 2.2: Realization of bandedge-shaping digital sub-filter Hb (V®)

-1-1-1

Figure 2.3: Realization of bandedge-shaping digital sub-filter Hb (V®) with sharing 
of delay elements.
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H a ( e * )

1

<t> JCeo

Figure 2.4: Frequency Response of bandedge-shaping digital sub-filter Ha (V®)

1

Keo

Figure 2.5: Frequency response of complementary bandedge-shaping digital sub­
filter Hb (e>®)
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jW«*)

i

n0

Figure 2.6: M-interpolated complementary digital sub-filters Ha (e7<0) and

M e * * ) .

H na/m bie*)

1

2/w/

Figure 2.7: Frequency response of masking digital sub-filters Hma (e*a ) and 
^  («*")
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H lp  (V“)

1

Figure 2.8: Frequency response of overall FRM digital filter H l p  (e;t0) .

Hna/mb (eiW)

1

Figure 2.9: Frequency response of masking digital sub-filters Hma (e ja ) and
H m b{e^)
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H l p ( ^ )

1

M

Figure 2.10: Frequency response of overall FRM FIR digital filter H jj> ( e J(0) .

y (z )
1 M

Figure 2.11: Synthesis architecture of overall FRM FIR digital filter.
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2.3.3 Passband ripples and stopband attenuation of digital sub­
filters Ha(z), Hma (z) and Hmb (z)

Before discussing the calculation of appropriate values for the passband ripples and 

stopband attenuations for the digital sub-filters Ha (e;®), Hma (e;<0) and Hmb , 

it is important to point out the effects of these ripples on those of the overall FRM 

FIR digital filter H lp (eJ<0) . This is important as the passband ripples and stopband 

attenuations of the bandedge shaping digital sub-filter Ha (e7®) can be designed 

to partially compensate for the effects of the masking digital sub-filter ripples in 

certain frequency ranges, thereby reducing their respective hardware complexities 

[11]. Let Tlp (to) and 8lp(<o) represent the desired magnitude and deviation (i.e. 

passband ripple and stopband attenuation) of the overall FRM FIR digital filter 

Hlp  (V®). Also, let Ta (co) and 8a (co) be the magnitude and deviation of the M- 

interpolated bandedge shaping digital sub-filter Ha (<?-'“ ). In this way, Ta (©) is 1 in 

the passband and is 0 in the stopband of Ha (e;t0) . In the transition band of Ha (e7®), 

one can define Ta (go) to be equal to t i a (e7“ ) with an error in the linear-phase 

term, i.e. 8a (co) =  0. If 7 ^  (go) and 7 ^  (go), and 8ma(©) and 8^ ( 00) represent 

the respective magnitude response and deviation of the masking digital sub-filters 

Hma (ej<a) and H mb (V03), then, from Eqn. 2.4,

Tlp (<d) +  8lp  (co) =  {Tma (co) +  8^  (co)} { t a (co) +  8a (©)}

+  {Tmb (W) +  8mb (CO)} {1  -  Ta (©) +  8a (©) } . (2.24)

In order to understand the effects of the digital sub-filters on the overall ripple, the 

frequency range {0,7t} is divided into three parts [11].

Frequency Range I  where Tma (to) =  Tmb (to) =  1:

In this frequency range, the magnitude response Tlp (co) of the overall lowpass FRM 

FIR digital filter is equal to 1. Thus, Eqn. 2.24 can be modified as

8lp  (CO) =  fa  (to) {8ma (®) -  8^  (©) } +  8mb (CO) +  8a (©) {8^  (©) -  8mb (CO)} .

(2.25)

Since the second order term 8a (co) {8m  (©) — 8mb (©)} is negligible, Eqn. 2.25 can 

be modified to,
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5LP (co) =  Ta (co) { * w  (co) -  hmb (co)} +  hmb (CO). (2.26)

Eqn. 2.26 can be evaluated for various values of f a (to), for instance, when Ta (co) =  

1,

6LP (to) »  h m a  (to) . (2 .2 7 )

W hen  f a  (co) =  0,

hu> (co) «  h m b  (co ), (2 .2 8 )

and when 0  <  Ta (co) <  1,

hLp (to) <  max {| 8^(03)1 ,18^  (co) |} . (2 .2 9 )

Frequency Range II where Tm a (to) — Tm b (to) — 0:

In this frequency range, the magnitude response Tlp (co) of the overall FRM FIR 

digital filter is equal to 0. Thus, after ignoring the second order term Eqn. 2.24 can 

be modified as

8 lp  (co) =  Ta (co) {hma (co) -  hmb (co)}  +  hmb (co) (2 .3 0 )

Again, Eqn. 2.30 can be evaluated for various values of Ta (co). For instance,

when 7^ (to) =  1,

8lP (CO) hma (to) • (2.31)

W hen Ta (co) =  0 ,

h u >  (to) RS hm b  (co) , (2 .3 2 )

and when 0  < £ ( < o )  <  1,

S lp (co ) <  m ax{ 1 8 ^ (co)| , \hmb ( t o ) |} . (2 .3 3 )

Frequency Range III:

The frequency points not covered by the above two ranges fall in the range

{(2m7t -  0) /M  < co <  (2 (m + 1) n  -  <f>) /M }  (2.34)

for Fig. 2.7 and fall in the range

{(2 (m -  1) n  +  4>) /M  < to <  {2nm +  0) /M }  (2.35)
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for Fig. 2.9.

Consider the case of Fig. 2.7 where for { (2mK — 0 ) /M  < to <  cop } ,  T u >  (co) =  

Ta (co) =  Gma (co) =  1. Then after neglecting second order terms,

8l p  (co) «  5m a (co) +  8a (co) {1 -  Tmb (co)}. (2.36)

As co increases from (2 m n -6 )  /M  to cop, Tmb (co) decreases from 1 to 0. Therefore,

in this frequency range,

|8iH f f l ) |< |& (f f l ) |  +  |W < D ) |. (2-37)

For {to* <  co <  (2 {m + 1 )  n  -  <» /M } , TLP (co) =  Ta (co) =  Tmb (co) -  0, and thus,

6LP (to) S3 Tma (ffi) 5 a  (© )  +  5 mb (to). (2.38)

As co increases from (i>s to ( 2 (m +  1) 7X — <(>) /M , Tma (®) decreases from 1 to 0 and

thus,

|8l p (©)| <  |8a (co)| +  \$mb(©)I • (2.39)

The bounds in Eqns. 2.37 and 2.39 are highly pessimistic and Ta (to) can be 

designed such that its ripple can partially compensate for the ripples, 5ma (w) and 

8mfr (®) •

From the above discussion it can be concluded that whenever Tma (©) and Tmb (®) 

are both equal to 1 or 0 , bu> (co) is determined mainly by 5ma (®) and 5mb (®) de­

pending on whether Ta (co) is 0 or 1. Thus, both Hma (®) and Hmb (®) have “dont 

care” bands within their respective frequency responses which can potentially be 

used to reduce the complexity of the masking digital sub-filters. Furthermore, 

Ta (co) can be designed and optimized in such a way that 8a (©) can partially com­

pensate for 5ma (ffl) and 8mb (©) near the transition bandedge frequencies.

In design problems, the magnitude of 8a (co), 8ma (©) and 5mb (©) is usually set

to 10 — 15% below the maximum allowable 8  (©) in order to compensate for the

second order terms introduced by 8a (co).
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2.3.4 Design of the overall lowpass FRM FIR digital filter in 
terms of the digital sub-filters Ha (z), Hma (z) and Hmb (z)

In order to obtain an overall lowpass FRM FIR digital filter which satisfies the given 

design specifications, one must optimize Tlp (co) based on the linear equation,

8l?  (to) — Ta (MCO) {Tma (®) +  8ma (©) Tmb (©) 8mfc ((O) } +  Tmf, ((O) +  8mft (co) Tip (CD)

(2.40)

Eqn 2.40 must be evaluated on a dense set of frequencies in the range 7m% (2m+l)n  
M  > M

for Fig. 2.8, and in the range (2m— 1)7C 2mn 
M  ’ M for Fig. 2.10. The minimization

of |5 lp  (co) | is a linear programming problem and one can use Parks-McClellan 

technique to obtain optimum magnitude responses of the digital sub-filters Ha (z), 

Hma{z) and Hmb{z) such that |5 l/> (co) | is minimum. Having obtained the opti­

mum magnitude responses of the constituent FRM digital sub-filters, one can easily 

derive the corresponding infinite-precision multiplier coefficients for these digital 

sub-filters.

The above discussion can be easily extended to the design of highpass FRM 

FIR digital filters. The only difference being that the constituent digital sub-filters 

Ha(e-,<0), Hma (e-7®) and Hmt, (e;w) will have highpass magnitude response charac­

teristics.
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Chapter 3

Design and Optimization of 
Finite-Precision FRM FIR Digital 
Filters Using Conventional Genetic 
Algorithms

In chapter 2, it was discussed how FRM FIR digital filters with infinite-precision 

multiplier coefficient values can be realized using the conventional optimization 

techniques such as Parks-McClellan approach. In an actual hardware/software im­

plementation, the constituent multiplier coefficient values are quantized to their 

finite-precision counterparts. These finite-precision filter coefficients can take only 

discrete values whose precision is limited by the register length of the hardware 

platform being used to implement the FRM FIR digital filter [17]. The quantization 

process leads to non-linear difference equations governing the FRM digital filters, 

which are hard and often impossible to analyze. In addition, by approximating 

the infinite-precision multiplier coefficients to their corresponding finite-precision 

counterparts, the frequency response of the FRM digital filter may no longer sat­

isfy the given design specifications. However, one can use the resulting FRM FIR 

digital filter as a seed in GAs to obtain a corresponding finite-precision FRM FIR 

digital filter which meets the desired design specifications.

This chapter is concerned with computationally efficient finite-precision num­

ber systems, namely, the CSD and DBNS number representation schemes. These 

number systems are employed to quantize the infinite-precision multiplier coeffi­

cients values of the FRM FIR digital filter to their finite-precision counterparts.
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The resulting FRM FIR digital filter is subsequently subjected to a novel GA for 

discrete optimization in order to search for an optimal finite-precision FRM FIR 

digital filter that satisfies the given design specifications. Two application examples 

are presented for the optimization of FRM FIR digital filters over the CSD/DBNS 

multiplier coefficient spaces, one having a lowpass magnitude response and the 

other having a bandpass magnitude response.

3.1 CSD Multiplier Coefficient Representation

The CSD number system is a special case of the SPT number system, where a given 

number has a unique CSD representation. In the case of FRM FIR digital filters, 

the infinite-precision multiplier coefficient values x j can be quantized to their fixed 

radix-point CSD counterparts x j in accordance with,

w
xj  =  ^ D j i x 2 R- i, (3.1)

1=1

where the integer R  represents a radix-point in the range 0 <  R < W. As stated 

before, IV and w  represent the prespecified wordlength and prespecified non-zero 

bits. Due to the constraints

Dji €  {1, —1,0},

Dji x 1 =  0, 
w
X  \Dji\ <  W, (3.2)
;=i

in the CSD number system, the finite-precision multiplier coefficient values x j  may 

have very sparse representations, lending themselves to shift and add hardware im­

plementations.

3.2 DBNS Multiplier Coefficient Representation

In the case of the DBNS number system, the infinite-precision multiplier coeffi­

cient values Xj can be approximated to their fixed-point DBNS counterparts x j  in
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accordance with

X j ^ d k, a k3l , (3.3)
k,i

where dk i e  (0, 1}, and where k  and I are non-negative and independent integers 

[2]. In this way, when I is zero, the DBNS representation reduces to the binary 

representation. In general, a given number can have many DBNS representations, 

but not all of the representations are efficient in terms of the total number of non­

zero bits. Thus, the objective is to find a DBNS representation that has the least 

number of non-zero bits. The resulting representation is referred to as the canonical 

DBNS (CDBNS) representation. By using the greedy algorithm in [2] one may or 

may not be able to find the CDBNS representation for a given number. However, 

this algorithm will find a representation that is close to the CDBNS system. This 

leads to a near-canonic DBNS (NCDBNS) representation [2]. In this thesis, the 

CDBNS numbers are assumed to have only one non-zero bit, bypassing the need 

for the aforementioned greedy algorithm altogether.

3.3 Genetic Algorithms: An overview

Since their inception in the 1970s, genetic algorithms have proved to be one of 

the most adroit techniques for finding solutions to discrete optimization problems. 

These algorithms simulate the process of biological evolution for finding optimal 

solutions by concurrently searching along all directions in the search space. Genetic 

algorithms begin with a seed bit sequence called the seed chromosome. An initial 

population pool of potential solutions is constructed from this seed chromosome 

by randomly complementing bits in the sequence. These chromosomes are then 

evaluated against a fitness function and are ranked accordingly. The population pool 

for the next generation is constructed by randomly selecting chromosomes to form a 

mating pool. Pairs of chromosomes (parents) are then exposed to genetic operations 

such as crossover and mutation to form offspring. These offspring become members 

of the next-generation population pool. It should be noted that non-elite (i.e. low 

fitness value) chromosomes are also added to the mating pool in order to increase 

diversity. The aforementioned genetic operations are repeated until a pre-specified
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stopping criterion is reached.

The main differences [25, 4] between GAs and the conventional optimization 

techniques are:

•  GAs do not require any gradient information to perform the optimization.

•  GAs manipulate the design variables at the bit level rather than a direct 

manipulation of the variables themselves.

•  GAs can perform a parallel search using a population o f potential candi­

date chromosomes (derived by perturbing bits in a seed chromosome), 

making them very effective in finding optimum solutions to complex, 

multi-modal optimization problems.

Due to their inherent parallel search nature, GAs allow evaluation of many local 

optima, and can potentially find the global optimum. The parallel search capabili­

ties are made possible by crossover and mutation operations.

3.4 The Proposed G A Optimization for FRM FIR Dig­
ital Filters

In the conventional optimization of FIR digital filters using GAs, the constituent 

multiplier coefficient values are replaced by their binary representations, and the 

resulting representations are concatenated to form a seed chromosome. The remain­

ing members of the population pool are generated by complementing randomly se­

lected bits in the seed chromosome. However, in the cases of CSD/DBNS multiplier 

coefficient representations, complementing the selected bits in the seed chromo­

some may result in a chromosome which may no longer conform to the CSD/DBNS 

number systems1. In this thesis, this problem is avoided altogether by generating 

a pair of indexed look-up tables (LUTs) of permissible CSD/DBNS multiplier co­

efficient values in such a manner that the respective set of indices are closed under 

any genetic operation (including the operation of complementing bits). In this way,

'The same problem arises under the operations of crossover and mutation in the course of opti­
mization by the underlying GA.

25

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



the seed chromosome is formed by concatenating the binary representation of the 

CSD/DBNS multiplier coefficient value indices (as opposed to the multiplier coef­

ficient values themselves). Consequently, the seed chromosome will always result 

in chromosomes which conform to the original CSD/DBNS number systems.

The proposed GA for the optimization of FRM FIR digital filters over the CS­

D/DBNS multiplier coefficient spaces is presented in the following section.

3.4.1 Design of initial infinite-precision FRM digital filter

The Parks-McClellan approach is employed to design an initial infinite-precision 

FRM digital filter which satisfies the given design specifications. The design of 

these FRM FIR digital filters is carried out in terms of the corresponding digital 

sub-filters Ha (z), Hma (z) and Hmb (z) 2.

3.4.2 Generation of the CSD LUT

The CSD LUT is formed as a two-column table, with one column including CSD 

multiplier coefficient values, and with the other including their respective ordered 

indices. Let the infinite-precision multiplier coefficient values lie in the range 

{ —cp, +cp }. Moreover, let W  = Wj +  W f, where Wj represents the wordlength 

of the integer part, and where W f represents the wordlength of the fractional part 

of the CSD multiplier coefficient values. Then, Wi must be chosen such that the 

integer part of cp can be represented in CSD without exceeding the wordlength W. 

W f , on the other hand, must be chosen based on the precision requirements of the 

FRM FIR digital filter application. Having decided on the values of W  and w, the 

required CSD LUT of size U is generated exhaustively. The LUT is subsequently 

trimmed to a size of 2s , where B  is the largest integer such that 2s  <  U, in order to 

be able to represent each CSD number uniquely by an ordered index ranging from 

1 to 2b. In this way, the length of the LUT may have to be enlarged initially so that 

after trimming, the CSD LUT would still be capable of representing the integer part 

of cp in Wi bits.

2The proposed GA can be easily modified to begin with a CSD or DBNS FRM FIR digital filter 
at the outset.
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3.4.3 Generation of the DBNS LUT

The DBNS LUT is generated in much the same way as the CSD LUT, except that 

the DBNS LUT consists of five columns, including the base 2 exponent, the base 

3 exponent, the decimal equivalent of the DBNS multiplier coefficient value, and 

the sign bit, in addition to the index column. The permissible DBNS multiplier 

coefficient values are generated to lie in the range {—2"3m, 2n3m}, where the inte­

ger exponents n and m  are chosen such that 2"3m >  cp. The length of the resulting 

DBNS LUT is ( 2n+  1) x m, which is trimmed to a size of 2B (again, in order to 

form a closed set of indices under the GA operations).

3.4.4 Generation of seed CSD/DBNS FRM FIR digital filter

Having obtained the above indexed CSD/DBNS LUT, the infinite-precision mul­

tiplier coefficient values are quantized to their nearest CSD/DBNS counterparts in 

the LUTs. Subsequently, the indices of the CSD/DBNS multiplier coefficient values 

are converted to B-bit strings and concatenated to form the desired seed CSD/DBNS 

FRM FIR digital filter chromosome.

3.4.5 Generation of the initial population pool

By manipulating the resulting seed FRM FIR digital filter chromosome, a popula­

tion pool o f N  chromosomes is generated. This manipulation involves the scanning 

of the seed chromosome B  bits (i.e. one index) at a time, and by complementing the 

bth bit (with 1 <  b <  B) randomly in accordance with the probabilistic relationship 

P f  x 0.5S+1_*\ where p f  is a fixed probability factor.

3.4.6 Fitness evaluation

The fitness value of each of the N  FRM FIR digital filter chromosomes is evaluated 

in accordance with

fitness  =  —20log [max {ep, £s}] +  C, (3.4)
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where

ep =rnax,[W p \H (ej(0) - l \ ] , (3.5)
coeClp

with Q.p representing the passband frequency region(s), and where

es =  rrwx[Ws \H (e ja ) \ \ , (3.6)
(oe£2j

with £ls representing the stopband frequency region(s). Here, Wp and Ws are pass­

band and stopband weighting factors, and C is a constant chosen so as to render 

the fitn ess  value in Eqn. 3.4 non-negative. In this way, the chromosomes in the 

population pool are ranked and sorted based on their fitness values. In the event 

that the resulting population pool does not contain a chromosome that satisfies the 

given design magnitude response specifications, the algorithm proceeds to generate 

the next-generation population pool. Otherwise, the algorithm terminates with the 

highest ranked chromosome declared as optimum.

3.4.7 Generation of mating pool

Having ranked the chromosomes based on their fitness values, a mating pool of 

size Nmating < N  is constructed by selecting chromosomes from the population pool 

using the relationship

where Z  represents the probability of selecting a chromosome with a higher fitness 

value, and where x  represents the fitness rank of the particular chromosome. It 

should be pointed out that Eqn. 3.7 is biased to select chromosomes with higher 

fitness values. In order to improve diversity, some non-elite chromosomes (i.e. 

chromosomes with low fitness values) are also incorporated in the mating pool.

3.4.8 Parent selection

Parent chromosomes are selected from the mating pool by using the conventional 

Roulette Wheel or the Correlative Roulette selection method [9, 8]. This thesis

p (x )  =  r 1~xZx, (3.7)

where

(3.8)
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is concerned with general Roulette Wheel parent selection. Let Totalfi, represent 

the sum of the fitness values of the chromosomes in the entire mating pool. Then, a 

random number is generated to lie between 0 and Totalfu. Consequently, the parent 

candidate chromosome is identified as such a chromosome for which the sum of its 

fitness value and the fitness values of all the preceding chromosomes in the mating 

pool is greater than or equal to this random number. This method is repeated until 

Np = % pairs of parent chromosomes have been selected.

3.4.9 The next-generation population pool

The next-generation population pool of size N  is formed as discussed next:

•  Crossover Operations: The parent chromosome pairs formed in the par­

ent selection step undergo two-point crossover, reproducing two offspring 

chromosomes per parent chromosome pair. This results in N  offspring 

chromosomes which become members of the next-generation population 

pool.

•  Mutation Operations: The chromosomes in the resulting next-generation 

population pool undergo mutation operations in accordance with the prob­

abilistic relationship pm  x 0.5b+1_* to enhance diversity, where pm  rep­

resents the probability of mutation.

3.5 Application Examples

This section is concerned with the application of the proposed GA to the design and 

optimization of a pair of FRM FIR digital filters, one exhibiting a lowpass and the 

other a bandpass magnitude frequency response.

3.5.1 Design of lowpass FRM FIR digital filters

Consider the design of a benchmark [11] lowpass FRM FIR digital filter satisfying 

the following magnitude response specifications
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Passband region 0 <  (D <  0.6k

Stopband region 0.61k <  co <  7t .
Maximum passband ripple ±0.1 dB
Minimum stopband attenuation 40 dB

over the CSD/DBNS multiplier coefficient spaces.

In order to obtain the corresponding infinite-precision lowpass FRM FIR digital

filter, one has to select an appropriate value for the interpolation factor M  such

that the overall complexity of the FRM digital filter is at a minimum. An initial

approximation for this interpolation factor M  =  7 can be obtained by using Eqn.

2.13. A better empirical approximation is obtained by evaluating the computational

complexity of the FRM FIR digital filter for a range of values of M  in the vicinity of

the first approximation M  — 7 as shown in Table 3.1. From Table 3.1, it is observed

that an interpolation factor of M  =  6 gives rise to the smallest FRM FIR digital filter

total length, yielding digital sub-filters Ha (z), Hma (z) and (z) of lengths 84, 24

and 42, respectively.

Table 3.1: Filter Lengths for a Lowpass FRM FIR Digital Filter for Various Values 
of M  __________________________________

M Ha Hma Hmb Total Length
2 254 24 2 280
3 168 8 42 218
4 126 16 24 166
5 102 506 12 620
6 84 24 42 150
7 72 22 76 170
8 64 126 24 214

Having fixed the value of M  at 6, the passband and stopband edge frequencies of 

the digital sub-filters Ha (z), Hma (z) and H„b (z) are determined by using the design 

equations given in Section 2.3.2. These bandedge frequencies have been tabulated 

as shown in Table 3.2. Moreover, the passband ripple and stopband attenuations 

of these sub-filters are set at 85% of the corresponding values in the design speci­

fications given in Eqn. 3.9 (in order to account for any second order effects when 

using the design equations as discussed in Section 2.3.3). These passband ripples 

and stopband attenuations have been shown in Table 3.3.
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By using the Parks McClellan approach together with the design specifications 

in Tables 3.2 and 3.3, the digital sub-filters Ha (z), Hma (z) and Hmb (z) can be de­

signed to have magnitude frequency responses as shown in Figs. 3.1 to 3.6. Conse­

quently, the magnitude frequency response of the overall infinite-precision lowpass 

FRM FIR digital filter Hlp (z) is obtained as shown in Fig. 3.7.

Table 3.2: Bandedge Frequencies Associated with Ha (z), Hb(z), Hma (z) and

Sub-filter Passband Edge Frequency Stopband Edge Frequency
Ha (V“ ) 0.34k 0.4k

Hb {e*») 0.471 0.34k

Hma (eja>) 0.47t 0.61k

Hmb \ e n O.671 0.72k

Table 3.3: Passband Ripples and Stopband Attenuations Associated with Ha {z), 
Hma (z) and Hmb (z) Digital Sub-filters for the Lowpass FRM FIR Digital Filter 
Case _________________________________________________

Sub-filter Passband Ripple Stopband Attenuation
H a [eJ ) 0.085 dB - 4 6  dB
Hb {e!«) 0.085 dB - 4 6  dB
Hma (eja ) 0.085 dB - 4 6  dB
H m b (e n 0.085 dB - 4 6  dB

3.5.1.1 GA optimization of lowpass CSD FRM FIR digital filters

The design parameters for the genetic optimization of the lowpass CSD FRM FIR 

digital filter are as shown in Table 3.4. Based on the above infinite-precision low- 

pass FRM FIR digital filter, the corresponding seed CSD FRM digital filter is ob­

tained to have a magnitude frequency response as shown in Fig. 3.8. It can be 

observed that the resulting seed digital filter violates the magnitude response spec­

ifications by almost 0.5 dB in the pass-band, and by almost 18 dB in the stop-band 

region (c.f. Table 3.5). By applying the proposed GA to the seed FRM digital fil­

ter, the GA evolves from one generation to the next with the average fitness of the 

population pool and the fitness of the top 50% individuals as shown in Fig. 3.9. 

It can be observed that the trend of the genetic optimization is towards individuals 

with increased fitness. After 953 generations, the GA optimization converges to
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the optimal lowpass FRM FIR digital filter having a magnitude frequency response 

as shown in Fig. 3.10. It should be pointed out that the optimized lowpass CSD 

FRM FIR digital filter outperforms its infinite-precision counterpart by 0.01 dB in 

the pass-band, and by almost 2.5 dB in the stop-band region (c.f. Table 3.5).

Table 3.4: Design Parameters for GA Optimization of Lowpass CSD FRM FIR 
Digital Filters_____________________________________________________

Design Step Design Parameters
1 M  = 6 ,N a =  84, Nma =  24, Nmb = 42
2 w =  3 bits, Wj =  3 bits, Wp =  14 bits, B — 12 bits
3 p F =  0.8, N  =  500
4 C =  30
5 Nmating =  150, Z  =  0.8
6 Np =  235
7 pM =  0.03

Table 3.5: Lowpass CSD FRM FIR Digital Filter Magnitude Responses before and 
after GA Optimization_____________________________________________________

Multiplier Coefficient Representation Passband Ripple Stopband Attenuation
Infinite-Precision 0.075 dB -4 1  dB
CSD before GA optimization 0.65 dB -22 .05  dB
CSD after GA Optimization 0.05 dB -4 3 .6 2  dB

3.5.1.2 GA Optimization of lowpass DBNS FRM FIR digital filters

In the case of the GA optimization of lowpass DBNS FRM FIR digital filter, the 

design parameters are as shown in Table 3.6. The corresponding seed DBNS FRM 

digital filter is obtained to have a magnitude frequency response as shown in Fig.

3.11, violating the magnitude response specifications by almost 0.04 dB in the pass­

band, and by almost 3 dB in the stopband region (c.f. Table 3.7). By applying the 

proposed GA to the seed DBNS FRM digital filter, the evolution of the GA from one 

generation to the next is as shown in Fig. 3.12. Fig. 3.13 shows the optimized low- 

pass DBNS FRM FIR digital filter obtained after 1000 generations, outperforming 

its infinite-precision counterpart by almost 0.01 dB in the passband, and by almost 

1.5 dB in the stopband region (c.f. Table 3.7).
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Table 3.6: Design Parameters for GA Optimization of DBNS Lowpass FRM FIR 
Digital Filters________________________________________________

Design Step Design Parameters
1 M  = 6, Na =  78, A U  =  22, Nmb =  38
2 n =  96, m = 69,B =  12 bits
3 pp =  0.8, N  =  500
4 C =  30
5 Nmating 150, 2  =  0.8
6 Np = 235
7 P m  =  0.03

Table 3.7: Lowpass DBNS FRM FIR Digital Filter Magnitude Responses before 
and after GA Optimization_________________________________________________
Multiplier Coefficient Representation Passband Ripple Stopband Attenuation
Infinite-Precision 0.075 dB -4 1  dB
DBNS before GA optimization 0.146 dB -3 7 .3  dB
DBNS after GA Optimization 0.06 dB -4 2 .6 2  dB
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Figure 3.1: Magnitude response of sub-filter Ha (z) for the lowpass FRM FIR digital 
filter case.
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Figure 3.2: Magnitude response of complimentary sub-filter if*, (z) for the lowpass 
FRM FIR digital filter case.

w  n  iff

Figure 3.3: Magnitude response of M-interpolated version of Ha (z) for the lowpass 
FRM FIR digital filter case.
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Figure 3.4: Magnitude response of M-interpolated version of complementary sub­
filter Hf, (z) for the lowpass FRM FIR digital filter case.
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Figure 3.5: Magnitude response of masking digital sub-filter Hma (z) for the lowpass 
FRM FIR digital filter case.
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Figure 3.6: Magnitude response of masking digital sub-filter Hmb (z) for the lowpass 
FRM FIR digital filter case.
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Figure 3.7: Infinite-precision lowpass FRM FIR digital filter.

36

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



-10

-40

-50

-60
3.52.50.5 1.5

to

Figure 3.8: Lowpass CSD FRM FIR digital filter before GA optimization.
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Figure 3.9: Fitness evolution for lowpass CSD FRM FIR digital filter.
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Figure 3.10: Lowpass CSD FRM FIR digital filter after GA optimization.
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Figure 3.11: Lowpass DBSN FRM FIR Digital Filter before GA optimization.
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Figure 3.12: Fitness evolution for lowpass DBNS FRM FIR digital filter.
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Figure 3.13: Lowpass DBNS FRM FIR digital filter after GA optimization.
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3.5.2 Design of bandpass FRM FIR digital filters

Bandpass FRM FIR digital filters can be designed in much the same as the corre­

sponding lowpass FRM FIR digital filters except that Hma (z) and Hmb (z) become 

bandpass masking digital sub-filters. As stated before the design of this bandpass 

FRM FIR digital filter is limited by the interpolation factor M  which causes the 

lower and upper transition bands to always have equal widths. In a later chapter 

it will be shown that in order to realize a bandpass (or a bandstop for that matter) 

FRM FIR digital filter with arbitrary lower and upper transition bandwidths, one 

must design the filter in terms of a cascade (or parallel) architecture consisting of 

lowpass and highpass FRM FIR digital filters. The constituent lowpass and high- 

pass FRM filters are intum designed to have different interpolation factors M  in 

order to obtain unequal lower and upper transition bandwidths.

Let us consider the design of a FRM FIR bandpass digital filter satisfying the 

following magnitude response specifications over the CSD/DBNS multiplier coef­

ficient spaces.

An initial approximation for the interpolation factor M  is again calculated as 

7 from Eqn. 2.13. A better approximation for M  is obtained from Table 3.8 with 

M  =  8, yielding Ha (z), Hma (z) and Hmb (z) of lengths 64, 32 and 56, respectively.

Tables 3.9 and 3.10 show the derived design specifications for the digital sub­

filters Ha (z), Hma (z) and Hmb (z) • By using the Parks-McClellan approach, the 

digital sub-filters Ha (z), Hma (z) and Hmb (z) can be designed to have magnitude 

frequency responses as shown in Figs. 3.14 to 3.19. Fig. 3.20 shows the magnitude 

frequency response of the overall infinite-precision bandpass FRM FIR digital filter 

H b p ( z ) .

Passband region 
Lower stopband region 
Upper stopband region

0.37t <  co <  0.771 
0  <  co <  0 .2 9 k  
0.71;c <  c o <  7t (3 .1 0 )

Maximum passband ripple ±0.1 dB 
Minimum stopband attenuation 40 dB
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Table 3.8: Filter Lengths for Bandpass FRM FIR Digital Filter for Various Values 
o iM

M Ha Hma Hmb Total Length
2 254 10 6 270
3 168 6 66 240
4 126 56 10 192
5 102 24 26 152
6 84 20 66 170
7 72 272 18 362
8 64 32 56 152
9 56 34 66 156
10 50 506 26 582
11 46 36 114 196
12 42 56 66 164

Table 3.9: Bandedge Frequencies associated with Ha (z), Hb (z), Hma (z) and Hmb (z)

Sub-filter Passband Edge Frequencies Stopband Edge Frequencies
Ha ( e ^ )  
Hb M  
Hma (ej<0) 
Hmb (eja )

0.3271 
0.471 

0.4571 and 0.5571 
0.371 and 0.77t

0.471 
0.3271 

0.29rt and 0.7 l7t 
0.2l7t and 0.797t

3.5.2.1 GA optimization of bandpass CSD FRM FIR digital filters

The design parameters for the genetic optimization of the bandpass CSD FRM 

FIR digital filter are shown in Table 3.11. Based on the above infinite-precision 

bandpass FRM FIR digital filter, the corresponding seed CSD FRM digital filter is 

obtained to have a magnitude frequency response as shown in Fig. 3.21. Conse­

quently, the resulting seed digital filter violates the magnitude response specifica­

tions by almost 0.1 dB in the passband region and by almost 11 dB in the stopband 

region (c.f. Table 3.12). The progress of the proposed GA from one generation 

to the next is as shown in Fig. 3.22. After 1000 generations, the GA optimiza­

tion converges to the optimal bandpass FRM FIR digital filter having a magnitude 

frequency response as shown in Fig. 3.23.
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Table 3.10: Passband Ripples and Stopband Attenuations Associated with Ha (z), 
Hma (z ) and Hmb (z) Digital Sub-filters for the Bandpass FRM FIR Digital Filter 
Case _________________________________________________

Sub-filter Passband Ripple Stopband Attenuation
Ha (V“ ) 0.085 dB - 4 6  dB

0.085 dB - 4 6  dB
Hma («*“) 0.085 dB - 4 6  dB
Hmb(eJa>) 0.085 dB - 4 6  dB

Table 3.11: Design Parameters for GA Optimization of Bandpass CSD FRM FIR 
Digital Filter______________________________________________________

Design Step Design Parameters
1 M  =  8, Na =  64, Nma =  32, Nmb =  56
2 w  =  3 bits, Wi =  3 bits, Wf  =  14 bits, B = 1 2  bits
3 P F  =  0.8, A  =  500
4 C =  30
5 Nmating =  150, Z  =  0.8
6 Np =  235
7 P m  =  0.03

Table 3.12: Bandpass CSD FRM FIR Digital Filter Magnitude Responses before 
and after GA Optimization________________________________________________

Multiplier Coefficient 
Values

Passband
Ripple

Lower Stopband 
Attenuation

Upper Stopband 
Attenuation

Infinite-Precision 0.03 dB - 5 0  dB dB
CSD before GA optimization 0.2 dB -2 8 .9  dB dB
CSD after GA Optimization 0.045 dB -4 1  dB -4 1 .9  dB

3.5.2.2 GA optimization of bandpass DBNS FRM FIR digital filters

Table 3.13 shows the design parameters for the GA optimization o f the bandpass 

DBNS FRM FIR digital filter. The corresponding seed DBNS FRM FIR digital 

filter is obtained to have a magnitude frequency response as shown in Fig. 3.24, 

violating the magnitude response specifications by almost 0.1 dB in the passband, 

and by almost 2 dB in the stopband region (c.f. Table 3.14). Fig. 3.25 shows the 

the progress of the proposed GA from one generation to the next. After 976 gen­

erations, the GA optimization converges to the optimal bandpass FRM FIR digital 

filter having a magnitude frequency response as shown in Fig. 3.26.
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Table 3.13: Design Parameters for GA Optimization of Bandpass DBNS FRM FIR 
Digital Filter__________________________________________________

Design Step Design Parameters
1 M  =  8, Na =  64, Nma =  32, Nmb =  56

22 n =  96, m = 69, B =  12 bits
3 p F = 0.8, A  =  500
4 (Op = 0.6k, ( O s  =  0.6l7t, k =  535, C =  30
5 Nrnating =  150, Z =  0.8
6 Np =  235
7 PM  =  0.03

Table 3.14: Bandpass DBNS FRM FIR Digital Filter Magnitude Responses before 
and after GA Optimization_________________________________________________
Multiplier Coefficient 
Values

Passband
Ripple

Lower Stopband 
Attenuation

Upper Stopband 
Attenuation

Infinite-Precision 0.03 dB - 5 0  dB dB
DBNS before GA optimization 0.18 dB -3 8 .1  dB -3 8 .7  dB
DBNS after GA Optimization 0.038 dB -4 7 .2  dB -4 7 .2  dB
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Figure 3.14: Magnitude response of digital sub-filter Ha (z) for the bandpass FRM 
FIR digital filter case.
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Figure 3.15: Magnitude Response of complimentary digital sub-filter Hb (z) for the 
bandpass FRM FIR digital filter case.
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Figure 3.16: Magnitude response of M-interpolated version of digital sub-filter 
Ha (z) for the bandpass FRM FIR digital filter case.
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Figure 3.17: Magnitude response of M-interpolated version of complementary dig­
ital sub-filter Hb (z) for the bandpass FRM FIR digital filter case.
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Figure 3.18: Magnitude response of masking digital sub-filter Hma (z) for the band­
pass FRM FIR digital filter case.
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Figure 3.19: Magnitude response of masking digital sub-filter Hmb (z) for the band­
pass FRM FIR digital filter case.
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Figure 3.20: Infinite-precision bandpass FRM FIR digital filter H b p  (z).
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Figure 3.21: Bandpass CSD FRM FIR digital filter before GA optimization.
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Figure 3.22: Fitness evolution for bandpass CSD FRM FIR digital filter.
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Figure 3.23: Bandpass CSD FRM FIR digital filter after GA optimization.
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Figure 3.24: Bandpass DBNS FRM digital filter before GA optimization.
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Figure 3.25: Fitness evolution for bandpass DBNS FRM FIR digital filter.

20

-20

-40

-60Q .m
X

-80

-100

-120

-140
3.52.50.5 1.5

Figure 3.26: Bandpass DBNS FRM FIR digital filter after GA optimization.
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Chapter 4

Design and Optimization of 
Finite-Precision FRM FIR Digital 
Filters Using Diversity Controlled 
Genetic Algorithms

This chapter is concerned with the application of an improved genetic algorithm 

called diversity controlled genetic algorithm to the design and optimization of FRM 

FIR digital filters. This improved GA provides speed of convergence advantages 

over the conventional GAs. Before proceeding with a discussion on DCGAs, it is 

imperative to modify the existing conventional FRM approach to allow the design 

of bandpass and bandstop FRM FIR digital filters with arbitrary lower and upper 

transition bandwidths.

4.1 A Modified Technique for the Design of Bandpass 
and Bandstop FRM FIR Digital Filters with Ar­
bitrary Lower and Upper Transition Bandwidths

In general, it is possible to extend the conventional FRM approach (c.f. Chapter 

2) for the design of bandpass and bandstop FRM FIR digital filters. However, the 

resulting FRM digital filters are constrained to have identical lower and upper tran­

sition bandwidths. In [21], this restriction was relaxed by realizing the bandstop 

FRM FIR digital filter as a parallel combination of a corresponding pair of lowpass 

and highpass FIR digital filters. The latter lowpass and highpass FRM digital filters

50

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



were obtained using a variation of the conventional FRM approach. This section 

presents a similar technique for the design of the corresponding bandpass FRM 

FIR digital filter having equal or unequal lower and upper transition bandwidths.

4.1.1 Design of Bandpass FRM FIR Digital Filters with Arbi­
trary Lower and Upper Transition Bandwidth

Let the desired bandpass FRM FIR digital filter H b p (z ) have a lower transition 

bandwidth of Ai and an upper transition bandwidth of A„. In order to permit Au /  A/, 

H b p (z ) is realized as a cascade combination of a pair of lowpass and highpass FRM 

FIR digital filters, so that

H b p ( z ) = H Lp (z ) H h p ( z ) ,  (4.1)

where H j j> ( z ) represents a lowpass and H h p { z )  represents a highpass FRM FIR 

digital filter. In this way, Hu>(z:) can be obtained by rearranging Eqn. 2.4 as [21]

Hu>(z) =  z ĥM^ H mbl{z)+ H di (z)Hai ( ^ )  (4.2)

where M w  represents the interpolation factor of the constituent lowpass FRM FIR 

digital filter and

Hdi ( z ) = H nuil( z ) - H mbl(z). (4.3)

In Eqn. 4.2, Hai ( z M lp )  represents the M^p-interpolated version of the band-edge 

shaping digital sub-filter Hai(z) of length Nai, and Hmai (z) and Hmbi (z) represent 

the corresponding lowpass masking digital sub-filters.

The highpass FRM FIR digital filter Hhp (z) in Eqn. 4.1 can be represented in 

much the same way as [21]

H h p ( z ) =  z - MHpiN^ - i ) l 2 H mhh( z )  +  H d h & H a h  (zM h p )  (4.4)

where Mhp represents the interpolation factor of the constituent highpass FRM FIR 

digital filter and

H d h { z )  =  H mahi.Z) H n ib h iz ) -  (4.5)

In Eqn. 4.4, Hah(zMHP) represents the M^p-interpolated version of the bandedge 

shaping digital sub-filter Hah{z) of length A ^ , and Hmah{z) and / / ^ ( z )  represent
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input

Figure 4.1: Alternative realization of FRM approach for lowpass filters [21].

input output

Figure 4.2: Alternative realization of FRM approach for highpass filters [21].

the corresponding highpass masking digital sub-filters. The lower (upper) transition 

bandwidth A/(M) is governed by the constituent transition bandwidth of the highpass 

(lowpass) FRM FIR digital filter.

The realizations for Hu>(z), H h p (z ) and the desired H b p ( z ) are as shown in 

Figs. 4 .1,4.2 and 4.3.

4.1.2 Design of FRM Bandstop Digital Filters with Arbitrary 
Lower and Upper Transition Bandwidth

Bandstop FRM FIR digital filters may be designed in much the same way as band­

pass FRM FIR digital filters [21]. The overall FRM bandstop FRM FIR digital filter 

H b s  (z.) can be represented by the relation (c.f. Fig. 4.4),

H b s  ( z ) =  H l p  i z )  +  H h p  (z). (4.6)

where H j j >{z ) and H h p (z ) are given by Eqns. 4.2 and 4.4 respectively. In the band­

stop FRM FIR digital filter, the lower transition bandwidth A; is governed by the 

constituent lowpass FRM FIR digital filter whereas the upper transition bandwidth 

Au is governed by the corresponding highpass FRM FIR digital filter. As in the 

bandpass FRM FIR digital filter case, one must design for different M j j > and M h p  

to obtain A/ ^  A^.
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(X)— -  outputinput

Figure 4.3: Synthesis structure for bandpass FRM FIR digital filters.

input

H d h {z)

Figure 4.4: Synthesis structure for bandstop FRM FIR digital filters [21].

The constituent digital sub-filters Hai^ ( z ) ,  Hdi(h)(z) and Hmbi(h)(z) can ^  de­

signed in infinite-precision using the Parks-McClellan approach.

4.2 DCGA Optimization: An Overview

Despite the fact that GAs are excellent choices for discrete optimization problems, 

they do not search the solution space robustly due to lack of mechanisms through 

which entrapment at local optima could be successfully avoided. This leads to 

premature convergence which is usually the result of a quick decrease in population 

diversity.

To circumvent the above problem, Shimodaira [23] developed DCGA where, 

the search is made effective by keeping track of current chromosomes which have 

low-fitness values but which have the potential of evolving to individuals with high 

fitness values in future generations. In addition, the diversity of a population pool 

is controlled externally by removing duplicate chromosomes from the current pop­

ulation pool. In this way, chromosomes for the next-generation population pool are
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selected probabilistically on the basis of their distances from the current chromo­

some having the highest fitness value. However, the latter chromosome itself is left 

intact from one generation to the next as it may indeed be in the vicinity of the 

global optimum. DCGA begins with an initial population of N  chromosomes and 

can be summarized in the following steps [23].

•  Let the population pool be denoted by P(t — 1) where, t represents the 

current generation number (with t — 1 representing the previous genera­

tion). A seed chromosome is constructed by using the design variables 

specific to the optimization problem at hand. The remaining members of 

the initial population pool are constructed by randomly complementing 

bits in the seed chromosome.

•  To select parents for reproduction, each chromosome in P(t — 1) is cho­

sen only once as a parent. In this way, N /2  parent pairs are formed to 

undergo the genetic operations of crossover and mutation. Two offspring 

are produced per parent pair, resulting in N  offspring chromosomes. The 

resulting N  offspring chromosomes are represented by a population pool 

C(t).

•  The chromosomes in P(t — 1) and C(t) are combined to form a large pop­

ulation pool M(t)  of size 2N.  The chromosomes in M(t)  are evaluated by 

using a fitness function, where the corresponding fitness value signifies 

how closely the design objectives and/or constraints are satisfied.

•  In order to form the next-generation population pool, each chromosome 

is selected on the basis of a probabilistic selection scheme. The following 

sub-steps are performed to form the next-generation population pool:

1. All chromosomes which have the same exact bit representation 

are replaced by one chromosome in M(t)  in order to avoid pre­

mature convergence in later generations. This maintains diver­

sity in the population pool.
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2. To form the next generation population pool P(t) ,  the chro­

mosome with the highest fitness value in P(t  — 1) is selected 

at the outset. The remaining N — 1 chromosomes are selected 

from M(t)  by using a cross-generational probabilistic survival 

scheme (CPSS). In CPSS, the probability of selection is given 

by

p s =  [ ( l - c ) * ( h / L )  + c]a , (4.7)

where h represents the hamming distance between a chromo­

some and the chromosome with the highest fitness value in the 

population pool, where L  represents the chromosome length, 

and where c and a  represent control parameters with c repre­

senting the shape coefficient and a  representing the exponent. 

The control parameters c and a  are used to maintain an exter­

nal control over the population diversity. In order to avoid pre­

mature convergence on the one hand, and to obtain an optimal 

solution as rapidly as possible on the other, an appropriate level 

of diversity must be maintained in the population pool. This 

is achieved by striking a balance between the number of can­

didate chromosomes which are quite similar or quite different 

to the chromosome with the highest fitness value. As there are 

no analytical solutions available for c and a , empirical investi­

gations must be undertaken to find their appropriate values. In 

particular, if the fitness function has a few local optima only, 

then by using a high value of c and/or small value of a ,  one can 

achieve a rapid convergence to an optimal solution. On the other 

hand, when the fitness function is multimodal, lower values of 

c and/or higher values of a  can be chosen to increase the prob­

ability of selecting chromosomes which are different from the 

chromosome with the highest fitness value. However, it should
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be pointed out that the speed of convergence to an optimal so­

lution is, in general, a function of both c and a  values. This 

implies that one has to empirically find a range of values for c 

and a  in order to achieve rapid convergence [23].

3. A uniform random number is generated between 0 and 1, and if 

p s is greater than this random number, then the candidate chro­

mosome is selected for the next-generation population pool up 

to a total of N  chromosomes.

•  The above algorithm is repeated until an appropriate termination condi­

tion is reached.

4.3 The Proposed DCGA Optimization of FRM FIR 
Digital Filters

The proposed DCGA optimization begins in the much the same way as the conven­

tional GA discussed in Section 3.4 where Parks-McClellan approach is employed 

to design an initial infinite-precision FRM digital filter which satisfies the given 

design specifications. The design of bandpass and bandstop FRM FIR digital fil­

ters is carried out in terms of the corresponding lowpass and highpass FRM digital 

filters H i p  ( z )  and H u p  (z), where Hu> (z) and Hup (z) are themselves designed in 

terms of the digital sub-filters H ap ^  (z), H ^ ^  (z) and H mbi^  ( z ) 1. In order to 

obtain an initial seed CSD/DBNS FRM FIR digital filter, a pair of indexed CSD 

and DBNS LUTs are constructed and the infinite-precision multiplier coefficient 

values are quantized to their nearest CSD/DBNS counterparts. The indices of the 

CSD/DBNS multiplier coefficients are then concatenated in binary format to obtain 

the seed CSD/DBNS FRM FIR digital filter chromosome. A population pool of N  

chromosomes is generated by randomly complementing bits in this seed chromo­

some.

The remaining steps in the proposed DCGA optimization are as follows:

'The proposed DCGA can be easily modified to begin with a CSD/DBNS FRM FIR digital filter 
at the outset.
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4.3.1 Genetic Operations

The size of the population pool is initially increased from N  to 2 x N  by using the 

following genetic operations:

•  Crossover operations: In the population pool of N  chromosomes, N /2  

pairs of chromosomes are selected as parents so that no chromosome be­

comes a parent more than once. These chromosome pairs undergo two- 

point crossover operations, reproducing two offspring chromosomes for 

each pair. The offspring are then combined with the initial population 

pool of N  chromosomes, enlarging the current population pool to 2 x N  

chromosomes.

•  Mutation operations: Each member in the population pool of 2 x N  chro­

mosomes undergoes mutation operations in accordance with the proba­

bilistic relationship p m  x  0.5B+1-fc to enhance diversity, where p u  is the 

probability of mutation.

•  Fitness evaluation: The fitness value of each of the 2 x N  FRM digital 

filter chromosomes is evaluated in accordance with

fitness\ =  —20log [max{ep, £*}] + C , (4.8)

where

zp = max, [Wp |Hu ,(hp) (e*“) -  11] (4.9)
coeiip

with Qp representing the passband frequency region(s), and where

es =  max [Ws \Hlp{hp) (e*°) |] (4.10)
g>€£1j

with Qj representing the stopband frequency region(s). Here, Wp and 

are passband and stopband weighting factors, and C is a constant cho­

sen so as to render the fitness\ value in Eqn. 4.8 non-negative. Un­

fortunately, even the most-fit chromosome inferred by fitness\ in Eqn. 

4.8 may not necessarily satisfy all the magnitude response specifications.
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This is mainly due to the over optimization of the magnitude response 

over certain frequency points which occurs at the expense of drastic un­

der optimization of the magnitude response over other frequency points. 

In order to circumvent this problem, f i t n e s s i  in Eqn. 4.8 is modified 

through the addition of a penalty function in accordance with

f i t n e S S 2  =  f i t n e s s \  —13 X P e n a l t y (S)̂ ^ over_ 0ptimize(i frequency points) t (4 -1 1 )

where p is a weighting factor. The p e n a l t y  component in Eqn. 4.11 takes 

into account the frequency points where the response is over optimized 

by rendering the respective chromosome less fit. This is facilitated by 

penalizing all the stopband frequency points that fall within a lower bound 

7} and upper bound Tu in the stopband, where the limits 7/ and Tu are 

selected to be less than the specified stopband attenuation. The penalty 

function in Eqn. 4.11 is given by

in the range 7] and Tu, and where P  represents the number of such mag­

nitude response points. At the completion of fitness evaluation, the chro­

mosomes are ranked and duplicate chromosomes are eliminated to avoid 

affecting diversity adversely. In the event that the resulting population 

pool does not contain a chromosome that satisfies the given design mag­

nitude response specifications, the DCGA optimization proceeds to gen­

erate the next-generation population pool. Otherwise, it terminates with 

the highest ranked chromosome declared as optimum.

4.3.2 Generation of the next-generation population pool

The next generation population pool is formed by using CPSS in Eqn. 4.7, where 

the parameter L  is given by

p  |H l p (h p ) ( e ^ )  |
p e n a l t y  — ^p e n a l t y  =  Y   --------------------------------------------(4.12)

1=1 1

where Cls represents the stopband magnitude response points which fall

L  — (Nal(h) + N mal(h) + N mbl(h)) x (4.13)
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and where Nai^ ,  N ^ i^ )  and Almbi{h) are the number of multiplier coefficients in 

the sub-filters Hai^  (z), (z) and H ^ i^ )  (z), respectively. The selected chro­

mosome is chosen as a candidate for the next generation population pool if p s is 

greater than a locally generated uniform random number. This process is repeated 

until N  chromosomes are identified for the next generation population pool.

4.4 Application Examples

In this section, the proposed DCGA is applied to the design and optimization of a 

lowpass FRM FIR digital filter and a pair of bandpass FRM FIR digital filters, one 

having equal and the other having arbitrary lower and upper transition bandwidths 

Ai and A/,. Empirical investigations are also undertaken to identify a range for the 

DCGA control parameters c and a.

4.4.1 Design of lowpass FRM FIR digital filters

Consider the design and optimization of the benchmark lowpass FRM FIR digital 

filter [11] over the CSD/DBNS multiplier coefficient spaces satisfying the following 

magnitude response specifications

Passband region 0 <  oo <  0.671
Stopband region 0 .6 l 7t <  to <  7t  .. . .
Maximum passband ripple ±0.1 dB
Minimum stopband attenuation —40 dB.

By using Eqn. 2.13, the first approximation to the optimum value of the in­

terpolation factor M  is obtained as 7. Table 4.1 shows the overall lowpass FRM 

FIR digital filter length as a function of M  in the vicinity of the first approxima­

tion. Through inspection of Table 4.1, the optimum value of M  is found to be 6 , 

yielding digital sub-filters Hai (z), Hnwi (z) and Hmu  (z) of lengths 84, 24 and 42, 

respectively.

Having determined the above digital sub-filter lengths, their bandedge frequen­

cies can be determined as given in Table 4.2 using the design equations given in 

Section 2.3.2 [11,21]. Moreover, the corresponding maximum passband ripple and 

minimum stopband attenuations are set as given in Table 4.3. As before, the values
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of the passband ripples and stopband attenuations are set to 85% of their budgetted 

values as given in the design specifications (c.f. Eqn 4.14).

By using the Parks-McClellan approach together with the design specifications 

in Tables 4.2 and 4.3, the initial infinite-precision digital sub-filters H ai (z), Hmal (z), 

and Hmbi (z) are designed to have the magnitude frequency responses as shown in 

Figs. 4.5 to 4.9, and the corresponding overall infinite-precision lowpass FRM FIR 

digital filter is designed to have a magnitude frequency response as shown in Fig. 

4.10.

Table 4.1: Filter Lengths for a Lowpass FRM FIR Digital Filter for Various Values 
of M  _________________________________

Mu> H a Hma Hmb Total Length
2 254 24 2 280
3 168 8 42 218
4 126 16 24 166
5 102 506 12 620
6 84 24 42 150
1 72 22 76 170

Table 4.2: Bandedge Frequencies Associated with H ai (z), Hmai (z) and Hmbi (z) 
Digital Sub-Filters for the Lowpass FRM FIR Digital Filter Case__________

Sub-filter Passband Edge Frequency Stopband Edge Frequency
Hai {eJ(a) 0.3471 0 .4 k

Hmal (e*») 0.47t 0 .6 1 k

Hmbi [ e n 0.67t 0.12k

Table 4.3: Passband Ripples and Stopband Attenuations for Digital Sub-filters
Hal (z), Hjnai (z) and H mbi z) for the Lowpass FRM FIR Digital Filter Case

Sub-filter Passband Ripple Stopband Attenuation
Hai {eJ<0) 
Hmal (ej(°) 
Hmbi (ejm)

0.085 dB 
0.085 dB 
0.085 dB

- 4 6  dB 
- 4 6  dB 
- 4 6  dB

4.4.1.1 DCGA optimization of lowpass CSD FRM FIR digital filters

The design parameters for the proposed DCGA optimization of the lowpass CSD 

FRM FIR digital filter are as given in Table 4.4. Fig. 4.11 shows the magnitude
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response of the seed lowpass FRM FIR digital filter after the the infinite-precision 

multiplier coefficient values are quantized to their CSD counterparts. The resulting 

magnitude response violates the design specifications by almost 0.5 dB in the pass­

band, and by almost 18 dB in the stop-band region (c.f. Table 4.5).

Before proceeding with the application of the proposed DCGA to the optimiza­

tion of the seed lowpass CSD FRM FIR digital filter, one must determine appro­

priate values for the control parameters c and a . Fig. 4.12 shows the convergence 

speed of the DCGA optimization for the parameter c ranging from 0.1 to 0.5 and 

parameter a  ranging from 0.1 to 0.3. As can be observed, the fastest convergence 

speed is obtained for c =  0.35 and a  =  0.1 where the required optimum lowpass 

CSD FRM FIR digital filter is obtained within 61 generations. The magnitude fre­

quency response of this lowpass CSD FRM FIR digital filter is as shown in Fig.

4.14. Fig. 4.13 shows the convergence speed for varying values of c averaged over

the parameter a . It can be stated that, on average, one can obtain high convergence 

speeds for c ranging from 0.35 to 0.5.

Table 4.4: Design Parameters for DCGA Optimization of Lowpass CSD FRM FIR
Digital Filters____________________________________________________________
Design Step Design Parameters

1 Mu- =  6 , Nai =  84, Nmai — 24, A/^/ =  42
2 w =  3 b i t s ,  Wj =  3 b i t s ,  W f =  14 b i t s ,  B =  12 b i t s

3 p f  =  0.8, N  =  500
4 C =  30, Wp =  1.15, Ws =  0.85, |3 =  100, Tu =  0.0005, 7} =  0.008
5 L  =  1800

Table 4.5: Lowpass CSD FRM FIR Digital Filter Magnitude Responses before and
after DCGA Optimization_________________________________________________

Multiplier Coefficient Representation Passband Ripple Stopband Attenuation 
Infinite-Precision 0.075 dB —41 dB
CSD before DCGA optimization 0.65 dB —22.05 dB
CSD after DCGA Optimization 0.08 dB —40.4 dB

4.4.1.2 DCGA optimization of lowpass DBNS FRM FIR digital filters

In the case of the DCGA optimization of lowpass DBNS FRM FIR digital filter, 

the design parameters are as shown in Table 4.6. Fig. 4.15 shows the seed low-
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pass FRM FIR digital filter after its infinite-precision multiplier coefficient values 

have been approximated to the nearest DBNS values. It can be observed that the 

magnitude response of the seed lowpass DBNS FRM digital filter violates the given 

design specifications by almost 0.04 dB in the passband, and by almost 3 dB in the 

stopband region (c.f. Table 4.7).

The fastest speed of convergence for the lowpass FRM FIR digital filter was 

obtained for parameter c =  0.4 and parameter a  =  0.1 as shown in Fig. 4.16. Fig. 

4.17 shows the speed of convergence plotted against varying values of the parameter 

c and averaged over the parameter a . On average, higher convergence speeds were 

observed for values of c ranging from 0.25 to 0.5.

At c =  0.4 and a  =  0.1, the desired lowpass DBNS FRM FIR digital filter was 

obtained in 42 generations as shown in Fig. 4.18.

Table 4.6: Design Parameters for DCGA Optimization of Lowpass DBNS FRM 
FIR Digital Filters________________________________________________________

Design Step Design Parameters
1 M  = 6, Na =  84, Nma =  24, A U  =  42
2 n =  96, m  =  69, B  =  12 bits
3 p f  =  0.8, N  =  500
4 C =  30, Wp =  1.15, W, =  0.85, p =  100, Tu =  0.0005, 7} =  0.008
5 L =  1800

Table 4.7: Lowpass DBNS FRM FIR Digital Filter Magnitude Responses before
and after DCGA Optimization______________________________________________
Multiplier Coefficient Representation Passband Ripple Stopband Attenuation 
Infinite-Precision 0.075 dB —41 dB
DBNS before GA optimization 0.146 dB —37.3 dB
DBNS after GA Optimization 0.08 dB —40.98 dB
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Figure 4.5: Magnitude response of digital sub-filter Hai (z) for lowpass FRM FIR 
digital filter case.
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Figure 4.6: Magnitude response of M-interpolated version of digital sub-filter 
Hai (z) f°r lowpass FRM FIR digital filter case.

63

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



20

-20

r '~fo
" ts -40

E
X

-60

-80

-1 0 0
3.50.5 1.5 2.5

to

Figure 4.7: Magnitude response of masking digital sub-filter H ^ i  (z) for lowpass 
FRM FIR digital filter case.
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Figure 4.8: Magnitude response of masking digital sub-filter Hmbi (z) for lowpass 
FRM FIR digital filter case.
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Figure 4.9: Magnitude response of masking digital sub-filter Hdi (z) for lowpass 
FRM FIR digital filter case.
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Figure 4.10: Infinite-precision lowpass FRM FIR digital filter.
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Figure 4.11: Lowpass CSD FRM FIR digital filter before DCGA optimization.
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Figure 4.12: DCGA convergence speed for lowpass CSD FRM FIR digital filters 
for varying values of c and a .
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Figure 4.13: Average DCGA convergence speed for lowpass CSD FRM FIR digital 
filters for varying values of c.
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Figure 4.14: Lowpass CSD FRM FIR digital filter after DCGA optimization.
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Figure 4.15: Lowpass DBNS FRM FIR digital filter before DCGA optimization.
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Figure 4.16: DCGA convergence speed for lowpass DBNS FRM FIR digital filters 
for varying values of c and a .
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Figure 4.17: Average DCGA convergence speed for lowpass DBNS FRM FIR dig­
ital filters for varying values of c.
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Figure 4.18: Lowpass DBNS FRM FIR digital filter after DCGA optimization.
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4.4.2 Design of bandpass FRM FIR digital filters for the case
A/ =  Aw

Let us consider the design of a bandpass FRM FIR digital filter satisfying the fol­

lowing magnitude response specifications for implementation over the CSD/DBNS 

multiplier coefficient spaces.

Passband region 0.21n <  to <  0 .67t
Lower stopband region 0 <  co <  0.271
Upper stopband region 0.61 <  co <  7t (4.15)
Maximum passband ripple ±0.1 dB
Minimum stopband attenuation 40 dB.

The above specifications can be easily recast into specifications for the con­

stituent lowpass and highpass FRM FIR digital filters as shown in Eqns. 4.16 and 

4.17.

C o n s t it u e n t  L o w p a s s  FRM  FIR D ig it a l  F il t e r  D e s ig n  S p e c if ic a t io n s

Passband region 0 <  co <  0.671
Stopband region 0 .6 l 7t  <(£><% .. 1 ,
Maximum passband ripple ±0.1 dB
Minimum stopband attenuation 40 dB,

C o n s t it u e n t  H ig h p a s s  FRM  FIR  D ig it a l  F il t e r  D e s ig n  

Sp e c if ic a t io n s

Passband region 0.2l7t <  (fl <  K
Stopband region 0 <  (0 <  0.27t .. _
Maximum pass-band ripple ±0.1 dB
Minimum stopband attenuation 40 dB.

In this case, Mu> =  M hp =  M  because of equal lower and upper transition band- 

widths A; and Au. By using Eqn. 2.13, the first approximation to the optimum value 

of the interpolation factor M  is obtained as 7. Table 4.8 shows the overall bandpass 

FRM FIR digital filter length as a function of M  in the vicinity of the first approxi­

mation. Through inspection of Table 4.8, the optimum value of M  is found to be 6 , 

yielding digital sub-filters H ai (z), H ^ i  (z), H mbi (z), H ah (z), H „ a , (z) and H ^ h  (z) 

of lengths 84, 24,42, 78,18 and 62.
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The bandedge specifications of the above digital sub-filters are as summarized 

in Table 4.9. Moreover, the corresponding maximum passband ripple and minimum 

stopband attenuations are set as given in Table 4.10. By using the Parks-McClellan 

approach together with the design specifications in Tables 4.9 and 4.10, the initial 

infinite-precision digital sub-filters Hai (z), Hmal (z), Hmbi (z), Hah (z), (z) and

Hmbh (z) are designed to have the magnitude frequency responses as shown in Figs. 

4.19 to 4.28. The magnitude frequency response of the infinite-precision bandpass 

FRM FIR digital filter is as shown in Fig. 4.29.

Table 4.8: Filter Lengths for a Bandpass FRM FIR Digital Filter with A/ =  Au for 
Various Values of M _____________________________________________

M Hal Hmal Hmbi Hah Hmah Hmbh Total Length
2 254 24 2 234 10 6 530
3 168 8 42 156 10 18 402
4 126 16 24 118 10 52 346
5 102 506 12 94 10 468 1192
6 84 24 42 78 18 62 308
7 72 22 86 68 30 38 316

Table 4.9: Bandedge Frequencies for Associated with Hai^  (z), H ^ ^  (z) and 
Hmbi(h) (z) Digital Sub-Filters for the Bandpass FRM FIR Digital Filter Case with
Ai =  Au_____________________________________________________________________________

Sub-filter Passband Edge Frequencies Stopband Edge Frequencies
Hal M 0.347t 0.471
Hmal (V“) 0.47t 0.6l7t
Hmbi (eja ) O.671 0.727t
Hah M 0.87t 0.7471
Hmah (ej(») 0.467t 0.27C
Hmbh (ej(0) 0.2l7t 0.137t

4.4.2.1 DCGA optimization of bandpass CSD FRM FIR digital filters for the 
case A; =  Au

The parameters for the proposed DCGA optimization of the bandpass FRM FIR 

digital filter are as summarized in Table 4.11. By quantizing the constituent infinite- 

precision multiplier coefficients to their nearest counterparts in the CSD LUT, one 

can obtain a seed bandpass CSD FRM FIR digital filter having a magnitude fre-
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Table 4.10: Passband Ripples and Stopband Attenuations for Associated with 
Hai{h) (z), HmaiQt) (z) and Hmbi(h) (z) Digital Sub-Filters for the Bandpass FRM FIR 
Digital Filter Case with A; - Au_________________________________

Sub-filter Passband Ripple Stopband Attenuation
Hai {eJ(0) 0.085 dB - 4 6  dB
H ^ l  (ejW) 0.085 dB - 4 6  dB
Hmbi {ej(0) 0.085 dB - 4 6  dB
Hah{ejm) 0.085 dB - 4 6  dB
Hmah (ej<0) 0.085 dB - 4 6  dB
Hmbh (ejm) 0.085 dB - 4 6  dB

quency response as shown in Fig. 4.30. This magnitude frequency response vio­

lates the design specifications in Eqn. 4.15 by almost 1 dB in the passband, and by 

almost 18 dB in the stopband region (c.f. Table 4.12).

Fig. 4.31 shows the convergence speed of the DCGA optimization for the pa­

rameter c ranging from 0.1 to 0.5, and for the parameter a  ranging from 0.1 to 0.3. 

In this way, the fastest convergence speed is obtained for c =  0.5 and a  =  0.2. Fig. 

4.32 shows the convergence speed for varying values of the parameter c averaged 

over the parameter a . Consequently, on average, one can obtain high convergence 

speeds for c ranging from 0.3 to 0.5.

For c =  0.5 and a  =  0.2, the DCGA optimization converges to the optimal 

bandpass FRM FIR digital filter after 144 generations, resulting in a magnitude 

frequency response as shown in Fig. 4.33.

Table 4.11: Design Parameters for DCGA Optimization of Bandpass CSD FRM 
FIR Digital Filter for the Case A/ - A„_______________________________________

Design Step Design Parameters
1 M  =  6, Nal =  84, Nmal =  24, Nmbl =  42, Nah =  78, Nmah =  18, Nmbh - 62
2 w  =  3 bits, Wi =  3 bits, Wf  =  14 bits, B =  12 bits
3 p F =  0.8, A  =  500
4 C =  30, Wp =  1.15, Ws =  0.85, |3 =  100, Tu =  0.0005, 7} =  0.008
5 L  =  3696
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Table 4.12: Bandpass CSD FRM FIR Digital Filter Magnitude Responses for the 
case A/ =  Au before and after DCGA Optimization____________________________
Multiplier Coefficient 
Representation

Passband
Ripple

Lower Stopband 
Attenuation

Upper Stopband 
Attenuation

Infinite-Precision 0.075 dB -4 1  dB -4 2 .8  dB
CSD before DCGA optimization 1.12 dB -2 2 .3  dB -24 .15  dB
CSD after DCGA Optimization 0.1 dB -4 2 .2  dB -4 1 .9  dB

4.4.2.2 DCGA optim ization of bandpass DBNS FR M  F IR  digital filters for
the case A/ =  Au

Table 4.13 shows the design parameters for the DCGA optimization of the DBNS 

bandpass FRM digital filter. The corresponding seed DBNS FRM FIR digital filter 

is obtained to have a magnitude frequency response as shown in Fig. 4.34, violating 

the magnitude response specifications by almost 0.05 dB in the passband, and by 

almost 3 dB in the stopband region (c.f. Table 4.14).

Fig. 4.35 shows the convergence speed of the DCGA optimization for the pa­

rameter c ranging from 0.1 to 0.5, and for the parameter a  ranging from 0.1 to 0.3. 

The fastest convergence speed is obtained for c =  0.4 and a  =  0.1. Fig. 4.36 shows 

the convergence speed for varying values of the parameter c averaged over the value 

of the parameter a . It can be observed that for c ranging from 0.3 to 0.5 one can 

obtain higher speeds of convergence to the desired optimal bandpass DBNS FRM 

FIR digital filter.

For c =  0.4 and a  =  0.1, the DCGA optimization converges to the optimal band­

pass DBNS FRM FIR digital filter after 45 generations, resulting in a magnitude 

frequency response as shown in Fig. 4.37.

Table 4.13: Design Parameters for DCGA Optimization of Bandpass DBNS FRM 
FIR Digital Filter for the Case A/ =  Au_______________________________________

Design Step Design Parameters
1 M  =  6, Nai — 84, Nmai =  24, N„bi =  42, Nah =  78, Nmah =  18, Nmbh =  62
2 n =  96, m =  69,B  =  12 bits
3 p F =  0.8, N  — 500
4 C =  30, Wp =  1.15, Ws =  0.85, P  =  100, Tu =  0.0005, 7} =  0.008
5 L =  3696
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Table 4.14: DBNS FRM FIR Bandpass Digital Filter Magnitude Responses before 
and after GA Optimization_________________________________________________
Multiplier Coefficient 
Representation

Passband
Ripple

Lower Stopband 
Attenuation

Upper Stopband 
Attenuation

Infinite-Precision 0.075 dB -4 1  dB -4 2 .8  dB
DBNS before GA optimization 0.15 dB -36 .97  dB -3 7 .5  dB
DBNS after GA Optimization 0.09 dB -4 2 .2  dB -4 0 .5  dB
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Figure 4.19: Magnitude response of digital sub-filter Hai (z) for the bandpass FRM 
FIR digital filter case with A/ =  Au.

1A

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



10 

0 

-10 

-20 

_  -30
r
"S. -40  ■a x .

-50  

-60  

-70 

-80 

—90
0 0.5 1 1.5 2 2.5 3 3.5

m

Figure 4.20: Magnitude response of Af^p-interpolated version of digital sub-filter 
Hai (z) for the bandpass FRM FIR digital filter case with A; =  AM.
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Figure 4.21: Magnitude response of masking digital sub-filter Hmai (z) for the band­
pass FRM FIR digital filter case with A/ =  Au.
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Figure 4.22: Magnitude response of masking digital sub-filter H ^ i  (z) for the band­
pass FRM FIR digital filter case with A/ =  A„.
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Figure 4.23: Magnitude response of masking digital sub-filter H u  (z) for the band­
pass FRM FIR digital filter case with A; =  A„.
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Figure 4.24: Magnitude response of digital sub-filter H,ah (z) for the bandpass FRM 
FIR digital filter case with A/ =  Au.

Figure 4.25: Magnitude response of Mr p -interpolated version of digital sub-filer 
Hah (z) for the bandpass FRM FIR digital filter case with A; =  Au.
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Figure 4.26: Magnitude response of masking digital sub-filter Hmah (z) for the band­
pass FRM FIR digital filter case with A; =  Au.
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Figure 4.27: Magnitude response of masking digital sub-filter Hmbh (z) for the band­
pass FRM FIR digital filter case with Ai — Au.
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Figure 4.28: Magnitude response o f masking digital sub-filter Hdh (z) for the band­
pass FRM FIR digital filter case with A/ =  A„.

Figure 4.29: Infinite-precision bandpass FRM FIR digital filter with A/ =  A„.
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Figure 4.30: Bandpass CSD FRM FIR digital filter with A; =  Au before DCGA 
optimization.
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Figure 4.31: DCGA convergence speed for bandpass FRM FIR digital filters for 
varying values of c and a .
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Figure 4.32: Average DCGA convergence speed for bandpass FRM FIR digital 
filters for varying values of c.
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Figure 4.33: Bandpass CSD FRM FIR digital filter with A; =  Au after DCGA Opti­
mization.
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Figure 4.34: Bandpass DBNS FRM FIR Digital Filter with A/ =  Att before DCGA 
optimization.
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Figure 4.35: DCGA convergence speed for bandpass DBNS FRM FIR digital filters 
for varying values of c and a .
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Figure 4.36: Average DCGA convergence speed for bandpass DBNS FRM FIR 
digital filters for varying values c.

20

-20

-40
X

-60

-80

-100
3.50.5 1.5 2.5

0)

Figure 4.37: Bandpass DBNS FRM FIR digital filter A; =  A„ after DCGA Opti­
mization.
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4.4.3 Design of bandpass FRM FIR digital filters for the case
A/ 7̂  A u

Let us consider the design of a bandpass FRM FIR digital filter with unequal tran­

sition bandwidths, satisfying the following magnitude response specifications over 

the CSD/DBNS multiplier coefficient spaces.

The above specifications can be recast into corresponding specifications for the 

constituent lowpass and highpass FRM FIR digital filter in much the same way as 

before. In this case, because of unequal lower and upper transition bandwidths A/ 

and Au, the first approximation to the optimum value of the interpolation factor 

M]_p is obtained as 7 while the first approximation to the interpolation factor M hp 

is found as 4, respectively. Table 4.15 shows the lowpass FRM FIR digital filter 

length as a function of M j j > in the vicinity of its first approximation while Table 

4.16 shows the highpass FRM FIR digital filter length as a function of M hp in the 

vicinity of its first approximation. Through inspection of Tables 4.15 and 4.16, 

the optimum values of M u >  and M h p  are found to be 6 and 5 respectively, yielding 

FRM FIR digital sub-filters Hai (z), Hmai (z), Hmbi (z), Hah (z), Hmah (z) and (z) 

of lengths 84, 24,42, 34, 30 and 22.

Table 4.17 shows the bandedge specifications for the above constituent digital 

sub-filters. In addition, the corresponding passband ripples and stopband atten­

uations are shown in Table 4.18. Using the design specifications in Tables 4.17 

and 4.18, the Parks-McClellan approach is used to obtain the constituent digital 

sub-filters where Fig. 4.48 shows the magnitude frequency response of the overall 

infinite-precision bandpass FRM FIR digital filter Hbp (z) having Ai ^  A„.

Passband region 
Lower stopband region 
Upper stopband region 
Maximum passband ripple 
Minimum stopband attenuation

0.33rc <  to <  0 .67t 
0 <  (D <  0.37t 
0.61 <  CD <  71 

±0.1 dB 
40 dB.

(4.18)
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Table 4.15: Filter Lengths for the Constituent Lowpass FRM FIR Digital Filter for 
Various Values of Mu>__________________________________

M Hal Hmal Hmbl Total Length
2 254 24 2 280
3 168 8 42 218
4 126 16 24 166
5 102 506 12 620
6 84 24 42 150
7 72 22 76 170

Table 4.16: Filter Lengths for the Constituent Highpass FRM FIR Digital Filter for 
Various Values of M h p _________________________________

M Hah Hmah Hmbh Total Length
2 84 6 12 102
3 56 6 138 200
4 42 12 40 94
5 34 30 22 86
6 28 138 16 182
7 24 86 22 132
8 20 40 42 102

4.4.3.1 DCGA optimization of bandpass CSD FRM FIR digital filters for the 
case A; ^  A„

Table 4.19 shows the design parameters of the proposed DCGA algorithm used for 

the optimization of the seed bandpass CSD FRM FIR digital filter with unequal 

lower and upper transition bandwidths. Fig. 4.49 shows the magnitude response 

of the seed bandpass CSD FRM FIR digital filter after the infinite-precision coef­

ficients have been approximated to the nearest CSD counterparts. As can be ob­

served, the magnitude response violates the design specifications in Eqn. 4.18 by 

almost 0.9 dB in the pass-band, and by around 20 dB in the stop-band region (c.f. 

Table 4.20).

Again, convergence speed of the DCGA optimization were plotted against vary­

ing values of parameter c and parameter a . From Fig. 4.50, the quickest conver­

gence to an optimum was observed at c =  0.5 and a  =  0.2. Moreover, it can be 

observed from Fig. 4.51 that, on average, high convergence speeds were obtained 

for values of parameter c ranging from 0.3 to 0.5.
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Table 4.17: Bandedge Frequencies Associated with Hai^  (z), (z) and
Hmbi{h) (z) Digital Sub-Filters for the Bandpass FRM FIR Digital Filter Case with 
A i ^  A u_____________________________________________________________

Sub-filter Passband Edge Frequencies Stopband Edge Frequencies
H a i {e 0.3471 0.47t
Hnud (ejm) 0.471 0.617C
H mU ( e ^ ) 0 . 6 k 0 . 1 2 k

H ah{eJa) 0 .5 k 0 .3 5 k

Hmah (eJ(a) 0 .4 1 k 0 .3 k

Hmbh (eja>) 0 .3 3 k 0 . 1 k

Table 4.18: Passband Ripples and Stopband Attenuations Associated with
Hai(h) (z)' Hmal(h) (z) and Hmbi^) (z) Digital Sub-Filters for the Bandpass FRM FIR 
Digital Filter case with A; ^  Au_________________________________

Sub-filter Passband Ripple Stopband Attenuation
Hal (eja>) 0.085 dB - 4 6  dB
Hmal (e**) 0.085 dB - 4 6  dB
Hmbi (e-,C0) 0.085 dB - 4 6  dB
H ah(ej<0) 0.085 dB - 4 6  dB
Hmah (ej<») 0.085 dB - 4 6  dB
Hmbh ( e n 0.085 dB - 4 6  dB

Fig. 4.52, shows the optimal bandpass FRM FIR digital filter having A/ ^  Au, 

obtained after 109 generations for c =  0.5 and a  =  0.2.

Table 4.19: Design Parameters for DCGA Optimization of Bandpass CSD FRM 
FIR Digital Filter for the Case A; ^  Au_______________________________________

Design Step Design Parameters
1 Mlp =  6 , Nat =  84, Nmai =  24, Nmbi =  42, 

Mhp  =  5, N ^  =  34, Nmah ~  20, Nmhh =  22
2 w = 3 bits, Wi =  3 bits, Wf — 14 bits, B  =  12 bits
3 p F =  0.8, IV =  500
4 C =  30, Wp =  1.15, Ws -  0.85, p =  100, Tu =  0.0005, 7} - 0.008
5 Z, =  2712

4.4.3.2 DCGA optimization of bandpass DBNS FRM FIR digital filters for 
the case A; ^  Au

Table 4.21 shows the design parameters for the DCGA optimization of the bandpass 

DBNS FRM digital filter. The corresponding DBNS FRM FIR seed digital filter is
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Table 4.20: Bandpass CSD FRM FIR Digital Filter Magnitude Responses for the 
case Ai ^  Au before and after DCGA Optimization____________________________
Multiplier Coefficient 
Representation

Passband
Ripple

Lower Stopband 
Attenuation

Upper Stopband 
Attenuation

Infinite-Precision 0.093 dB -4 3  dB -4 2 .8  dB
CSD before DCGA optimization 0.98 dB - 2 0  dB - 2 4  dB
CSD after DCGA Optimization 0.1 dB -4 3  dB -4 2 .3  dB

obtained to have a magnitude frequency response as shown in Fig. 4.53, violating 

the magnitude response specifications by almost 0.16 dB in the passband, and by 

almost 9.5 dB in the stopband region (c.f. Table 4.22).

The speed of convergence for the DCGA optimization for values of parameter c 

ranging from 0.1 to 0.5, and for the parameter a  ranging from 0.1 to 0.3 is as shown 

Fig. 4.54. The fastest convergence speed is obtained for c  =  0.4 and a  =  0.1. From 

Fig. 4.55 it can be observed that, on an average, higher convergence speeds to the 

desired bandpass DBNS FRM FIR digital filter with Ai ^  A„ can be obtained for c 

ranging from 0.3 to 0.5.

For c =  0.4 and a  =  0.1, the DCGA optimization converges to the optimal 

bandpass DBNS FRM FIR digital filter with A; ^  A„ after 53 generations, resulting 

in a magnitude frequency response as shown in Fig. 4.56.

Table 4.21: Design Parameters for DCCA Optimization of Bandpass DBNS FRM 
FIR Digital Filter for the Case A/ ^  Au_______________________________________

Design Step Design Parameters
1 M  =  6 , Nai =  84, Nmai =  24, Nmt,i =  42, Nah =  78, =: 18, Nmbh =  62
2 n - 96, m  =  69, B  =  12 bits
3 p F =  0.8, A  =  500
4 C =  30, Wp =  1.15, Ws =  0.85, p =  100, Tu =  0.0005, Tt =  0.008
5 L =  3696
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Table 4.22: Bandpass DBNS FRM FIR Digital Filter Magnitude Responses for the 
Case A; ^  A» before and after DCGA Optimization___________________________
Multiplier Coefficient 
Representation

Passband
Ripple

Lower Stopband 
Attenuation

Upper Stopband 
Attenuation

Infinite-Precision 0.075 dB -4 1  dB -4 2 .8  dB
DBNS before GA optimization 0.26 dB -3 0 .6  dB -3 8 .5  dB
DBNS after GA Optimization 0.97 dB -41 .45  dB -4 1  dB
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Figure 4.38: Magnitude response of digital sub-filter Hai (z) for the bandpass FRM 
FIR digital filter case with A/ ^  Au.
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Figure 4.39: Magnitude response of Mzj>-interpolated version of digital sub-filter 
Hai (z) for the bandpass FRM FIR digital filter case with A/ /  Au.
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Figure 4.40: Magnitude response of masking digital sub-filter H ^ i  (z) for the band­
pass FRM FIR digital filter case with A/ ^  A„.
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Figure 4.41: Magnitude response of masking digital sub-filter Hmu  (z) for the band­
pass FRM FIR digital filter case with A; ^  Au.
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Figure 4.42: Magnitude response of masking digital sub-filter H^i (z) for the band­
pass FRM FIR digital filter case with A; ^  Au.
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Figure 4.43: Magnitude response of digital sub-filter Hah (z) for the bandpass FRM 
FIR digital filter case with A/ /  Au.
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Figure 4.44: Magnitude response of M#p-interpolated version of digital sub-filter 
Hah (z) for the bandpass FRM FIR digital filter case with Ai ^  Au.

91

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



-10

-20

-30

-40

-50

-60

-70

-80

-90
0.5 1.5 3.52.5

a>

Figure 4.45: Magnitude response of masking digital sub-filter Hmah (z) for the band­
pass FRM FIR digital filter case with A/ ^  Au.
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Figure 4.46: Magnitude response of masking digital sub-filter Hmbh (z) for the band­
pass FRM FIR digital filter case with A/ ^  Au.
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Figure 4.47: Magnitude response of masking digital sub-filter (z) for the band­
pass FRM FIR digital filter case with A; ^  Au.
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Figure 4.48: Infinite-precision bandpass FRM FIR digital filter with A; ^  Au.
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Figure 4.49: Bandpass CSD FRM FIR digital filter before DCGA optimization.
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Figure 4.50: DCGA convergence speed for bandpass CSD FRM FIR digital filters 
for varying values of c and a .
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Figure 4.51: Average DCGA convergence speed for bandpass FRM FIR digital 
filters for varying values of c.
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Figure 4.52: Bandpass CSD FRM FIR digital filter after DCGA optimization.
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Figure 4.53: Bandpass DBNS FRM FIR digital filter with A; ^  A„ before DCGA 
optimization.
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Figure 4.54: DCGA convergence speed for bandpass DBNS FRM FIR digital filters 
for varying values of c and a .
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Figure 4.55: Average DCGA convergence speed for bandpass DBNS FRM FIR 
digital filters for varying values of c.
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Figure 4.56: Bandpass DBNS FRM FIR digital filter after DCGA optimization.

Before concluding this chapter, it should be emphasized that in the above three 

cases, it was empirically shown that the desired population diversity for rapid con-
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vergence can be obtained for appropriate values of parameters c and a . In the case 

of lowpass CSD FRM FIR digital filter this value of c ranges from 0.35 to 0.5 and 

in the DBNS case it ranges from 0.25 to 5. For bandpass CSD/DBNS FRM FIR 

digital filters with both equal and unequal lower and upper transition bandwidths, 

the appropriate values c lies in the range 0.3 to 0.5. For all three cases, the most ap­

propriate value of a  is found to be 0.2 in the CSD case and 0.1 in the DBNS case. 

By using these empirical values, the speed of convergence to the desired optimal 

FRM FIR digital filter increased by an order-of-magnitude as compared to that of 

the conventional GAs as shown in chapter 3 [18, 7, 14,15].

Appendix C provides a table of CPU processing times for the design and op­

timization of FRM FIR digital filters using GA and DCGA. It can be clearly seen 

that DCGA provides a major convergence speed advantage over the conventional 

GAs.
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Chapter 5 

Concluding Remarks

This thesis has been concerned with the design and discrete optimization of FRM 

FIR digital filters using a novel LUT-based genetic algorithm (GA), over the CSD 

and DBNS multiplier coefficient spaces. The LUTs consist of permissible indexed 

CSD/DBNS numbers having pre-specified wordlengths and pre-specified number 

of non-zero bits, such that the indices form a closed set under the GA operations of 

crossover and mutation. The salient feature of the proposed GA is that it automati­

cally leads to legitimate multiplier coefficients without any recourse to gene repair. 

The GA is employed to optimize a benchmark lowpass FRM FIR digital filter and 

a bandpass FRM FIR digital filter where the desired optimal solutions are obtained 

after approximately 1000 generations. The slow convergence speed of the GA was 

attributed to the lack of mechanisms through which entrapment at local optima 

could be successfully avoided (premature convergence). In order to improve the 

speed of convergence, the conventional GA is modified to a LUT-based diversity 

controlled genetic algorithm (DCGA) in which a cross-generational probabilistic 

survival selection scheme is employed to form the next-generation population pool. 

The advantages of DCGA were illustrated through its application to the benchmark 

lowpass and bandpass FRM FIR digital filters. Empirical investigations were un­

dertaken to determine the DCGA control parameters for which convergence speeds 

were about an order-of-magnitude higher than those of the conventional GAs. Al­

though the proposed GA and DCGA have been developed in terms of a correspond­

ing infinite-precision seed FRM FIR digital filter, they can be easily modified to 

begin with a finite-precision (CSD/DBNS) FRM FIR digital filter. In the latter
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case, the number of generations before obtaining an optimal FRM FIR digital filter 

may increase.
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•  S.Kilambi, B.Nowrouzian, “A Novel Diversity Controlled Genetic Algo­

rithm for Rapid Optimization of Bandpass FRM FIR Digital Filters Over 

CSD Multiplier Coefficient Space”, submitted to Journal o f  Circuits, Sys­

tems and Signal Processing (JCSSP).

Refereed Conference Publications

• S.Kilambi, B.Nowrouzian, “A Diversity Controlled Genetic Algorithm 

for Optimization of FRM Digital Filters over DBNS Multiplier Coeffi­

cient Space”, submitted to 2007 IEEE International Symposium on Cir­

cuits and Systems (ISCAS) to be held May 27-30, at New Orleans, US.

•  S.Kilambi, B.Nowrouzian, “Rapid Optimization of FRM digital filters 

over CSD multiplier coefficient space using a Diversity Controlled Ge­

netic Algorithm (DCGA)”, submitted to 2007 International Conference 

on Acoustics, Speech, and Signal Processing (ICASSP) to be held Apr 

15-20, at Honolulu, Hawaii, US.

•  S.Kilambi, B. Nowrouzian, “A Genetic Algorithm Employing Correla­

tive Roulette Selection for Optimization of FRM Digital Filters over CSD
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Multiplier Coefficient Space”, to appear in the Proc. of IEEE Asia Pacific 

Conference on Circuits and Systems (APCCAS) Singapore, December, 

2006.

•  S.Kilambi, B. Nowrouzian, “A Novel Genetic Algorithm for Optimiza­

tion of FRM Digital Filters over DBNS Multiplier Coefficient Space Based 

on Correlative Roulette Selection”, to appear in the Proc. of IEEE Sympo­

sium on Signal Processing and Information Technology (ISSPIT), August 

27-30, 2006 at Vancouver, Canada.

Non-refereed Conference Publications

• S.Kilambi, “A Genetic Algorithm Employing Correlative Roulette Se­

lection for Optimization of FRM Digital Filters over CSD Multiplier Co­

efficient space”, CAIMS-MITACS, 2006, Joint Annual Conference, Oral 

Presentation.
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Appendix B 

Filter Length Estimation

Different formulas have been derived for the estimation of filter length for lowpass 

filters. The minimum filter length N  is calculated based on the information given 

in the filter specifications i.e. normalized passband edge frequency cop, normalized 

stopband edge frequency (os, peak passband ripple 5P, and peak stopband ripple 8S. 

Three of these formulas have been enlisted below:

1. Kaiser’s Formula: The filter order can be computed from the relation

Wm-201«„(VTO-» (B. 0
14.6  (CDs -  ®p) /27C

2. Bellanger’s Formula: Another formula given by Bellanger for calculating 

filter length is as follows,

N a  2 log ,o (1 08  8 ) _ 1 

3 (CDs -  cop) /  2tc

3. Hermann’s Formula: The formula derived by Hermann gives a more ac­

curate estimation of filter length and is given by

Ar _  (8P) 8s) — F  (8P, 8s) [(CDs — cop) /2nJ
(CDs -  CDp )

where

Doe(8p,8s) = a\ (log10dp)2 +  a2 (log108P) +  <z3 log105;

-  04 (log10 8P)2 +  a$ (log10 8P) + a§ (B.4)
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a n d

F (bp, bs) = h  + b2 [log10 bp -  log108J , (B.5)

with

a i =  0.005309, a2 =  0.07114, a3 = - 0.4761 (B.6 )

<24 =  0.00266, <25 =  0.5941, ag =  0.4278

b\ =  11.01217, b2 =  0.51244.

The formula given in Eqn. B.3 is valid for bp > bs. If bp <  bs, then the 

filter length formula is modified by interchanging bp and bs in Eqns. B.4 

and B.5.

For small values of bp and 5  ̂ all the above three formulas give good estimates 

of filter length. However, for larger values, Hermann’s formula gives more accurate 

results. It is possible that the filter orders calculated may not be enough for a given 

filter specification. In this case, it is best to gradually increase the filter length until 

the specifications are met. The filter length in all three formulas, is inversely pro­

portional to the transition width A =  (cq? — oop). Thus, it can be concluded that for 

very sharp transition filters, the filter length will be very high. The formulas given 

above have been derived for lowpass filters. They can also be used for calculating 

orders for highpass, bandpass and bandstop filters. In the case of bandpass and 

bandstop filters, filter length depends on the sharper transition band.
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Appendix C 

CPU Processing Times for GA and 
DCGA

The algorithms were run on an Dell Opteron System with an Intel Pentium 4 pro­

cessor with 2 GB RAM. The following are the processing times that took for the 

design and optimization of FRM FIR digital filters.

Table C .l: CPU Processing Time for GA and DCGA Optimization of FRM FIR 
Digital filters_________________________________________________________

Algorithm Type of Filter Number of generations Processing time
GA CSD Lowpass 953 10 hrs
GA DBNS Lowpass 1000 11 hrs
GA CSD Bandpass 

with A; -  Ah
1000 11 hrs

GA DBNS Bandpass 
with A/ = Ah

976 10 hrs

DCGA CSD Lowpass 61 15 mins
DCGA DBNS Lowpass 42 10 mins
DCGA CSD Bandpass 

with A; =  A/,
144 35 mins

DCGA CSD Bandpass 
with A/ =  Ah

45 10 mins

DCGA DBNS Bandpass 
with A/ 7  ̂Ah

109 25 mins

DCGA DBNS Bandpass 
with A/ ^  Ah

53 12 mins
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