
You see, wire telegraph is a kind of a very, very long cat. You pull his tail in New 
York and his head is meowing in Los Angeles. Do you understand this? And radio 
operates exactly the same way: you send signals here, they receive them there. The 
only difference is that there is no cat. 
Albert Einstein 
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I'm from Kashan • * , / . 
My life is not so bad 
All I have is a loaf of bread, a bit of 
intelligence and l<~^**(' 

is mine 
What significance does it make, 
If mushrooms of loneliness 

IZ^J.^J6J)J 

a tiny amount of taste! «, * . . , / 
A mother better than the green leaf, $»&*/'nSfi»>Si^>$'f 
Friends, better than the running brook . / . 
And a God who is nearby KlSjd/j^LshtfA 

Ije) 

'i(fjti>rsjjlj Life is a pleasant custom 
Life owns wings as wide as death / . . „ ,. / . 
and leaps as high as love tJ^Mtfs*JtJ*> 
Life is the attraction of a hand that reaps . v . . * 
Life is the earth multiplied by our .^T >A/^<// 
heartbeats 
Life is a simple and monotonous geometry 
of breaths 

Where ever I might be, let it be so, 
The sky is mine 
The window, thought, air, love, The earth „ v, . i, _. -K ., '/ ' 

^irfi]l>d"ji(Y MAS' tt/ is mine u u ̂  u < /,» 

Sometimes grow? . « / , 



I am content with an apple 
or with the smell of a chamomile plant, 
I am content with a mirror or even a pure 
feeling. 

f •jhzsb, </ 

Let's remove the curtains 
Let's allow our feeling to drink fresh air 

Let's undress 
The brook is just a step away 

I» • * 

Parts of the poem from Sohrab Sepehri (SS^S 
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Abstract 

Recently, Low Density Parity Check codes have shown a near optimum performance 

with reasonable decoder complexity. Analog implementations of small decoders in 

the recent years have shown advantage in terms of speed and power over their digital 

counterparts. In this thesis, we are addressing the difficulties and different strategies 

for the implementation of large analog LDPC decoders in sub-lOOnm CMOS tech­

nologies. The leakage currents in nano-scale processes tend to reduce the dynamic 

range of operation. In addition, the errors due to mismatch and short channel effects 

tend to become more prominent. These effects introduce additional problems and 

non-idealities to the decoder. We have addressed these problems in detail at both 

the system level and the transistor level. In addition, several guidelines on transistor 

sizing are proposed. As a proof of concept, four fundamental LDPC nodes are imple­

mented and sent for fabrication. The post-layout simulation results are available in 

this thesis. 
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Chapter 1 

Introduction 

Effectively communicating information forms an important and unavoidable part of 

our everyday life. The rapid flow of technological advancements has enabled the pos­

sibility of novel, fast and easy methods for communication. Wireless applications 

have recently received a special attention. Therefore, the demand for higher process­

ing capabilities have increased exponentially over time. However, the lifetime of a 

wireless mobile device depends on its battery and unfortunately battery technology 

has not advanced much over the past few decades [2]. 

The first constraint in any design is usually its power budget. Due to practical 

constraints, power consumption is a major issue in applications such as monitoring 

devices, cochlear implants and handheld wireless devices [3] [4] . Depending upon 

the nature of these constraints, changing the batteries of these technologies can range 

from difficult to impossible [5]. Minimizing power consumption with low power cir­

cuit design techniques compensates for this drawback. By following such low power 

design strategies, we can offer enough energy to both extend the operating life of 

communication devices and still guarantee a high quality of service. 

A large number of today's circuits are designed based on digital CMOS logic. These 

digital circuits offer many benefits but their relatively high power dissipation rapidly 

becomes an issue in power-constrained devices. Also the fact that this power con­

sumption generates a significant amount of heat can be a problem. These notions have 

boosted the tendency towards analog implementation of circuits. Implementation of 
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different functions that exploit the basic physical characteristics of a microelectronic 

device typically saves hardware resources and is very power efficient. This analog 

implementation of circuits has proved to be ten to one hundred times more power 

efficient in hearing aids, speech recognition systems, analog decoders and echo can­

cellation circuits for high-speed cable channel modems [6] [7] [8]. 

Scaling transistor technologies has also shown to be an effective solution for power-

constrained systems. According to Synopsys [9], the trend towards using smaller size 

transistors is growing rapidly. Circuits fabricated in sub-lOOnm CMOS processes are 

good candidates for ultra low power high-frequency systems. The majority of these 

circuits are digital circuits. The reason digital designers love scaling is the savings 

in area and power in addition to faster cicuits. While the cost for adapting a digital 

circuit to a new scaled technology is not very high, analog designers often do not 

benefit from scaling, and in many cases suffer from it. 

Analog design deals with the physical quantities such as voltages and currents. Smaller 

processes provide less voltage headroom and current which makes the design process 

very challenging. In a mixed digital/analog design, such as most communication sys­

tems, the integration onto a so-called "System on a Chip" solution containing both 

analog and digital parts is very desirable. Therefore there is huge demand for analog 

design techniques in smaller processes, for the sake of integration, area and potential 

power or speed savings. 

The key performance metric in a communication system is its data integrity. Unfor­

tunately, noise corrupts the data that travels through a system. Reliability of data 

transmission has to be ensured through sophisticated error control coding techniques. 

For this reason, decoder circuitry that detects and corrects errors is an essential 

part of any receiver. Recently, low density parity check (LDPC) codes have shown 

near optimum performance with reasonable decoder complexity [10]. As a result, 

high throughput LDPC decoders have been increasing in demand. Both digital and 

analog implementation of these decoders have been reported [11] [12] [13]. Digital 

implementation of practical codes requires large chip area and a huge power budget. 

State of the art digital decoders consume power on the order of nano joules per de­

coded bit [13]. This amount of power dissipation quickly becomes unacceptable in 
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applications requiring gigabytes of data to be transferred each second. On the other 

hand, analog implementations of small decoders have shown promising advantage in 

terms of speed and power [14] [11] [12] [15]. 

Analog decoders exploit the physical properties of semiconductors to perform basic 

operations in decoding algorithms. For instance summation in an analog circuit is 

easily realized by tying two current-carrying wires together. Analog designers have 

employed these characteristics to design functional prototypes of turbo decoders [14] 

[16] [17], MAP decoders [11] [12] [18] and LDPC decoders [19] [20]. To the best of our 

knowledge, all the implemented analog decoders use CMOS or BiCMOS processes 

between 0.5/xm and 0.18/xm, whereas the digital signal processing and RF blocks in 

transceivers are constantly scaling down. Therefore analog decoders should scale with 

CMOS technologies to maintain integrability, and possibly consume less power. 

In this thesis we address the problems, difficulties and strategies for implementing 

analog LDPC decoders in sub-lOOnm CMOS technologies. In these technologies leak­

age currents tend to reduce the dynamic range of operation. As a result, signals in 

decoders get clipped and some of the information gets lost. Also, the effects of mis­

match tend to become more prominent. 

In the following chapters, we address these issues in detail at both the systems level 

and the transistor level. In addition, the sizing of transistors has a much greater 

contribution in the circuit performance of analog decoders. A detailed study of these 

effects is presented and we propose several design recommendations for transistor siz­

ing. We also demonstrate functionality of the basic LDPC circuit modules in both 

90nm and 65nm CMOS processes. As a proof of concept several fundamental de­

coder nodes were fabricated in these technologies. Our System-level simulations use 

the post layout simulation results directly from Cadence BSIM4 models to predict the 

behavior of a decoder. System-level simulation results confirm that while the perfor­

mance of analog decoder circuit modules degrades in nano-scale CMOS processes, by 

following some design strategies from the fourth chapter, it is still possible to build 

functional decoders. 

The thesis is organized as follows: The next Chapter reviews the required error control 

coding background. Chapter three reviews circuit background and fundamentals of 
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analog decoders. Chapter four discusses design issues in nano-scale CMOS circuits 

and provides guidelines for sub-threshold nano-scale analog circuit design. Chapter 

five presents the fundamental decoder nodes we have fabricated in 90nm and 65nm 

CMOS processes. Chapter six is dedicated to a system-level analysis of decoder 

performance, considering nano-scale circuit imperfections. The last chapter concludes 

the thesis and provides suggestions for future work. 
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Chapter 2 

Forward Error Control 

In this chapter we will briefly touch upon the fundamentals of coding theory. These 

concepts are the basis for the subsequent chapters. Discussions are restricted to the 

binary case, which means the information is in terms of binary symbols. It is also 

assumed that the information sent across the channel is random. 

2.1 Communication Theory and Coding 

The goal of a communication system is to provide the means for reliable transfer 

of information across a noisy environment. Fig. 2.2 shows the block diagram of a 

simple communication system. We know that information is corrupted as it is sent 

through the channel. The error control coding blocks are responsible for efficient 

reduction or elimination of these errors. The way error control codes do the job is by 

introducing correlation between the transmitted bits. This correlation is presented 

by adding redundant bits to the data. The correlation is later used by a decoder 

to correct errors. In 1948 Claude E. Shannon established an upper limit for the 

error free achievable transmission rate in an unreliable channel [21]. He also proved 

that there exist codes that can achieve this rate. Ever since then people have tried 

to come up with codes that are capable of reaching this limit. The complexity of 

optimal decoding algorithms was the biggest issue. Most decodable proposed codes 

had a rich mathematical structure but they were far from the Shannon bound. As 
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Figure 2.1: Shannon limit for rate 1/2 figure from [1] 

optimal decoding seemed to be impractical, people started looking for sub-optimal 

algorithms, an engineering way of dealing with problems. In 1962, Robert Gallager 

[22] proposed LDPC codes along with an iterative decoding scheme. Unfortunately 

the algorithm was too complex computationally at the time to be verified. Not long 

after their invention, these codes were largely forgotten, but reinvented independently, 

for different reasons, twice in the next 30 years [23]. These codes were the first codes 

to approach Shannon's limit. Fig. 2.1 shows the Shannon bound for an AWGN 

channel. The main advantage of these codes is probably the decoding complexity 

that is linear with the block length of the code. 

2.2 Coding: The Fundamentals 

The most popular type of codes are block codes. A systematic block code encoder 

maps every k information bits at its input onto n output coded bits by introducing 

(n — k) extra redundant parity bits. The mapping process is completely independent 

of the previous or future data words. The n bit output of the encoder is called a 

codeword. Practical block codes are usually linear. An important property of linear 
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Figure 2.2: Block diagram of a simple communication system 

codes is that if two codewords in a linear block code are summed, the result is also 

a valid codeword. These codes are usually referred to as an (n, k) code. If the 

data vector is visible in the codeword we have a systematic code. The fraction of 

information bits in the codeword is referred to as the Code Rate and is defined as: 

R = 
n 

(2.1) 

The mapping can be described by a matrix called the generator matrix G. To 

better clarify these concepts, a small (7,4) linear symmetric block code (known as 

Hamming code) is presented as an example. The d = [di, d2, d3, d±] vector is used as 

the input data and the following equations are used to generate the extra three parity 

b i t sp = [pi.pa.Ps] 

Pi = di © d2 © di 

p2 = di © d3 © d4 

P3 = d2®d3® d4. 

(2.2) 

(2.3) 

(2.4) 

This code has a rate of R — 4/7 and codewords are of the form c = [d\, d2, ds, d4,pi,p2,Pa] 

The addition sign © in equations is modulo-two addition also known as exclusive-or 

(XOR) operation. This code is systematic and the input data maps directly to the 

codeword. A matrix representation of these equations is as follows, where G is the 
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generator matrix. 

c = d.G. (2.5) 

Using these equations one realization of G is as follows: 

G = 

/ 1 0 0 0 1 1 0 \ 

0 1 0 0 1 0 1 

0 0 1 0 0 1 1 

V o o o i i i i J 

We can also use the parity equations directly to form another matrix called the Parity 

check matrix. This matrix can be derived directly from the generator matrix, G. The 

generator and parity check matrix, H of any binary linear systematic block code 

satisfies the following equations: 

G 'IfclP (2.6) 

and 

H = [ P i II n—k . (2.7) 

where I is the identity matrix, P is the parity matrix and P T is the transpose of 

P . The parity check matrix is used in a decoder to check if the received data is a 

codeword. Codewords satisfy the following equation: 

c.HT = 0 (2.8) 

The H matrix contains all the information about the block code. In the rest of the 

thesis the codes are defined either by their parity check matrix or the factor graph 

representation which is discussed in the next section [24]. The parity check matrix of 

the above example has the following form: 



H = 

1 1 0 1 1 0 0 \ 

1 0 1 1 0 1 0 

0 1 1 1 0 0 1 

2.3 Factor Graphs 

A factor graph is a graphical representation (bipartite graph) of a large (global) 

function that has been broken down into a product of smaller (local) functions in 

which each local function's argument is a subset of the global function's argument 

[24]. A special case known as Tanner graph is widely used in LDPC literature. Linear 

block codes can be graphically represented by Tanner graphs [25]. A Tanner graph is 

a bipartite graph with two type of nodes. Variable nodes represent information bits 

and check nodes correspond to a set of parity check equations. The information bits 

which are involved in a parity check equation are connected to that check node using 

an edge in the graph. Going back to our example we can represent the H matrix with 

a Tanner graph. Fig. 2.3 shows the graphical representation. The circles on the top 

are the variable nodes and the boxes on the bottom correspond to the check nodes. 

The role of check nodes is based on the parity check equations in the H matrix. We 

can rearrange the parity check equations (2.2) and generate the ft functions: 

f1:p3®d2@d3®d4 = 0 (2.9) 

/ 2 : p 2 e d i 0 d 3 e ( i 4 = O (2.10) 

h ••Pi®d1®d2@d4 = Q. (2.11) 

This graphical representation fully describes the H matrix. Each of the n bits in the 

code (columns of H) is represented by a variable node and each row of H is described 

by a check node. The ones in the H determine the edge connections between variable 

nodes and check nodes. 



Figure 2.3: Factor Graph of a (7,4) code 

2.4 Introduction to LDPC codes 

LDPC codes are linear block codes with a sparse1 parity check matrix H. In the 

original Gallager proposal, the parity check matrix requires a low density of ones and 

is constructed randomly subject to a single constraint: all rows in H must have the 

same number of ones, dv, and each column has to have the same number of ones, 

dc. In the literature these types of LDPC codes are known as (dv, dc)-regular codes. 

Here, each information bit is involved in dv parity check equations and each parity 

check bit involves, dc information bits. The rate of such an LDPC code is: 

i ? = l - ^ . (2.12) 

Large LDPC codes tend to have a good performance. A slightly different class of 

LDPC codes, known as irregular LDPC codes and have shown to be able to get as 

close as 0.0045d.B to the Shannon bound in additive white Gaussian noise channels 

[10]. 

xNo one has mathematically denned the meaning of "sparse" 
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2.5 Decoding of LDPC Codes 

LDPC codes are decoded using a general class of decoding algorithms called message 

passing algorithms [26]. These algorithms are iterative and depending on the structure 

of the underlying factor graph, might be the optimal or suboptimal in terms of error 

correcting performance. In the context of LDPC decoding these messages are a 

posteriori probabilities of the bits being ones or zeros. During the decoding process, 

at each step, every variable node sends a number to the check nodes, indicating its 

confidence about its value. The check nodes process this data and try to satisfy the 

parity check equations by sending a feedback message to the variable nodes. The 

variable nodes update their values based on the feedback from check nodes. If the 

independence of the messages is guaranteed through the code structure, then the 

algorithm has been shown to be optimal [25]. Once again we will use our example to 

show how the algorithm works and its basis. Assume we have sent the vector d = 

[di, d-z, ds, d,4,pi,p2,P3\. We assume these bit are modulated using antipodal signaling 

where we send —1 for zero and +1 for one and received y — [yi, J/2 5 2/3 ? 2/4 > 2/5 5 3/6 5 VT\ in 

a memoryless channel with additive white noise. Where 

yi = di + nh 

and rii is the additive noise with a Gaussian distribution dependent on the channel 

signal to noise ratio (SNR) . In order to make a decision about the transmitted bit 

Ps using the received vector we need to calculate the following probability: 

P(P3 = 0|yi,y2,2/3,2/4,2/5,2/6.2/7)- (2.13) 

It is often easier to work with log-likelihoods instead of directly using the probabili­

ties. The complexity of implementation using LLRs is less compared to probabilities, 

log-likelihood ratios (LLR) are denned as the natural log of the ratio between the 

probability of the bit being zero over the probability of it being one: 
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A positive LLR shows that the probability of zero is higher while a negative LLR has 

a higher probability of being one and the magnitude indicates our confidence in the 

values. Looking back at our example we want to find 

LLRf ) = In * P(p3 = ° ' y i ' y 2 ' y 3 ' y 4 ' y 5 ' y e ' y^ 
P(P3 = 1J2/1,2/2, 2/3,2/4,2/5,2/6,2/7) 

Applying Bayes'rule to both the numerator and denominator we can rewrite the 

above LLR in terms of mutual probabilities. We can then further simplify the results, 

considering the fact that the value of y-j only depends on p$ and the channel. In other 

words it is independent of the other received bits. 

LLR(p3) = In -P(2/7lP3 = 0,2/1,2/2,2/3,2/4,2/5, Ve) x PJjPs = 0, Vi, 2/2,2/3, y4,2/5,2/e) 
-P(2/7|P3 = 1,2/1,2/2,2/3,2/4,2/5,2/e) X P(p3 = 1,2/1,2/2,2/3,2/4,2/5, ye) 

P{Vi\Pz = 0) x P(p3 = 0, s/i, 2/2,2/3,2/4,2/5, ye) 
In 

^(ifrbs = 1) x P(p3 = 1, Vi, V2, Va, Vi, 2/5. ye) 

l n /-P(P3 = 011/7)̂  l n fP{P3 = 0, yi, ift, y3, y4, ys, ye) 
JP(P3 = 1I2/7)/ V-P(P3 = I,yi,y2,y3,y4,y5,ye) 

LLR(y7) + in f ffi» = Q^i^2,y3,y4,y5,yeA ( 2 1 5 ) 

VP(P3 = I,yi,y2,y3,y4,y5,ye)y 

Now all we need to calculate is the second part of (2.15). This part is code-dependent 

and depends on the number of connections from check nodes. Fig. 2.3 verifies that 

P3 has no connection to j/1,2/5 or y$. Therefore ps is independent of these received 

bits. Further simplification of the second term can take place by writing it in terms 

of LLRs from the dependent nodes: 

l n fPJPs = 0, yi, V2, ys, y^ y*, ye)\ = l n (Pipz = 0, y2, ys, y\) 
,P(P3 = 1,2/1,2/2,2/3,2/4,2/5,2/6)/ \P(P3 = 1,^2,2/3,^4) 

Using (2.9), we have: 
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and: 

P(P3 = 0, y2, y3, Vi) = P{d2 ®d3®d4 = 0, y2, 2/3, VA), (2.16) 

P(Ps = 1,2/2, 2/3, VA) = P(d2 © d3 © d4 = 1,2/2, 2/3, y4), (2.17) 

, ' P ( d 2 © 4 ©_d_4 = 0,2/2,2/3, VA) 

P{d2 © d3 © dA = 1,2/2,2/3,2/4) 

\vl-^n;.i(2Pw-.i„)^i)j ^1 _ n^(2P(B = 0) -1) j 

Now if we rewrite the probabilities P(yi — 0) in terms of LLRs, it will have the 

following form: 

' l + n 4 / ,exp(LLR(y<)-l)N\ / 4 T T T J / 

4 /exp(LLRfaj)-l)) J 1 1 1 
i=2^exp(LLR(y i)+l) / \ J=2 \ 1 l i=2 v < 

In the process of calculating these probabilities we used the received noisy bits from 

the channel. Therefore it is still possible to have a better estimate of these proba­

bilities by feeding the updated data back in to the process and recalculating these 

probabilities. In belief propagation algorithms [26] we go through many iterations. 

At each step we use the results from the previous iteration to obtain more accurate 

results. This algorithm is also known as the sum-product (SP) algorithm. The out­

going messages from each node, at the Ith round of the algorithm are computed using 

the following equations: 

(2.20) 

,W where m.\,£ is the LLR message sent from the variable node v to check node c at the 
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Ith round of the algorithm and m ^ is the message send from the check node d to 

variable node v at the Ith round. The set Cv is the set of check nodes affiliated with 

the variable node v. The message rrij, is the LLR of the variable node v while the 

check node messages mcv are calculated using (2.21). It should be noted that these 

equations are a straightforward generalization of (2.19), (2.15) 

m S = 2a tanh( [ J t a n h ( m ^ c / 2 ) j , (2.21) 

where Vc is set of variable nodes affiliated with the check node c. We also express 

(2.21) in terms of probabilities: 

pW(w = 0) = Vt^,...,* € Vc \ M P ( ^ © v'j © ...v'k) = 0 (2.22) 

P<g(« = 1) = Ki * e Vc \ {vjPivl © v'j © ...v'k) = 1 (2.23) 

The derivation of these formulas depends on the assumption of independence that 

we made earlier. Unfortunately in practical codes, after a number of iterations, this 

assumption does not hold anymore. A factor graph can better clarify this. Fig. 2.4 

highlights a number of edges in our example code. These edges form a loop referred 

to as a "cycle". In the first iteration, v-i sends a message to the first check node. This 

information is sent to v^ in the second step. The third check node then receives this 

information and feeds it back to V2 in the fourth step; therefore, the message from the 

third check node is no longer independent of v^. This dependence is caused by the 

cycles in the code. The girth of a graph is the length of the shortest cycle contained 

in the graph. The bigger the minimum cycle girth in a code the better the code will 

be decoded using the Sum-Product algorithm. This is because large cycles allow for a 

greater number of iterations before we lose the independence assumption. Therefore 

a larger portion of the code can converge in the early phase which gives more reliable 

a posteriori information for the rest of the decoding process. 
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Figure 2.4: A cycle of length four, in the (7,4) Hamming code 

2.6 Channel Model 

Communications signals get corrupted as they travel through real channels. One of 

the basic yet practical channel models in communications is the "additive white Gaus­

sian noise channel" (AWGN) channel model. This model simulates the behaviour of 

thermal noise. This noise has a white spectrum and adds directly to the signal: 

Y = X + N, (2.24) 

where X is the sent symbol, N is the added noise and Y is the received bit. Noise, 

N has a Gaussian form with variance cr% = No/2. Therefore The received bits Y at 

the receiver have the following distribution: 

P(Y\X) 
<TJVV27T 

exp 
JY-Xf 

2 ^ 
(2.25) 

in the case of antipodal signaling modulation. Using (2.25) we can calculate the 

log-likelihood of the received bits as follows: 

LLR(x\y) = In 
' 1 cxpf-fat1)2V 
oNsfa e X P \2^T) = -4y/N0 (2.26) 

. (T jv \ /2-7r *• 

Using (2.26) the probability density function of log-likelihood messages at the receiver, 

when we send the all-zero codeword is: 
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2.7 Density Evolution 

As we pointed out in the previous sections, practical codes have cycles and so the 

messages passed around are not fully independent. This problem is less severe in 

large codes. These codes, if they are designed well, usually tend to have low density 

of small cycles. Therefore in the first / rounds, where I is a large number, the inde­

pendence assumption is valid for the majority of the bits, hence they converge to the 

correct values. This will help the remaining nodes to converge under the sub-optimal 

belief propagation conditions. Therefore the result will be very close to optimal de­

coding. One way to simulate a very big code without any cycles is a method called 

"density evolution" (DE) [27] [28]. Using this method we can find the ultimate error 

correcting performance of a code ensemble. A code ensemble is a set of all possi­

ble regular bipartite graphs with n variable nodes and ndv/dc check nodes. Density 

evolution tracks the probability density function (PDF) of variable nodes and check 

nodes at each iteration. Above some threshold signal to noise ratio, the error goes 

asymptotically to zero. In a linear code the all zero codeword can be sent and then 

we can track the PDFs. Assuming antipodal modulation, the negative tail of the 

PDF represents the error. The input densities depend on the channel, Noise and the 

input power. Ultimately density evolution will tell us the minimum SNR = Eb/NQ 

required for a code ensemble to converge. In this thesis we are dealing with AWGN 

channels. Hence we use (2.27) as the density of received messages. The function of 

variable node was to add LLRs from the channel and check nodes connected to it. 

Since we are dealing with density functions, the density of sums would be the convo­

lution of these values. The check node on the other hand has to deal with densities in 

the complicated hyperbolic functions but numerical methods allows us to numerically 

calculate them. In density evolution, we are dealing with densities. All nodes start off 

with the same input density, therefore all the messages passed at each round will be 

the same and all we need for simulation is one variable node and one check node. This 
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way we are also treating the code as a tree which has the independency assumption 

inherited. We have programmed a MATLAB code for density evolution. The variable 

node (dv) and check node (dc) distribution inputs indicate the code ensemble. For 

each signal to noise ratio we form the input densities at the receiver using (2.27). At 

each round of the algorithm, the variable node convolves the input from the channel 

with dv — 1 identical check node densities from the previous round. A check node 

on the other hand computes the density of (2.21) assuming (dc — 1) identical inputs 

from the variable node. A look up table is generated for fast numerical calculation of 

check node densities. The negative tail of the PDF at the output of the variable node 

is the indicator of the error. In this thesis we run the density evolution procedure for 

2000 iterations at each SNR value. We consider that convergence is achieved if the 

error probability gets smaller than 10 - 8 . For numerical calculation of the densities 

we divided the LLR range into 12 bits = 4096 bins which provides enough accuracy 

and reasonable speed. This number guarantees that the LLR quantization will not 

exceed 0.012 LLR. The program will converge in less than a minute for a (3,6) code. 

According to our simulations, more precise quantization values do not significantly 

change the result. The (2.27) model is used as the channel input density for the 

density evolution. 

2.8 Monte Carlo Decoder Simulation 

The error correcting capabilities of specific LDPC codes as opposed to code ensem­

bles as in (2.7) cannot be computed analytically with a deterministic algorithm in 

reasonable time. Therefore to verify the error correcting power of these codes we need 

to rely on statistical approaches. Monte Carlo simulation estimates the performance 

of system using repeated random test cases. For the purpose of this thesis we pro­

grammed an LDPC decoder in Matlab/Mex C++ and used the all-zero codeword as 

the input to the channel. This assumption is valid since we have a linear code and 

our channel is memoryless. This condition would not apply if we were using a real 

circuit simulator as analog decoders tend to prefer some codewords over others. This 

is because the analog implementation can be biased depending on the input values. 
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We have verified the bias independency of our decoder by testing the decoder under 

both all-zero and all-ones codeword conditions. 

At each iteration the channel noise, which is a random function of input SNR is added 

to our all-zero codeword. Then the decoder program goes through a finite number of 

iterations (usually 50 tO 90 my simulations) to decode the data. The 90 frame errors 

provides an 80% confidence interval between [0.87 x 10 - 6 1.14 x 10~6] for the frame 

error rate. The decoded codeword is then compared with the sent codeword and we 

calculate the number of bits in error. We repeat the same procedure for each SNR 

until we have over 50 frames with at least one bit error in each. Having gathered this 

information we can then estimate the bit error rate (BER) of the code at each SNR 

value 
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Chapter 3 

Analog Decoding 

In a traditional digital decoder, messages passed back and forth in the decoder are 

quantized and represented in terms of bits and all the decoding functions are im­

plemented using digital circuitry. In an analog decoder these messages are mapped 

into voltages and currents. The decoding functions are carried out, exploiting the 

physical characteristics of semiconductors and electrostatics. There are a number of 

advantages and disadvantages in employing analog circuits. We will briefly point out 

the main issues before we start the discussion on analog decoding circuitry. Messages 

passed in a digital decoder are generally represented by word lengths of 4 to 8 bits 

[29]. This means that in a parallel implementation of a decoder, each edge connection 

of the graph requires 4 to 16 wires depending on a unidirectional or bidirectional im­

plementation of the edge connections. With a simple back-of-the-envelope calculation 

for a length 1000 (3,6)-regular LDPC code, we need 24000 wires just for the edge 

connections. The routing congestion results in a decoder with low area utilization 

[30]. Also due to the large number of wires, the average length of wires can be on 

the order of millimeters [31]. Long wires tend to increase the RC delays and become 

power consuming due to the switching of their capacitance. Therefore a fully parallel 

digital implementation of these codes is very challenging and usually not practiced. 

High speed synchronous decoders require clocks at very high speeds which generate 

noise and consume a significant amount of power. 
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Analog decoders have an easier time dealing with message passing. One wire or at 

most two for the differential case is enough for passing values between nodes. Some 

functions like summation are available at negligible hardware cost. The voltage cur­

rent relationships in a decoder provide some of the required complicated function 

such as the hyperbolic tangent. Due to the smaller number of connections, parallel 

implementation of codes is feasible. 

In a digital decoder, power consumption is a function of input signal to noise ratio; 

at low SNR where many bits have wrong values, the switching activity of the bits is 

very high [32]. Capacitors are charged and discharged at each iteration. The high 

switching activity wastes a lot of power. Analog decoders on the other hand gradu­

ally converge to their final output values. Therefore, they almost have a steady power 

consumption. 

All these advantages have made implemented analog prototypes very promising. How­

ever, despite all the great advantages, they have not been commercially used yet. 

Just like every other analog circuit, imperfections such as mismatch, process varia­

tions and temperature variations affect the performance of the decoder [33]. Even 

moderate decoder size implementations, spread over a large wafer area. Hence the 

transistors experience huge process and temperature variations. These problems are 

less profound due to the iterative error correcting nature of the algorithm compared 

to other analog circuits. The other problem facing analog decoder designers is the 

lack of circuit tools for simulating the full decoder. Even for a small code, simulations 

take on the order of hours. Therefore there is no way we can perform a statistically 

significant monte-carlo simulation on a full decoder to get bit error rates even down 

to 10 - 3 or perform optimizations on the whole decoder. Most of these decoders run in 

the sub-threshold and moderate inversion regions. The models, tend to lose accuracy 

in these regions, especially for smaller processes. Testing these circuits is another big 

issue. Recently some promising work has been done to assist with testing [34]. The 

I/O interface of the analog decoders reported so far are very big with comparable 

complexity to the decoder and problematic in many cases [14]. Just like any other 

analog circuit, going from one process to another demands a huge amount of design 

time. 
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A digital decoder is typically robust with a small time to market cost. The simulation 

results are very close to actual measurements. The testing is easy and dealing with 

thousands of transistors is a common practice in digital design. Whether or not the 

analog or digital decoders will dominate is still under debate. This chapter covers 

the essential basic structures for analog decoders. The first section talks about the 

properties of MOS transistors in weak inversion. The subsequent section presents 

the basic circuit topologies that are commonly used in analog decoders and the last 

section concludes the chapter. 

3.1 MOSFETs in Weak Inversion 

The metal oxide semiconductor field effect transistor (MOSFET) is the most com­

mon transistor used today. Bulk silicon MOSFETs are four terminal devices. The 

terminals are called Gate, Source, Drain and Bulk. The current through the Drain is 

controlled by the voltages applied to the MOSFET. The two common MOSFET types 

are nMOS and pMOS. Fig. 3.1 shows the physical structure of an nMOS transistor. 

The substrate is p-type doped silicon. The source and drain regions are heavily doped 

with n-type donors and the gate is usually fabricated from polysilicon. Applying a 

voltage to the gate of the MOSFET creates ionized acceptor atoms. This phenomenon 

is called depletion. A further increase in the gate to source voltage creates a notice­

able number of n-type carriers in the surface of the p-type substrate. At a certain 

gate to source voltage, the number of electrons exceeds the number of holes in the 

channel, producing surface inversion. Therefore the surface of the p-type substrate 

becomes inverted into an n-type material. While the density of electrons is less than 

the density of holes in the original p-type material, we are in the weak inversion mode 

of operation. Applying a voltage to the drain terminal attracts electrons and reduces 

the charge density at the drain. The difference in charge density creates a small 

current due to diffusion of charges. This current is the weak inversion current of the 

MOS transistor, also known as the sub-threshold current. If we continue increasing 

the voltage on the gate above its threshold voltage, the density of electrons becomes 

much greater than the density of holes in the original p-type material. As the charge 
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Figure 3.1: Cross section of an n-type MOSFET 

in the surface of the device increases, the current includes a big drift component. This 

current is known as the strong inversion current. The transition between the weak 

and the strong regions of operation is gradual and through the moderate inversion 

region. In the context of this thesis we are interested in the sub-threshold behaviour 

of MOSFETs. The current in this region is an exponential function of gate voltage. 

This exponential behaviour can be exploited to implement the basic functions in the 

sum-product algorithm. Equation (3.1) shows the sub-threshold current in an n-type 

MOSFET: 

Ids — lo exp - x exp 
Vg.-Vt-Voff 

nVr 

and 

I0 =/j, 
W Q£si-Lvsubstrate -,r2 

Vn 
2$ s 

T ) 

(3.1) 

(3.2) 

where V<ia is the drain source voltage of the MOSFET, Vr = ^ - is the thermal 

voltage around 25.9mV at room temperature, KB is the Boltzmann constant and q is 

the magnitude of the electrical charge (in coulombs) on the electron. Vgs is the gate to 

source voltage, Vt is the threshold voltage and V0ff determines the current at Vgs = 0. 

n is the sub-threshold swing parameter and is a function of the length of the channel 

and the interface state density. W and L are the width and length of the transistor. 

eSi is the permittivity of silicon, Nsubstrate is the substrate doping concentration and 

<frs is the surface potential. At high drain voltages the exp(—V^/Vr) term becomes 
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negligible compared to 1 and is usually omitted for simplicity. The area near the 

gate oxide and between the drain and the source terminals in a MOS device is called 

the channel. In a long channel MOSFET we can assume as long as V^ is large, for 

a certain device, variations in I& are only due to variations in Vgs. Hence we can 

rewrite (3.1) as: 

/ d s = 7 * e x p G f e ) ' (3-3) 
where Is is solely dependent on sizing and fabrication properties of the transistors 

as well as the temperature. These assumptions do not entirely hold in short channel 

devices. We will study these effects and their impact on analog decoder performance, 

in more detail in the next chapter. 

3.2 Basic Circuits 

Implementation of the sum-product (SP) algorithm requires three sets of operations: 

(1) Addition of LLRs (2.20) (2) Soft XOR of the probabilities (2.22) and (3) Conver­

sion from probabilities to LLRs and vice versa (2.14). In this section we introduce 

circuit architectures based on CMOS transistors for each of these modules. The core 

circuit for the first two functions is the current vector multiplier. We first analyze 

this circuit in detail and then we show how we can use it to implement the first two 

modules. 

3.2.1 Core Circuit for Current Multiplication 

There are many different circuits that can perform current multiplication. Out of 

these many choices one circuit has become very popular and widely used in analog 

decoding. Gilbert proposed the concept of translinear circuits and proposed a multi­

plier based on bipolar transistors [35] [36] [37]. These multipliers are highly tolerant 

to temperature variations. A two by two multiplier requires only four transistors. The 

outputs are scaled and it can be implemented in CMOS with low power consumption. 

Signal processing modules in a decoder have to be small and low power because we 
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have to replicate a block many times on the order of several thousands for a mod­

erate size code. The CMOS based Gilbert Multiplier works in the sub-threshold 

region; therefore smaller currents behave closer to ideal behaviour. This is because 

with small currents the circuit stays in subthreshold region and far from moderate 

or strong inversion modes. The Gilbert Multiplier seems to be an excellent choice 

for all these reasons. As mentioned in the previous section, The MOSFET has an 

exponential behaviour in the sub-threshold region and the currents are small, which 

is ideal for low power implementation. Assuming, all transistors have the same size 

and the transistor have and ideal behaviour according to (3.3), we can derive the 

equations for the Gilbert multiplier. Fig. 3.2 shows the circuit for a two by two 

Gilbert multiplier. Going through voltage loops, such as the one specified with the 

arrows, we get the following relations between the currents: 

(3.4) 

(3.5) 

(3.6) 

(3.7) 

*xiy2 = 

lxi-lyx 

-"2/1 ' •'J/2 

J-x\-Iy2 

lyx + ly2 

lx2 •-'2/1 

•"yi i -'2/2 

Lxi-Lyi 

•'2/1 "•" •'2/2 

3.2.2 Representing Probabilities and LLRs 

In a typical sum-product analog decoder, probabilities are naturally represented by 

currents and LLRs are represented in the voltage domain. Other forms of signaling 

scheme for analog decoders have also been used [16] [19]. We need a circuit to imple­

ment equation (2.14). An ideal differential pair operating in the sub-threshold region 

can easily implement the function. Fig. 3.3 shows such a circuit. By applying the 

differential voltage Ay — V+ — V- to the differential pair, and using (3.3)we have: 
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Figure 3.2: 2 by 2 Gilbert Current Multiplier 

7+ = 7s.exp 

7_ = 7s.exp 

V+-V. 
nVr 

V--V. 
nVr 

(3-8) 

(3.9) 

Using (3.8), the differential voltage can be written in terms of 7+ and 7_: 

Ay = nVrln—-, (3.10) 

where Ay is the differential voltage applied to the differential pair. Fig. 3.3 shows 

the differential pair circuit. The above relationship provides us with the tools to go 

from the LLRs domain to probabilities. This circuit also has one other advantage: 

the current source tail normalizes the differential currents. The probabilities of zeros 

and ones have to add up to one. The current source forces the total current to be 

equal to some normalizing value. 

7+ + 7_ (3.11) 
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Figure 3.3: Differential pair operating in the sub-threshold region 

This value is arbitrary but bounded and is an important design parameter. The power 

consumption of the decoder is proportional to this value. It also effects the speed of 

the circuit. The upper limited is denned by the sub-threshold region of operation and 

the lower limit is bounded by the required dynamic range and speed. These issues 

are studied in more details in the following chapter. 

3.2.3 Soft XOR Implementation of Check Nodes 

The Check node is responsible for calculating the probability of zero or one based on 

inputs from variable nodes. Looking at (2.22) we can see that the check node performs 

a soft XOR computation that requires multiplication and addition of probabilities, as 

shown below. 

P*(0) = PX(0)Py(0) + PX(l)Py(l), (3.12) 

(3.13) 

and 

Pz(l) = PX(0)Py(l) + PX(l)Py(0). 
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Figure 3.4: Diode connected differential pair 

These blocks have been discussed in more detail in the literature [6] [38]. The notation 

Px(i) = P(x — i) is used in the above equations. We can use the Gilbert multiplier to 

produce the product terms and tie the outputs together to perform the summation. 

3.2.4 Summat ion of LLRs 

The variable node in the sum-product algorithm is in charge of summing the LLRs 

from the channel to the LLRs from the check nodes connected to it (2.20). Instead 

of adding the LLRs we will multiply the probabilities: 

LLR* + LLRy = In ^M + In Py(-0) In 
Px(0).Py(0) 

Px(l) ' ~Py(l) "~ Px(l).Py(l) 

So given the input probabilities We need to calculate: 

Pz{0) = Px(P)Py(0), (3.15) 

(3.16) 

and 

Pz(l) = Px(l)Py(l) (3.17) 

Once again the multiplier can handle the multiplication operation and we can use 
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a modified version of the differential pair to convert the probabilities into the LLR 

domain. The circuit is shown in Fig. 3.4 and works under same principles as the 

differential pair we presented earlier, as follows: 

AVdiff = UVTITI1^ 

3.2.5 Connecting Blocks 

A large decoder requires a large number of variable and check node building blocks to 

be connected. Messages passed between blocks can be of current or voltage nature. 

One other issue is the loss of current as we connect these circuits together. Each time 

we use the Gilbert cell as the variable or check node we only use two outputs out 

of four and some of the current is lost to the power supply without being mirrored 

onto other blocks. Therefore we need normalizing stages as well. The easiest way to 

connect these building blocks is using current input and outputs. In its native form, 

the Gilbert cell works on a current in current out basis. Another option is conversion 

to voltage and back to current at each stage. This method has a transistor overhead 

but provides a degree of freedom for reshaping the voltages using voltage level shifters 

and transistor sizing. The downside of this approach is the temperature dependance 

of the these blocks. Current to voltage conversion blocks rely on the thermal voltage 

VT which can introduce errors when the temperature of the chip varies from one point 

to another. Fig. 3.5 shows the normalizing block that can be used for the nMOS 

Gilbert cell. I+, I~ are outputs from Gilbert multiplier and I+, I~ are the normalized 

output currents. 

3.3 Conclusion 

In this chapter we studied the basic circuit blocks for building a sum-product analog 

decoder. Throughout this chapter we assumed ideal behaviour for MOSFET tran­

sistors in weak inversion. In order to build a functional decoders we need a full 

understanding of the device behaviour in nano scales. In the next chapter we will 

study the detailed characteristics of the CMOS transistors in nano-scale regime. 
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Figure 3.5: Current Normalizing Block 
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Chapter 4 

Theoretical Limitations of CMOS 

Technologies 

Semiconductor devices are scaled aggressively for high performance and integration. 

Scaled transistors tend to operate faster but their behaviour deviates from long chan­

nel models and undesired effects arise. The gate loses its control over the channel 

while the drain becomes more prominent. The off state current, known as the leak­

age current increases, and the gate insulator starts conducting current. The design of 

functional analog circuits without considering these issues is impossible. A pioneering 

study on sub-threshold analog decoders was done previously in [39]. In this paper 

the effect of body voltage in the sub-threshold transistors is studied. The analysis are 

based on MM9 circuit models from Philips [40]. The MM9 is physics based analytical 

model for electrical circuit simulation. They also propose a certain ratio between the 

width and length of the transistors for precise subthreshold operation. Here we take 

the analysis one step further and discuss the effect of transistor sizing on the tran­

sistor behaviour in nano-scale transistors. Our analysis are based on BSIM4 CMOS 

models [41] . In this chapter we will first introduce these non-idealities. Then we 

will address the limitations they force on the design of analog decoders and introduce 

guidelines to overcome some of these issues. We propose transistor sizing strategies 

to mitigate the short channel effects and extend the threshold voltage. For the first 
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time, the issue of leakage currents and threshold mismatch in analog decoders is dis­

cussed in this chapter. We have also proposed a model that represents the behaviour 

of variable node in the presence of leakage currents and threshold mismatch. These 

new models provide the means for predicting the performance of the decoder in the 

presence of imperfections. 

4.1 Short Channel Effects in CMOS 

The long channel models in CMOS technologies are derived using one-dimensional 

analysis and a gradual-channel assumption [42]. These assumptions fail to hold as the 

transistor size shrinks. The electric field lines have a considerable component along 

the channel which will lead to many undesirable short channel effects (SCE) [42]. 

For the purposes of this thesis we are interested in the way the threshold voltage, 

the sub-threshold swing (n) and the leakage currents are affected. The variations 

in threshold voltage can dramatically change the current in the sub-threshold region 

of operation. This is because the current has an exponential relationship with the 

threshold voltage. 

4.1.1 Threshold Voltage 

The threshold voltage of transistors plays an important role in analog decoders. The 

threshold voltage determines the boundary between the sub-threshold mode of oper­

ation and strong inversion. In the long channel MOSFET equations, the threshold 

voltage is only a function of process parameters and the source to bulk voltage. As the 

channel length of the MOSFET is scaled into the nano regime, the threshold becomes 

a complicated function of the applied voltages, transistor sizing as well as the process 

parameters. Here we will introduce these relationships and how we can exploit them 

to change the sub-threshold bounds. The classic equation for the threshold voltage 

in a MOS transistor is [42]: 
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vt = vFB + $s + 7V*, + vsb = vFB + $s-Qf 'B_ 
'I ' 
ox 

(4.1) 

where VFB is the flat band voltage, $ s is the surface potential and the last term 

represents the voltage across the depletion region. The parameter 7 in the last term 

is the body bias coefficient, given by 

si™substrate iA n\ 

7 = ^ , (4.2 j 

where Nsubstrate is the doping level of the substrate. The flat band voltage depends 

on the substrate, gate work functions and the ion implantation in the channel, which 

are all process parameters. The surface potential is a function of channel doping 

and the temperature. In long channel MOS devices, these values are determined by 

the process and are independent of transistor sizing. In short channel transistors, 

the channel doping is no longer uniform. The variations in channel doping are both 

vertical and lateral. The vertical variations of doping concentration can make the 

threshold a strong function of the gate to source drive. This extra dependance is 

not necessarily present in any CMOS process. As long as the edge of depletion is 

beyond the ion implantation edge this extra dependance is not present. This can 

be easily verified through simulation of weak inversion current versus the gate to 

source drive. The lateral doping change is due to a process called Pocket (Halo) 

implant. This fabrication step is very popular in short channel transistor fabrication 

[43]. During this process, the doping near the source and drain regions is increased 

and it is necessary to combat some serious short channel effects [43]. Therefore, 

as the channel becomes shorter, the average effective concentration becomes higher 

and increases the surface potential. Thus, the threshold voltage becomes a function 

of channel length. This dependency is modelled by an additional term added to the 

classic threshold value. Assuming no body effect the threshold voltage in the presence 

of pocket implants is [41] [44]: 
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Figure 4.1: Variations in Threshold Voltage due to change in Channel Length 

^ = V^ + * . - ^ + * i f J l + ̂ - l J > / C , (4.3) 

where K\ and LPEO are process parameters. Thus threshold voltage is a decreasing 

function of effective length. Therefore lower channel lengths result in higher threshold 

values and hence larger weak inversion range of operation. This higher threshold volt­

age is desirable for subthreshold applications as it provides a wider range of accurate 

operation. Fig. 4.1 shows this relationship in a 65nm process. The simulation data 

are from the Cadence software using a typical 65nm CMOS process data. 

The width of a transistor also plays a role in its effective threshold. In a long channel 

MOS transistor, the source and drain regions are far away from the channel. There­

fore, the fields can be assumed to be vertical in most of the channel. In short channel 

devices, with channel lengths less than 0.35/xm, the fabrication process follows a pat­

tern known as Shallow Trench Isolation (STI) [45] . This isolation technique is used 

to prevent leakage currents between adjacent devices. As a result of this process, 

a big portion of gate electric fields terminate on source and drain ends. These non 

vertical fields are called fringing fields. Therefore part of the depletion charge is due 

to the fringing fields. In order to calculate the exact threshold value, these charges 
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have to be taken into consideration. The new threshold voltage in an STI process, 

assuming no body effect is: 

* VFB^*S
 C'OX.WL + 2CF'

 { ' 

where Cp is fringing field capacitor and is only a function of L. Since QB is a function 

of W.L, the threshold voltage increases with device width. It is now clear that the 

threshold voltages in modern devices are very sensitive to transistor sizing, especially 

in minimum sized transistors. Therefore, due to undesired uncertainty in fabrication, 

known as mismatch, choosing minimum size transistors might result in significant 

deviation of results from simulator prediction. The other important point to notice is 

the sub-threshold range of operation. Larger threshold values provide a wider range 

of sub-threshold operation given a constant sub-threshold swing. Fig 4.2 plots the 

relationship between the threshold voltage and the width of a transistor. The data 

are from a BSIM4 typical 65nm CMOS process based on the Cadence simulation tool. 

Based on these observations, we offer the following design recommendation: 

• Use transistor sizes that are at least three times larger than the process mini­

mum sizing. Hence the threshold variations due to mismatch effects in L will 

be smaller. 

• Expand the region of sub-threshold operation by increasing the transistor widths. 

4.1.2 Drain Induced Barrier Lowering 

In the previous section, it was mentioned that the transistor threshold voltage is a 

function of surface potential (4.3). In long channel transistors the drain can only 

affect a small part of the channel. As the channel shrinks, field lines from the drain 

can influence the charge and potential throughout the channel and force the threshold 

voltage to be a function of drain voltage. The term Drain Induced Barrier Lowering 
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Figure 4.2: Threshold voltage versus channel Width in 65nm CMOS process 

(DIBL) is used to describe this phenomenon. Drain voltage increases the surface 

potential and hence lowers the potential energy for electrons [42]. Normally the gate 

voltage is responsible for increasing the surface potential and driving the channel 

into inversion mode. Therefore, in the presence of the DIBL effect, we would need 

less gate voltage to achieve the same surface potential. This relationship between 

the threshold voltage and the drain voltage is nonlinear and very complicated, but if 

the source and bulk of the transistor are connected together we can approximate it 

with a linear equation and the DIBL effect becomes milder under this condition. The 

bulk to source voltage increases the DIBL effect by adding another term to the linear 

DIBL parameter. The latter term is a linear function of bulk to source voltage. In 

the context of analog decoding in sub-lOOnm CMOS technologies, the drain to source 

voltage of transistors usually varies between 50mV to 450mV and the DIBL effect 

can be modeled with a first order linear term added to the threshold. This added 

term is not a function of transistor width as the DIBL effect is independent of the 

width. The drain current considering DIBL is [46]: 

lDIBL = Ii.e^, 
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Figure 4.3: DIBL parameter versus channel length for different drain source voltages 

where Ii is the sub-threshold current from (3.1). The parameter r) has a 1/L re­

lationship with the channel length. Looking at Fig. 4.3, we can see that the 

value of 77 for small channel L, is between 2 and 6 and between 0.2 and 1 for 

L > 4 x minimum length. These values are from a 65nm CMOS processes and 

assuming Vbs — 0. The simulation data are generated for an nMOS transistor in a 

typical 65nm CMOS process using the Cadence software using BSIM 4 models. The 

pMOS and the nMOS transistors tend to have different values for r) yet these val­

ues are close and depend on the channel doping in each case [47]. Keeping these in 

mind when designing the decoder, we can heavily reduce the non-linearities due to 

the DIBL effect in circuits. Channel lengths larger than four times the minimum size 

tend to have a small value of r}, which is very desirable for eliminating the variation 

due to the drain source voltage. 

4.1.3 Sub-Threshold Swing 

The Sub-threshold swing parameter, n in (3.1) when multiplied by the thermal voltage 

VT is the inverse of the slope of the natural logarithm of /<& versus Vgs. As we saw 

earlier, this number plays an important role in accurate functioning of our Gilbert 
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multipliers. Also, conversion from LLRs to probabilities is directly proportional to 

this value. Ideally we want this number to be constant throughout the weak inversion 

region. The best estimate of this number can be found through the following formula 

[41]: 

n = l + NFACTOR.^ + ^ ^ , (4.6) 
^ox ^ox 

where NFACTOR is a fitting parameter very close to one, C^v — ffi- is the deple­

tion capacitance in silicon and W^ep is its width. The second term, Cd^J^^ in (4.6) is 

usually smaller than the first part and contains the short channel effects. This part 

links the sub-threshold swing to the drain source voltage, the bulk source voltage and 

the effective length. Cdsterm is given by: 

0 5 
Cdsterm = (ttl + aa.V* + ̂ W J - ^ ^ n ^ y . ! - (4-7) 

The oii terms are fitting parameters, DVT1 is a short channel effect parameter, Leff 

is the effective length. The effective length is very close but smaller than the actual 

length (L) and lt is called the characteristic length. If these terms are substituted 

by actual fabrication data we notice that n increases with smaller channel lengths. 

This is due to the cosh(Le//) — 1 expression in the denominator. We can also notice 

that the value of n is highly sensitive to Le//> when Leff is small. Fig. 4.4 shows the 

variations in n for different transistor sizing at different gate to source voltages. The 

sub-threshold swing increases with with smaller channel lengths. In small channel 

lengths the gate control over the surface potential decreases. Therefore, the varia­

tions in the surface potential due to variations in the gate potential is smaller [48]. 

This relationship indicates a bigger subthreshold swing. The simulation result also 

shows that the variations in the sub-threshold swing with regards to the length tend 

to decreases with longer channel lengths. Therefore, longer transistor lengths are 

recommended. This is because due to the imperfections in fabrication processes, the 

size of the fabricated transistors are different from the implemented size. Therefore, 
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using longer transistors reduces the uncertainty in the sub-threshold swing. The data 

for the plot are from a typical 65nm CMOS process generated for an nMOS transistor 

with no body effect using the Cadence software. The assumed temperature for the 

simulation is 300 degrees Kelvin. 

Here we would like discuss the relationship between the subthreshold swing parameter 

n and the source to bulk voltage. The sub-threshold swing parameter n, is a function 

of the depletion width Wdep 

V QWsubstrate 

The surface potential is a very weak function of the gate voltage and is almost constant 

throughout the sub-threshold region. Therefore, Wdep mainly changes with the source 

to bulk voltage. The higher the source to bulk voltage (body effect) the bigger the 

depletion width and hence n is smaller. The source to bulk voltage also changes 

the threshold voltage. Therefore, the gate voltage where the weak inversion region 

starts/ends shifts towards higher gate voltages. Aside from these effects, the source 

to bulk voltage might play another important role in the value of n. As we just 

mentioned the variations of surface potential in the sub-threshold region is a very 

weak function of the gate voltage. Therefore, the change in the depletion width due 

to the change in the gate voltage is very minor. However even this minor change 

can be very problematic if the edge of the depletion region is within the channel ion 

implant width at the beginning of the sub-threshold region. In small transistors, the 

channel doping concentration is increased in order to adjust the threshold voltage. 

Therefore the channel has a different doping than the substrate. Hence the Nsubstrate 

in Wdep varies as the depletion width moves beyond the ion implantation region and 

n would no longer be a constant. This only happens, if the edge of the depletion 

moves within regions with two different doping levels. 

Such cases can be problematic for analog decoders. The starting position of the 

depletion in the sub-threshold region is processes dependant. Therefore, the case has 

to be verified through simulations. In case the problem exist, the source to bulk 

voltage can move the starting point of the depletion edge beyond the implant edge 
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Figure 4.4: Sub-threshold swing versus channel length for different gate source volt­
ages 

and solve the problem. In our process, simulations show that even with a zero Vsb 

voltage, variations in n are acceptable. 

4.2 Leakage Currents & Limitations 

The currents in a real transistor can never be fully turned off. As we decrease the 

gate to source voltage of a transistor, we ideally expect all the currents to go to 

zero. In a real fabricated transistor however, these currents hit a lower bound that 

is non-zero and we cannot decrease them further. This lower limit is known as the 

leakage current. Depending on the context, leakage currents are often interpreted 

differently. Digital circuit designers refer to leakage as any current flowing when gate 

to source voltage is less than the threshold voltage, Vgs < Vt. It is obvious that in 

the context of analog decoding we have a different definition for leakage currents. 

Under the condition of a zero source to bulk voltage, if we reduce the gate voltage 

into negative values, the depletion region will disappear. Therefore, the sub-threshold 

rules no longer apply. The channel turns into a p-type silicon and we expect all the 

currents in the device to vanish but as we further reduce the gate voltage into negative 
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Figure 4.5: Leakage currents in 65nm CMOS with two different drain voltages 

values these currents remain or increase in size. Fig. 4.5 shows the drain current 

versus gate source voltage for two different drain voltages. The figure shows different 

leakage mechanisms affecting the drain leakage. In this section we will talk about the 

physical source of these unwanted currents and how they affect the performance of 

the decoder. 

4.2.1 PN Junction Leakage 

The pn junction leakage is the classic leakage current in MOS transistors. The source 

of this current is the reverse bias voltage applied to the pn junction formed by drain, 

n-type and substrate, p-type in an nMOS transistor. The reverse bias will create 

a region with very few carriers in between n and p regions, known as the depletion 

region. The current in this region is due to the minority carriers and electron-hole 

generation near the edge of the depletion region. These carriers are swept by the 

strong reverse bias field. This is a well studied phenomenon in long channel MOS 

transistors [49]. Short channel transistors have non-uniform drain and source doping 

levels. As it was mentioned earlier, in order to eliminate some fatal short channel 
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effects, the regions near the source and drain extension are highly doped, which causes 

band-to-band tunneling (BTBT) . This current is much larger than the reverse bias 

current and dominates the junction leakage in small transistors [46]. The BTBT is the 

effect of electrons tunneling from the valence band in the p-region to the conduction 

band of the n-region. The high voltage on the drain side causes the conduction band 

of the n-side to move down to the same level as the valence band in the p-region. The 

high doping concentration increases the probability of tunneling and results in large 

leakage currents. Current 1% in Fig. 4.6 shows this effect. An analytical expression 

for these currents can be found in [46] [50]. In terms of transistor sizing, this current 

is a weak function of the junction width and large transistor width tend to increase 

the leakage. The length of the transistor does not affect this type of leakage [51]. 

4.2.2 Gate Induced Drain Leakage 

At negative gate voltages, the depletion layer in the substrate disappears and we 

gradually enter the accumulation region. As we go deeper into the accumulation re­

gion, more holes enter the p-region and the p-region near drain and source acts like 

a heavily doped p-region. The overlap region between the drain and the gate now 

has a higher concentration of holes so the depletion width gets narrower. The narrow 

depletion in the substrate and the wider depleted n region in the presence of the gate 

voltage introduce strong fields which enables BTBT. Tunneling between the depleted 

region in n and the heavily doped substrate occurs. This tunneling current is a strong 

function of drain voltage and the negative gate voltage and causes the drain current to 

increase as the gate voltage becomes more negative. We refer to this leakage current 

as the Gate Induced Drain Leakage (GIDL) . The I2 in Fig. 4.6 shows this current. 

In the context of analog decoders, GIDL is very undesirable since the drain current 

increases with negative gate source drive. Unfortunately, in the course of decoder 

operation some transistors experience the negative gate source drive. Proper biasing 

of the input voltages can help the situation but not fully resolve the issue. The 

tunneling currents we presented, BTBT and GIDL both highly depend on the drain 
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voltage. Therefore, by controlling the drain source voltage where there is chance of 

negative drive, we can heavily reduce these unwanted effects. Unlike the long channel 

decoder design rules, very high drain source voltages are not desirable in nano-scale 

transistors and they should be avoided. 

4.2.3 Gate Leakage 

In classic MOS theory the gate of a MOS transistor is purely capacitive and does not 

conduct any current. Scaling transistors into the nano regime has introduced very 

thin gate oxides. On the other hand the electric field strength has increased [52]. 

The high electric field enables the electrons to tunnel through the thin oxide barrier 

or directly tunnel and enter the gate region from substrate. The size of this current 

is a function of the thickness, height and structure of the barrier. The tunneling in 

short channel transistors is mainly direct tunneling. In an nMOS type of transistor, 

tunneling from conduction band (ECB) forms the major leakage where as in pMOS, 

holes from valance band (HVB) play the main role. These two experience different 

barrier heights: around (4.5eF) for HVB and (3.1eV) for ECB. Therefore, the gate 

leakage in p-type transistors is much smaller (around one tenth) [53]. The gate leakage 

current starts becoming noticeable as we scale the oxide thickness and can become 

a serious issue for very thin oxide thicknesses. In the context of analog decoders 

however, the gate leakage is not very severe. The reason is that in the sub-threshold 

mode of operation the voltage drop across the oxide can be found using: 

Vox — Vgs — VFB — $ s — Vpoly, 

where Vox is the voltage drop across the oxide, VFB is the flat band voltage, $,, is the 

surface potential and Vpoiy is the voltage drop across the depletion region. Also, from 

the classic MOS theory we know that the threshold voltage is 

Vt = VFB + $s + V^iy. 

As long as we are operating in weak inversion, Vgs < Vt, the voltage across the oxide 
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Figure 4.6: Three Sources of Leakage Currents: pn junction leakage (7i), GIDL 
leakage (72) and gate tunnelling (73) 

is small and the gate leakage is negligible but grows almost exponentially as the gate 

voltage increases. The above argument shows that in the gate leakage in subthreshold 

region is very small. Analog decoders can tolerate small gate leakages. The bipolar 

decoders that have been previously reported [11] are a good example of this fact. 

The base current in a bipolar transistor is larger than the MOSFET subthreshold 

gate leakage. 

4.2.4 Summary 

Transistor sizing is very important for nano-scale analog design. Several different 

parameters are affected by changing the transistor dimensions. Each of the above ef­

fects, forces a limitation on the transistor sizing. As the result it is not recommended 

to choose very long or short channel lengths. The above sections can be summarized 

in the following tables. Table. 4.1 shows the reasons why it is not recommended to 

use short length, width or small drain to source voltages. Table. 4.2 summarizes why 

very long transistor sizes or high drain to source voltages are not recommended 
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Table 4.1: Lower limit on design recommendations for nano-scale analog decoders 

Design Variable 

Width W 

Length L 

vds 

Why small values are not recommended 

Excessive threshold variations (Fig. 4.2) 
Reduction in sub-threshold bound (Fig. 4.2) 
Excessive threshold variations (Fig. 4.1) 
Excessive variations in n (Fig. 4.4) 
Sub-threshold current dependance on drain voltage (3.1) 
Excessive DIBL effect (Fig. 4.3) 

Table 4.2: Upper limit on design recommendations for nano-scale analog decoders 

Design Variable 

Width W 

Length L 

vds 

Why large values are not recommended 

Excessive Leakage Currents (PN leakage section) 
Slow signal propagation (Large junction capacitors) 
Reduction in sub-threshold bound (Fig. 4.1) 
Slow signal propagation (Large junction capacitors) 
Excessive Leakage Currents (GIDL and BTBT leakage currents) 

4.3 Leakage Current and Theoretical Limits 

In the previous chapter we saw that currents in analog decoders based on Gilbert 

multipliers represent probabilities and that in an actual fabricated transistor with 

non zero drain to source voltage, the currents never go to zero. It can already be seen 

that we might run into a problem when dealing with very small probabilities. In this 

section we take our variable node analysis one step further and include a constant 

leakage current in each transistor. We first carry out the analysis for a differential 

pair and then use the result in the Gilbert multiplier which will lead us to the vari­

able node behaviour in the presence of leakage currents. As we saw earlier, using a 

longer transistors and with drain to source voltages above 200mV, the role of drain 

in the sub-threshold region is very minor. Therefore, in this analysis we ignore the 

variations in drain voltage. Fig. 4.7 depicts the variable node architecture we are 

analysing. 
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Figure 4.7: Variable node circuit for maximum LLR clipping analysis 

4.3.1 The Differential Pair 

The current in each branch of the differential pair consists of two components: the sub­

threshold and the leakage current. We did not include the leakage in the normalizing 

current (Iu)- This is an acceptable assumption since the normalizing current is large 

and constant. Also, a common value I Leakage for all leakage currents will be assumed, 

•* — •» sub—threshold "T 1 Leakage (4.9) 

The currents in Fig. 4.8 follow these equations: 

T T fV+~Vs\ ^ r 
1+ = 10 exp I — J + I Leakage, 

fV- -Vs^ 
I- = I0 exp ( — ) + I Leakage, 

(4.10) 

(4.11) 

(4.12) 

where IQ is the sub-threshold current at zero gate source drive. Using these equations 

we can rewrite the current in terms of the differential voltage drive (Ay), leakage 
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Figure 4.8: Differential pair 

current and the normalizing current, 

exp(Ay/nVT)(Iu - I Leakage) + 1 Leakage 

1 + exp(Av/nVT) 
(4.13) 

and 

I. = Iu- I+. (4.14) 

4.3.2 Gilbert Multiplier Analysis 

Using the Gilbert Multiplier in Fig. 3.2 we can derive the output currents assuming 

each transistor has a constant leakage of leakage-

1 Drain — •'0 6Xp I — I + 1 Leakage j 

where IQ is the sub-threshold current at zero gate source drive and V(Mj) is the gate 

source voltage of the Mi. Using a voltage loop with M2, M6, M5 and Mi we have: 

IM2 * Leakage -*Mi •'•Leakage 

•l Me * Leakage *Ms * Leakage 
(4.15) 
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By Kirchhoff 's current law we have: 

IMs — 1x2 — IM6-

Then using the above equations: 

T *-Mi*-xi -lLeakage\-LM2 •'Mi T" i-xi) iA •\C\ 
-'Me = -T — 7 —ZJ • ( 4 . 1 b ) 

•'Mi > J-M? ^ * Leakage 

The voltage loop with ML, Ms, M4 and M2 can be used to calculate IM3- Using the 

same steps as above: 

j _ -iMi-Lxi 1 Leakagei*Mi -*M2 ~l~ *xi) 

•'Mi + -'M2 H Leakage 

Prom (4.17),(4.16), The output LLR of the variable node is: 

(4.17) 

L L R = I n I 2 ^Leakage\jM2 -'Mi + Ix2) \ ( 4 18 ) 

\IMJXI — ^LeakageijMx ~ -TM2 + hx) J 

The source of the input currents such as IM-I , ^M2 > ^xt and la;2 are the differential pair 

we studied earlier. In this step we will substitute the results from (4.13) and derive 

the output LLR in terms of the differential input voltage and the normalizing current. 

Iu- The input LLRs are of the form LLB4 — A^/nVr = Aj and @ = iLeakage/Iu is 

the ratio between the leakage current and the normalizing current. 

, _ , / [1 + exp(A2) - 2 exp(Ai + A2)] x0 + exp(X1 + A2) \ 
° " t _ V l + [exp(A2 + A i ) + e x p ( A 1 ) - 2 ] x ^ J [4^} 

If we have no leakage current, /3 = 0 and Xout = Ai + A2, which is the ideal case. In 

the presence of leakage currents as (4.19) shows for large input LLRs, (Aj > 7), the 

output LLR approaches: 
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(4.20) 

Fig. 4.9 shows this upper bound on maximum possible LLR value in the circuit. The 

performance loss and system-level analysis due to LLR clipping are discussed in the 

last chapter. Larger values of (3 represent deep sub-micron CMOS technologies. As it 

was presented earlier the leakage currents increase in these technologies. One way to 

avoid large (3 values is to use a higher normalizing current source. The higher values 

of normalizing current, l\j leads to higher power consumption. Also very big currents 

force the circuit to move from the sub-threshold region to strong inversion. The latter 

reduces the accuracy of our circuits. 

Here we will compare the results with circuit simulations from a 65nm CMOS process 

to verify the accuracy of the simulations. In the leakage analysis we assumed a direct 

connection between the differential pairs and the multiplier. The circuit architecture 

uses nMOS differential pairs and a pMOS Gilbert multiplier. This way the current 

directions in the differential pair and Gilbert multiplier match and we can connect 

the two directly without any current mirrors. An ideal l̂ uA current source was used 

as the normalizing current. In order to achieve higher leakage currents in the circuit 

level we have artificially added current sources between the drain and bulk terminal 
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Figure 4.10: Circuit simulations and analytical plots of output LLR versus differential 
input voltage for different leakage current values 

of the transistors. We applied the same voltage to both inputs and calculated the 

natural logarithm of the ratio of the currents form transistor MA to M l in Fig. 4.7. 

For conversion between voltages and LLRs we used a value of subthreshold swing 

which best matched the circuit results. The simulation results are presented in Fig. 

4.10. The figure shows the close match between the circuit simulations from Cadence 

and the analytical results for three different values of /3. It is clear that there is a 

good match between the analytical and the circuit results in this case. 

4.4 Mismatch Analysis 

Modern CMOS processes are highly sensitive to process variations. Phenomena such 

as local Vt variations can make results deviate from circuit simulators. Mismatch can 

be caused due to many different variations in the fabrication process. The fabricated 

width and length of the transistors can be different from the implemented dimensions 

and the channel doping varies in local areas. Also the thickness of the oxide varies 

across the die. As a result two matched transistors placed next to each other can 

experience different threshold voltages or channel lengths. These fluctuations lead 

to error in the threshold voltage of the transistor. In long channel transistors, ion 

implantation dose and dielectric thickness were the major factors behind threshold 
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variations. In sub-lOOnm CMOS processes other factors are added to the picture: the 

effective length, the effect of halo implants and charge sharing due to DIBL effect. 

It is not quite obvious how each of these short channel effects contribute to the 

threshold mismatch as these factors are correlated. But it has been shown through 

many different measurement that the mismatch factor A& which will be introduced in 

this section, increases rapidly with shorter channel lengths [54]. The threshold of the 

transistor is a function of the effective length, Leff and the width of the transistor. 

The effect of these two combined in addition to surface charge variations specifies the 

change in threshold voltage. These variations represent the local threshold variations. 

Transistors on a die also experience global threshold variations. The global variations 

are location depended are a function of the distance between transistors. Therefore 

for the case of Gilbert multipliers, these variations are negligible. The local variations 

assumed to have a Gaussian distribution with variance c/yt [55] [56]: 

<"- = 7 W r (4'21) 

where A& is a process parameter with mV.fim units. The value of this parameter 

depends on the fabrication process and can be found in the process documentation. 

The value of A A decreases with oxide thickness and hence, scales with technology 

[57]. This decrease starts to saturate for sub-lOOnm processes and in some cases 

even the reverse effect is experienced and A A increases with scaling [48]. Mismatch 

is also present in mobility, Cox, width and the length of a transistor. The net effect 

of these variations on current factor, (3 = /iC0XW/L, also has a gaussian distribution 

and affects the drain current mismatch. The statistic of current factor mismatch is 

given by (4.22) 

a&) = _ ^ _ (4.22) 

In the sub-threshold region of operation we are dealing with small currents, the Ap is 

a small number on the order of 1% and the current has an exponential dependance on 

50 



the threshold voltage. In addition, the mismatch variations in the sub-threshold swing 

parameter, n, is negligible [58]. Therefore, the threshold variation is the dominant 

mismatch causing effect [48]. Hence, in this section our focus is on threshold variations 

and their effects on sub-threshold current mismatch. The typical value for A& in nano-

scale processes is around AmVfim. Using this value the total estimated threshold 

mismatch for a minimum sized transistor in a typical 65nm CMOS technology is at — 

35mV. As we show, this amount of variation has severe effects on the performance 

of analog decoders. 

Some early work has been done on mismatch analysis for analog decoders [33] [59]. 

Winstead used the current mismatch model: 

'•Actual — * Ideal-Oi 

where 5 is a Gaussian variable with mean, /J, — 1 and variance = erf [33] but, As 

we mentioned earlier, the Gaussian current mismatch is small compared to threshold 

variations. Hence, here we are using a more accurate mismatch model than the one 

used previously. Using this model the LLR variation density function of a variable 

node is derived to calculate the performance loss of the decoder. 

For the purposes of our mismatch analysis, the drain current model of each transistor 

given by (4.23): 

lD,Actual — iDJdeal- exp ( =j-) , (4.23) 

where Ayt is a Gaussian variable with zero mean and variance = a\. Now recall the 

Gilbert multiplier in Fig. 3.2. The actual currents in the multiplier are: 
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lyi,a — -'iii- e x P ( y j — lyil£li 

!y2,a = Iy2- e x P ( ny ) = - W £ 2 , 

^xij/i,a — -'xiyi- 6Xp ( J — lx\yil£Zi 

lx\y2,a — lx\y2• e x P \ y ) — J-X\y2leii 

•'X2j/i,a — -"X22/1 • e x P I. „Y -'£22/1/£5i 

•'x22/2,0 — •'X23/2,eXPl y J —' l-Xiyil^Sl 

urtna.l nirrpmt in t.hfi firrnit, a.nH /?„• = fivnf—&2-V 1 

(4.24) 

(4.25) 

(4.26) 

(4.27) 

(4.28) 

(4.29) 

rhfi p.- h a s 

a log-normal distribution and its parameters depend on A&, W and L. A voltage 

loop leaves us with the following relationship between the currents: 

lyi - £ i _ Iy2 -£2 

•ixiyi-^3 ( /xi •'•xiyiJ-^i 

hi -£1 _ ^j/2-£2 

V-'X2 _ •'X2y2/-£5 -'X2y2-£6 

Using the above relationship, the actual output currents of the multiplier are: 

T = 4 i A / l - £ l - g 4 / 4 , M 
*xm,a, - r , _ _ r ' ^ . JUJ 

£l-£4-tj/i +£2-£3-«3/2 
4 2 2 0 =

 7^ J i /2- £2- £5 ^4 > 3 1^ 
ei.eelyi + 62-S5ly2 

(4.32) 

The output likelihood value is the natural log of the ratio between the above two 

currents: 
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Aa — A, + in . 2 r. (4.c5dJ 
•/y2Ve2£r3£5j + iyi(£l£2£4£5,; 

where Aa is the actual LLR in the circuit and Aj is the ideal LLR. Using (3.11) we 

can rewrite everything in terms of input probability PVQ — IV1/IU, where Iu is the 

normalizing current. Therefore the mismatch part is: 

_ , l + Py0(e^T + nVT nVT nVT _ 1 } 

•"•mismatch — m A A A A ^1.04J 

l + P 1 ( e n V T + nVT nVr nVT _ J ) 

New variables can be denned as, a = ( ^ - ^ ) , /3 = ( ^ - ^ - ) , 0 = 

(-̂ T3- — - ^ - ) . These new variables will also be Gaussian with a^ew = 2 x a2
oU and 

mean of zero. Re-writing the mismatch in the terms of the new variables we have: 

A _ , n 1 + ^ 0 ( ^ - ^ - 1 ) . . 
^mismatch — m J . p (e9~a — 1) {^-OO) 

Unfortunately the probability density function of Pyo is unknown. Hence, obtaining 

a closed form is impossible. The two options we have to accurately identify the 

effect of mismatch on our decoder are Monte-Carlo simulations of the decoder using 

the above expression or density evolution (DE). DE becomes highly computationally 

intensive. A C-Mex implementation of the joint pdf with more than 6bits = 64 bins 

has prohibitively long runtime. On the other hand running the density evolution 

with 6 bits already heavily degrades the results. According to our DE simulations, 

running DE on a (3,6)-regular code with 6 bits degrades the performance by more 

than 2.8dB. For our simulations, we ran DE with 12 bits = 4096 points and the 

LLR mismatch calculation code with 6 bits = 64 points on a smaller LLR range of 

[—5, 5] and the main DE clips the values at [—10,10]. Due to the limited accuracy the 

results may not be very reliable, nevertheless it is worth considering. The following 

table shows the required Eb/N0 for different values of at. The code ensemble used is 
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a (3,6)-regular code. 

Table 4.3: Density evolution considering mismatch on a (3,6)-regular code 

at{mVfxm) 

0.00 
2.00 
3.00 

Eb/N0(dB) 

1.1 
1.6 
2.3 

We can apply the same models and derive the output of the check node in the presence 

of mismatch. Following the same procedure we obtain: 

LLRcheck — In 
— In I £ 1 £ 4 £ 6 ^x0 ^VO +£l£2£4£5 Pj/0 Pj/1 +^2£^e5 Pxl Pyl 

ye^iEe P x i Py0 +£i£2£3£6 Pj/O Pyi +£ i £ 3£5 P^o P y i 
(4.36) 

In an analog decoder, the output of the check node is normalized before passing to 

the next node for processing. This normalizing block can be enforced by making sure 

that the output current probabilities always add up to the normalizing current. In 

the next system level mismatch decoder simulations we present, this normalizing step 

is enforced. 

To better verify the results, Monte-Carlo simulations were used for a (3,6)-regular 

code with n — 816, A; = 408. Fig. 4.11 shows the decoder Bit Error Rate (BER) 

results. The ideal node is simulated assuming a perfect multiplier. The rest of the 

curves are extracted using direct data from the Cadence circuit simulator based on 

the variable node designed in a 65nm CMOS technology. The term "SPC" refers 

to this circuit based simulations. The decoder used 50 iterations. For generating 

the BER curves we searched for 50 frame errors in small threshold mismatch values, 

70 for moderate and 90 for the higher bit error rates. The choice of these numbers 

was based on the statistics reports from the decoder simulator to ensure accuracy. 

T h e s imula t ions use different th resho ld m i s m a t c h var iances for t h e var iable node a n d 

check nodes. This is because the decoder is far more sensitive to mismatch in the 

check node than the variable node. This is an important observation since it will 
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Figure 4.11: Bit Error rate versus Eb/N0 for different threshold variations, assuming 
the transistor width is twice its length: W = 2 x L. 

allow for savings in area for the variable node. 

In order to have a better feeling about what these standard deviation values mean, 

table 4.4 maps the threshold standard deviation values to the transistor sizing. For 

the threshold mismatch mapping, we assumed that W — 2 x L. Using the fabrica­

tion parameters, A& = 4mVfim the mismatch standard deviation was calculated for 

different transistor sizes. 

Table 4.4: Mapping of the threshold standard deviation to transistor sizing 

a 

0.25 
0.50 
1.50 
2.00 
3.00 
5.00 
6.00 
7.00 
9.00 

W (/mi) 

22.64 
11.32 
3.78 
2.84 
1.90 
1.14 
0.96 
0.82 
0.64 

L(//m) 

11.32 
5.66 
1.89 
1.42 
0.95 
0.57 
0.48 
0.41 
0.32 

W x L (urn)2 

256.3 
64.1 
7.1 
4.0 
1.8 
0.6 
0.5 
0.3 
0.2 
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4.5 Electrical Noise 

Noise in the MOSFET can degrade the accuracy of the circuit and analog decoders 

are not an exception. There has been some study on the effect of noise on analog 

decoders by J. Dai [60]. Unfortunately this study uses a wrong noise model. The 

spectral density function of the drain current noise in weak inversion is given by 

(4.37) [42]: 

ajn = 2qID (1 + e-
VDs/VT) A / (4.37) 

In order to calculate the maximum standard deviation of the noise we need to know 

the current ID and the bandwidth A / . The maximum current in the decoder, ID is 

the normalizing current. A reasonable value for the normalizing current that we used 

throughout this thesis is 1/im. Using the average convergence speed of the designed 

nodes that we will present in the next chapter, the average bandwidth is 20MHz. 

From these values the standard deviation of noise current is 2.53nA. Such a change 

in current can be caused by a threshold variation with a = 0.063 which according to 

mismatch analysis is negligible. Therefore we can ignore the effect of thermal noise. 
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Chapter 5 

Implementation of variable nodes 

for LDPC decoder 

This chapter describes the implementation of analog decoder variable nodes in 90nm 

and 65nm CMOS technologies. The implementation of the variable nodes is based on 

the Gilbert multipliers and we used two different circuit topologies. Only the details 

from one of the circuit topologies are presented here1. Another possibility that we 

consider here is the use of pMOS versus nMOS transistors for the Gilbert multipliers. 

Typically, Gilbert multiplier based decoders are designed using nMOS transistors [61]. 

In this chapter, we will present the arguments supporting each decision. Therefore, 

we implemented four different variable nodes for each technology. In each case the 

guidelines from the fourth chapter were employed to achieve good accuracy. Yet we 

used a wide range of transistor sizes. This variety enables us to test the fabricated 

chips and confirm the significance of our mismatch theory and the accuracy of circuit 

simulations. This chapter reports various post-layout simulation results. The energy 

consumption and speed of the circuits is compared for different situations. In addi­

tion, we present the accuracy of each circuit for the set of all useful inputs. 

The following is an outline of the chapter. The first section discusses the advantages 

JThe implementation of the fundamental LDPC decoder nodes was accomplished in close col­
laboration with Jorge Perez, Cyril Lahuec, Fabrice Seguin and Michel Jezequel from TELECOM 
Bretagne - PRACOM - France. Here the circuits related to this thesis are presented. 
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and disadvantages of designing Gilbert multipliers with pMOS versus nMOS transis­

tors. Section 5.2 presents the topology, design methodology and simulation results 

for the implemented nodes in 90nm and 65nm CMOS technologies. The third section 

is a new proposed variable node design. The advantage of this proposed topology is 

its inherent symmetry. Therefore, unlike the previous structures, this topology treats 

both input signals in the same way. These input signals are the input LLRs from the 

channel and or the check nodes. The fourth section briefly discusses the testing strat­

egy for the fabricated chips. Finally the last section summarizes the chapter. All the 

circuit simulation data in this chapter are based on BSIM4 post-layout simulations 

from the Cadence kit. 

5.1 Variable node design: pMOS versus nMOS 

The design of variable nodes can be accomplished using either nMOS or pMOS tran­

sistors. To the best of our knowledge, all the reported variable nodes for analog 

decoders use nMOS transistors. There are several advantages and disadvantages in 

choosing a pMOS based structure over an nMOS based one. The argument support­

ing the use of pMOS transistors over the nMOS transistors was first brought up in 

[39]. The main advantage of a pMOS transistor over an nMOS is the ease of applying 

the voltage to the bulk terminal. We will explain shorty why this would be an advan­

tage in analog decoders. In a typical CMOS process, pMOS transistors are fabricated 

in an n-well. The well acts as an isolation mask and separates the bulk terminal of 

the pMOS transistors. The nMOS transistors share a common bulk voltage. This 

voltage is usually the lowest voltage in the circuit. Many modern processes have a 

triple well (deep n-well) option that allows the bulk of the nMOS transistors to be 

isolated from the die substrate. The deep n-well provides the freedom to connect the 

bulk terminal of an nMOS transistor to a desired voltage. Yet it does not affect the 

DC characteristics of the transistor [62]. The big disadvantage of using deep n-well 

is its huge cost in terms of space. In our 65nm CMOS process, each group of nMOS 

transistors with a common bulk voltage requires a minimum of 25(//m)2 space. This 

is 29 times bigger than the required space for a nMOS transistor with L = 4 x Lmin 
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and W — 4 x Wmin. According to [39] connecting the bulk to the source terminal 

results in better matching between the simulation models and the actual transistor 

behaviour. Also it was mentioned that the variations due to the drain to source volt­

age will be reduced. This is a direct effect of the milder DIBL effect under Vbs — 0 

condition that is mentioned in the previous chapter. The bulk source voltage also 

appears directly in the threshold voltage equation [41]: 

Vt = Vt0 + j(V$s-Vbs-y/¥s), (5.1) 

where Vto is the threshold voltage assuming zero source to bulk voltage, 7 is the 

body effect coefficient and Vbs is the bulk to source voltage. Connecting the bulk 

terminal to a fixed voltage can change the threshold voltage when the source voltage 

changes. This is an undesirable effect for analog decoders. By using pMOS transistors 

we can easily avoid this situation. Another advantage of pMOS transistors is their 

lower mismatch variations. In many technologies, pMOS transistors experience less 

threshold mismatch variations compared to their nMOS counter-parts. This difference 

is fabrication technology based and varies from one location to another. The A& 

in (4.22) for pMOS can be almost half the value of an nMOS counterpart. The 

disadvantage of using pMOS transistors is the larger size. pMOS transistors have a 

smaller mobility factor [42]. Therefore, a pMOS transistor requires a larger width for 

the same current performance as an nMOS transistor. The gate bulk capacitor of a 

transistor is a direct function of its dimensions [42]. Hence the larger width introduces 

larger parasitic capacitance that makes the circuit slower and has the potential to 

increase its power consumption. This fact becomes clearer when we present the 

energy consumption and the speed results in the next section. The next issue is 

the larger area consumption. Each bulk to source connected pMOS transistor in a 

Gilbert multiplier carries a separate n-well. Due to the restriction on the minimum 

spacing between the n-wells the circuit with pMOS transistors consumes more area on 

the chip. Therefore the choice between pMOS and nMOS transistors is not a trivial 

choice. Achieving accuracy is easier with a pMOS circuit but the cost is the larger 
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area and lower speed. 

5.2 Variable nodes implemented in 90nm and 65nm 

CMOS 

Over the past decade, several analog decoders have been designed, fabricated and 

tested. Yet there is no record of any analog decoder implementation in a sub-lOOnm 

CMOS process. In this section, we present the post-layout simulation results of 

the variable nodes that we designed in 90nm and 65nm CMOS processes. These 

prototypes have been sent for fabrication and will be tested upon delivery. The 

circuit topology is shown in Fig. 5.1. In the simulations presented in this chapter, 

we used voltage signals. This makes it easier to test the chip. 

Here we explain the circuit in more detail. The circuit topology shown in Fig. 5.1 uses 

a separate but identical differential pair for each of the inputs. The differential pair 

circuit (M5, MQ) is shown on the left and the Gilbert multiplier is on the right. In the 

input differential pair circuit, the transistors on the top (Mr, Ms) serve as a current 

mirror. The differential pair converts the input voltages into currents and sends them 

to the Gilbert multiplier. Transistor Mi through M4 are the main Gilbert multiplier 

transistors. Voltage Vref controls the drain to source voltage of bottom transistors. 

In order to ensure that there is enough voltage headroom for the transistors on the 

bottom this voltage has to be higher than 0.3F. Lower voltage values require minor 

modification to the circuit [63]. To convert the signals back to the voltage domain, the 

currents are routed to an output stage shown in Fig. 5.2. In this circuit, transistors 

M2 to M5 are current mirrors and transfer the output currents I<mt+ and lout- from 

the multiplier to the differential output stage. Transistors ML and MQ are dummy 

transistors and are connected to Idummyi and Idummy2 from the Gilbert multiplier. 

These transistors help the symmetry condition of the Gilbert multiplier transistors. 

Without the drain connected dummies, the two main outputs will see the impedance 

of the diode-connected transistors between their drain and the voltage source, while 

the dummy signals will be directly connected to the voltage source. Therefore the 
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Figure 5.1: Variable node topology common in CMOS based analog decoders. 

Gilbert multiplier transistors will experience different drain to source voltages. Hence 

using the dummy transistors provides better symmetry for the circuit. Designers 

tend to use current as the input and output signals when they use this structure. 

In such settings, the input differential pairs are removed and the output stage is 

replaced by a normalizing current stage (see Fig. 3.5). In this thesis we use voltage 

input/output signals for this topology. In the previous section, it was pointed out 

that in the sub-threshold region, pMOS transistors can provide better accuracy than 

nMOS transistors. The pMOS version of these circuits is the dual of the circuit with 

all the nMOS transistors replaced by pMOS and vice versa. The rest of this section 

explains our strategy for transistor sizing and presents the simulation results for four 

different variable nodes in 90nm and 65nm CMOS processes. 

5.2.1 Design Strategy for 90nm CMOS Variable Nodes 

The first set of variable nodes that we designed were fabricated in a 90nm CMOS 

process. Both the pMOS version and the nMOS version were implemented. In the 

design of the variable nodes we used the guidelines in the fourth chapter as well as 

the proposed strategies in [39]. Here we will review some of these recommendations. 

Accurate behavior of our variable nodes requires the gate to source drive to be far 
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Figure 5.2: Output stage for converting the currents in into a differential voltage 

away from the threshold voltage. The exponential overdrive term in the current model 

can be an indicator of how deep in the sub-threshold region the circuit is operating. 

In the literature, the term inversion coefficient is used for this metric and it shows the 

level of inversion in the channel. In the EKV CMOS models, the inversion coefficient 

in the sub-threshold region is [64]: 

iDWeak = 2n»CoxV2(W/L) (CM--%)/«Vr) 

Ic = ^y9s-Vt)/nVT\ ) 

(5.2) 

(5.3) 

and 

ID ,Weak(max) 

2n/iC0XVS ( f ) ' 
(5.4) 

where Io,weak is the weak inversion current, Ic is the inversion coefficient and Icmax 

shows the maximum inversion coefficient for a given maximum drain current. In the 

design rules presented in [39], the authors suggest an inversion coefficient much less 

than one. Then the required W/L ratio that guarantees this inversion coefficient can 

be calculated: 
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W _ lD,Weak(max) 

L ~~ 2ntiCoxV*ICm 

In these calculations, it is assumed that the transistor sizing has no effect on the 

threshold voltage. The inversion coefficient assures a certain distance between the 

maximum gate to source drive and the threshold as long as the threshold is constant. 

Looking back at the design guidelines proposed in the previous chapters we can see 

the more complete picture. In reality, the threshold changes with the W/L ratio. 

In CMOS processes smaller than 0.35/xm, the short channel effects are helpful. The 

fourth chapter shows that a large W/L ratio pushes the threshold voltage to bigger 

values. Therefore, we have a larger margin and a bigger voltage swing. The inversion 

coefficient also determines the maximum voltage swing for a given drain current. The 

maximum possible voltage swing is important and it can be problematic if we limit 

the swing too much. Therefore, very small inversion coefficients are also undesirable. 

5.2.2 Variable Nodes in 90nm CMOS 

In the design of these variable nodes, we used double the minimum size length for 

the main Gilbert multiplier transistors. We also used W/L ratios larger than one. 

The transistor sizing of each part of the circuit is shown in the Table. 5.1 below. 

The single input sweep figures for the variable nodes are shown in Figs. 5.4 and 5.3. 

The pMOS circuit behaves very close to the ideal curve. The pMOS circuit also has 

a wide dynamic range. Figs. 5.6 and 5.5 show the output LLR when both inputs 

axe swept. Also, Fig. 5.4 depicts the close behaviour of the two inputs. In order 

to perform the conversion from voltage to LLR domain we used the data from the 

input differential pair. In Fig. 4.4 we observed that the sub-threshold swing is not 

constant throughout the operation and varies with the gate to source drive as well as 

the transistor sizing. Therefore, the best way to perform the conversion is to directly 

use the input differential pair voltage to current ratio. Using (3.10), the subthreshold 

swing is: 

63 

(5.5) 



nVT^^L = ^Ym, (5.6) 
T ln / + /7_ LLR v ; 

The differential voltages were mapped to the appropriate LLR value using the above 

equation for each circuit. In all the DC sweep graphs, the average of the swing (5.6) 

over the input differential voltage range was used for conversion between the voltages 

and LLR values. So far, we have presented the accuracy and the maximum range 

of operation of the two designs. The next important factor is a power and speed 

estimation. The latter is not an easy task since both the power consumption and 

the speed are a function of the differential input values. For a fair comparison, ten 

different boundary conditions were chosen and we calculated the required energy and 

time delay for each transition. In addition, the average value of these numbers is 

presented as a single number for comparison purposes. It is important to notice that 

extracting the speed of the decoder from the delay values is not a straightforward 

task. Unlike digital decoders where we wait for the output of each node to converge 

to their final values before passing them around with each clock, in analog decoders 

the transfer of information happens in real time. Nevertheless, these numbers can 

clearly compare the energy consumption and speed performance of these nodes. The 

ten different test settings are described in terms of three different conditions on the 

variable node inputs, as follows: 

1. Zero (Z) — Zero differential drive 

2. High (H) = The minimum positive differential drive that clips the output 

3. Low (L) = The minimum negative differential drive that clips the output 

In order to find the delay value, we calculated the time it takes for the output to 

reach 95% of its final value. This final voltage is between 0 and 700mV and depends 

on the differential inputs. The term Inl in the table stands for the first input and 

In2 indicates the second input. Table .5.2 provides the energy consumption and the 

delay of the 90nm CMOS nodes under the ten test setups we mentioned earlier. In 
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Fig. 5.7, the percentage of error for both designs is plotted. The pMOS based circuit 

has negligible error for small differential drives. This error increases in size as the 

input drive becomes larger. In order to calculate this error we took the average of the 

absolute value of the error between the two inputs when one input is sweeping and 

the other one has a zero differential drive. So far, we can see that each one of these 

implemented circuits has an advantage and a disadvantage over the other. A func­

tional decoder node requires small error, large dynamic range, low power consumption 

and fast response. Judging the accuracy of the nodes is not an easy job. Therefore, 

for a fair comparison between these nodes, we need to use the simulation data in a 

system-level decoder. To achieve this goal, a full characterization of the node for all 

possible combinations of the inputs is required. The author used the Ocean scripting 

tools of the Cadence to generate a full 1201 by 1201 matrix of input differential drives 

between -600mV and 600mV. An input of 600mV is the maximum possible drive for 

all of these implemented nodes. The step size is lmV, which translates to LLR step 

size between 0.018 and 0.026, depending on the transistors, the circuit and the dif­

ferential drive. The voltages were then translated into LLRs. The exact voltage to 

LLR conversion was used for this step. Therefore, each voltage was mapped to the 

correct LLR using its unique sub-threshold swing. To construct the surface contour 

we converted the input voltages and the voltage error into their corresponding LLRs. 

This way the full table was converted into LLR representation. This matrix is used 

to generate the contour of the absolute error in the LLR values for the two pMOS 

designs in 90nm CMOS and all of our implemented circuits in 65nm CMOS. These 

simulation data points are used in the next chapter to accurately characterize the 

behaviour of the decoder under circuit imperfections. Here we present these graphs 

to provide a visual indication of the error in the variable nodes. Figs. 5.8 shows 

the absolute error contours for the pMOS version of the implemented variable node 

in 90nm CMOS. The color bar on the right of these graphs indicates the mapping 

between the colors and the error in the LLR values. The next section introduces the 

variable nodes designed in a 65nm CMOS process. 
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Figure 5.3: DC sweep of one terminal in n M O S variable node in 90nm CMOS 
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Single Sweep Error in the implemented Variable nodes in 90nm CMOS 
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Figure 5.8: Absolute error in the pMOS variable node in 90nm CMOS 

68 



Table 5.1: Transistor sizing for 90nm CMOS variable node 

Gilbert Multiplier Transistors 

Width 
Length 

nMOS (urn) 

0.70 
0.20 

pMOS(am) 

2.00 
0.20 

Input Differential Pair Transistors 

Width 
Length 

1.20 
0.10 

0.60 
0.22 

Output Stage pMOS Transistors 
Width 
Length 

0.30 
0.10 

0.12 
0.10 

Output Stage nMOS Transistors 
Width 
Length 

0.12 
0.80 

0.28 
0.15 

Differential Pair Current Mirrors 

Width 
Length 

0.22 
0.10 

0.20 
0.10 

Diode-connected Transistors 

Width 
Length 

0.30 
0.10 

0.40 
0.10 

5.2.3 Design Strategy for 65nm CMOS Variable Nodes 

The 90nm CMOS simulation results are promising and have motivated our research 

towards applying the same rules in a smaller process. The 65nm CMOS process 

is currently the latest accessible CMOS technology that is available through CMC 

Microsystems [65]. In the design of the 65nm CMOS variable nodes, we mostly 

used the same guidelines as for our 90nm CMOS circuits. We also ran the design 

through an optimizer. The Cadence tool can be programmed to run optimization 

routines on the design. The optimization routines require design constraints, initial 

values and design goals. The optimizer searches the design space for the first values 

that match the design goals within a certain error margin. Therefore, we enforced 

a couple of constraints on the minimum transistor length and width, the range of 
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Table 5.2: Energy consumption and delay values for different test settings in 90nm 
CMOS circuit 

Test Setting 

90nm CMOS 

Inl: Z -» H, In2: Z 
Inl: H ^ Z, In2: Z 
Inl: Z, In2: Z -» H 
Inl: Z, In2: tf - • Z 

Inl,In2: Z -* ff 
Inl, In2: H ^ Z 

Inl: Z - • # , In2: Z -> L 
Inl: if -> Z, In2: L^Z 
Inl: Z -» L, In2: Z -> tf 
Inl: L^Z, In2: Jf -»• Z 

Average of the Column 

nMOS version 
Energy (pj) 

0.2961 
0.2509 
0.2223 
0.1668 
0.6222 
0.1607 
0.4317 
0.1621 
0.1135 
0.1367 
0.2563 

Speed (fis) 

0.024 
0.020 
0.018 
0.013 
0.050 
0.013 
0.035 
0.013 
0.009 
0.012 
0.021 

pMOS version 

Energy (pJ) 

0.484 
0.093 
0.657 
0.094 
1.836 
0.107 
0.296 
0.090 
0.104 
0.105 
0.387 

Speed (/j,s) 

0.060 
0.012 
0.084 
0.015 
0.210 
0.016 
0.040 
0.016 
0.012 
0.018 
0.048 

possible biasing voltages and the normalizing current. The optimizer performed the 

last set of simulations for the final design parameters. Table. 5.3 shows the transistor 

sizing chosen for the circuit. 

In the design of the 65nm CMOS nodes, we tried to follow all the design recommen­

dations from the fourth chapter. The smallest transistor length in the nMOS version 

is 0.3/xm which is about five times larger than the minimum transistor length. The 

pMOS version also has long transistor lengths except for the output stage. This is be­

cause the output capacitance of the node has a major effect on the speed of the node. 

This output capacitor has to be charged and discharged during the node operation. 

Therefore, we tried to keep the area of the output transistors as small as possible. In 

addition, the smaller width decreases the pn leakage current of the output. The rest 

of the transistors in the design have large widths and lengths. The larger width helps 

to increase the threshold voltage and the larger length mitigates the performance loss 

due to mismatch. All the transistors in the Gilbert multiplier have an area (Width x 

Length) larger than 2 (fim)2. This guarantees that the threshold variations have little 

effect on the performance of the cell. On the downside, the large transistor size slows 
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Table 5.3: Transistor Sizing for 65nm CMOS variable node 

Gilbert Multiplier Transistors 

Width 
Length 

nMOS(nm) 
1.69 
2.30 

pMOS((j,m) 

1.86 
4.53 

Input Differential Pair Transistors 
Width 
Length 

0.12 
1.01 

6.87 
1.99 

Output Stage pMOS Transistors 

Width 
Length 

1.35 
2.40 

0.16 
0.06 

Output Stage nMOS Transistors 

Width 
Length 

0.17 
3.88 

0.45 
3.62 

Differential Pair Current Mirrors 
Width 
Length 

4.32 
0.30 

0.90 
3.17 

Diode-connected Transistors 
Width 
Length 

1.04 
1.80 

0.62 
1.49 

the node and increases the power consumption. The nodes have a near-perfect perfor­

mance. They have a wider range of operation compared to the 90nm CMOS circuits 

we presented earlier and perform closer to the ideal curve. The Figs. 5.9, 5.10, 5.11 

and 5.12 show the behaviour of the variable nodes we designed in 65nm CMOS. The 

conversion from voltages to the LLR domain uses the average sub-threshold swing of 

the node. The graph in Fig. 5.9 shows the output LLR in the 65nm CMOS nMOS 

variable node when one of the inputs is swept and the other one is driven with a zero 

differential voltage. Fig. 5.10 shows the same test setup for the pMOS version of the 

node. These graphs are followed by Fig. 5.11 which shows the simulation results for 

the nMOS node. In this simulation, both inputs are swept. The last graph in Fig. 

5.12 illustrates the output LLR of the node when both inputs are swept in a pMOS 

version of the node. Both designs are very close to the ideal behaviour with less than 
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nMOS based variable node in 65nm CMOS 

- 6 - 4 - 2 0 2 4 6 

Figure 5.9: DC sweep of one terminal in the 65nm nMOS variable node 

ALLR — 1-5 error in the LLR range of —10 to 10. The next important metrics are the 

energy consumption and delay, shown in Table. 5.4. The pMOS version of the node 

is very slow and consumes almost twice the energy of the nMOS version. 

The above simulations can only reveal a small subset of all possible input values. The 

best way to judge the accuracy of the variable node is to look at the error contour 

introduced earlier. The contour surface covers the whole subset of meaningful inputs. 

The Fig. 5.14 shows the error contour surface for the curren65nm nMOS node and 

Fig. 5.13 illustrates this error for the pMOS version of the node. 

5.3 Forced symmetry variable node 

The previous section covered the implementation of different variable nodes in 90nm 

and 65nm CMOS technologies. The simulation of the implemented nodes is very close 

to the ideal behaviour but all of them shared one imperfection. The two inputs of the 

node did not behave completely similarly. For example note the difference between 

the dashed and solid line in Fig. 5.3. This fact can be deduced by looking at the 

topology of these nodes. In this section, the author proposes a new node topology 

that guarantees the symmetry between the two inputs of the variable node. The 
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pMOS based variable node in 65nm CMOS 

•First Input Sweep 

-Second Input Sweep 
1 Ideal Sweep 

Figure 5.10: DC sweep of one terminal in the 65nm pMOS variable node 

nMOS based variable node in 65nm CMOS 

-Both Inputs sweeping 
• Ideal sweep 

Figure 5.11: DC sweep of both terminals in the 65nm nMOS variable node 
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Figure 5.12: DC sweep of both terminals in the 65nm pMOS variable node 
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Figure 5.13: Absolute error in the pMOS variable node in 65nm CMOS 
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Absolute error in nMOS based variable node in 65nm CMOS 

" • R I M 

Figure 5.14: Absolute error in the nMOS variable node in 65nm CMOS 

disadvantage of the new proposed topology is its larger size. The symmetry of the 

two inputs can be very important for correct functioning of the decoder. The inputs 

of the variable node are connected to different check nodes and a non-symmetric 

variable node might prefer one check node to another and this preference will be hard 

coded in the decoder. The processes would not be random anymore and is likely 

to degrade the performance of the decoder. The idea behind the symmetric node is 

very simple. The non-symmetry in the node is due to the non-symmetry between the 

two inputs of Gilbert multiplier. In order to overcome this problem we have added 

an extra Gilbert multiplier to the node. The extra Gilbert multiplier is fed through 

the same differential pairs but this time in the reverse order. This leaves us with 

two sets of output currents, each pair representing one desired output. Each input 

of the output differential pair is supplied with the two currents, each from a different 

multiplier. Therefore, each input receives almost twice the current. The node still 

operates normally because it works based on the ratio of the two input currents. Fig. 

5.15 shows the block diagram for the two multipliers and how they share the input 

and output signals. 

The forced symmetry node has good accuracy and the two inputs act identical, which 
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Table 5.4: Energy consumption and delay values for different test settings in 65nm 
CMOS circuit 

Test Setting 

65nm CMOS 

Inl: Z - • H, In2: Z 
Inl: H -> Z, In2: Z 
Inl: Z, In2: Z -* H 
Inl: Z, In2: H-> Z 

Inl, In2: Z - • H 
Inl, In2: # -* Z 

Inl: Z -» # , In2: Z -> L 
Inl: tf ^ Z, In2: L -» Z 
Inl: Z -» L, In2: Z -» # 
Inl: L -+ Z, In2: H^Z 
Average of the Column 

nMOS version 

Energy (pj) 

0.740 
0.664 
0.667 
0.659 
1.512 
0.663 
0.510 
0.359 
0.510 
0.358 
0.664 

Speed (//s) 

0.10 
0.09 
0.09 
0.09 
0.20 
0.09 
0.07 
0.05 
0.07 
0.05 
0.09 

pMOS version 

Energy (pJ) 

5.007 
0.936 
5.005 
0.883 
17.360 
0.909 
1.792 
0.847 
1.792 
0.847 
3.538 

Speed (//s) 

1.11 
0.21 
1.10 
0.21 
3.51 
0.21 
0.41 
0.21 
0.41 
0.21 

0.759 

Table 5.5: Average energy and delay values for variable nodes 

Test Setting 

Topology 

90nm 
65nm 

nMOS version 

Energy (pj) 

0.256 
1.785 

Speed (us) 

0.020 
0.090 

pMOS version 

Energy (pj) 

0.386 
3.538 

Speed (us) 

0.048 
0.759 

is a useful property. A disadvantage of this design is the increase in the leakage 

currents. The higher leakage currents reduce the LLR range of the node. Therefore 

the designed variable node has a functional LLR range of —9.5 to 9.5. We optimized 

the transistor sizing of this node for the best performance in 65nm CMOS. The 

result of this optimization is summarized in Table. 5.6. We used pMOS transistor 

for constructing the Gilbert multiplier in the symmetric node. 

Fig. 5.16 shows the error surface generated for this node. The symmetry of the results 

is clear in this graph. The energy and delay of this node was also calculated based 

on the same testing strategy we used for the other nodes. Table. 5.8 has the power 

simulation results for the proposed forced symmetry node. A comparison between 

this node and the rest of the implemented nodes in the 65nm CMOS makes this node 
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Figure 5.15: Forced symmetry variable node 

a serious candidate for a decoder. The main drawback from using this node is its 

larger area consumption. The problem can be reduced using a smart layout. The 

next table shows the size of all the implemented nodes. In drawing the layout for 

these nodes, we used extra space to achieve less capacitance and resistance. Hence, 

they layouts are not very compact. Nevertheless Table. 5.7 shows the comparison 

between the implemented 65nm CMOS nodes in terms of their physical layout. 

5.4 Testing strategy 

In the previous section, we presented our circuits for 90nm and 65nm CMOS tech­

nologies. In this section, we briefly present the ASIC die and our test strategy. 

The implemented 90nm ASIC contains four different implementations of the variable 

nodes. In addition to that there is a single nMOS transistor, a single pMOS transistor 

and a triple WELL nMOS transistor for characterization. The die microphotograph of 

the 90nm CMOS chip is shown in Fig. 5.17. For accurate testing of the implemented 

nodes, we did not use the I/O ring. The provided I/O pads have large leakage cur­

rents. Because in our circuits we are dealing with small currents these extra leakage 

currents could affect our measurement results. In addition, the implemented nodes 
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Table 5.6: Transistor sizing for forced symmetry variable node 

Gilbert Multiplier Transistors 

Width 
Length 

pMOS(fxm) 

0.215 
2.100 

Input Differential Pair Transistors 
Width 
Length 

0.610 
2.050 

Output Stage pMOS Transistors 
Width 
Length 

0.640 
8.200 

Output Stage nMOS Transistors 

Width 
Length 

1.400 
10.00 

Differential Pair Current Mirrors 
Width 
Length 

1.160 
1.100 

Diode-connected Transistors 
Width 
Length 

0.500 
10.000 

were designed for driving small capacitances on the order of tens of femto Farads. 

This is because the goal of these nodes is to drive the input of the next stage, which 

has a small capacitance and resistance. Therefore, normal probes are not suitable, as 

they would heavily load the output. The solution was is to use pads on the die. The 

recommended pitch for easy testing using pads is 150/xm and a width of 65/xm. The 

pads we use have a pitch of 165//m and a width of 50^m. The 65nm CMOS chip is 

still in the fabrication process, hence the die photo is not available. The 65nm CMOS 

test chip contains the four different variable node circuits we studied earlier. We used 

the same pad method for reading the signals off the chip. Testing of the chip will be 

carried out using a set of fabricated probes. These probes were fabricated specifically 

for testing this chip. 
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Absolute error in forced symmetry pMOS based variable node in 65nm CMOS 

Figure 5.16: Absolute error in the forced symmetry pMOS variable node in 65nm 
CMOS 
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Figure 5.17: Die photo of the 90nm CMOS test chip 
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Table 5.7: Implemented layout size of the variable nodes in 65nm CMOS 

Dimensions 

Width (fim) 
Length (/im) 
Area(um2) 

nMOS node 

25 
28 
700 

pMOS node 

23 
42 
966 

Symmetric pMOS 

22 
47 

1034 

Table 5.8: Energy consumption and delay values for different test settings in 65nm 
CMOS symmetric node circuit 

Test Setting 

65nm CMOS 

Inl: Z -> H, In2: Z 
Inl: H-+Z, In2: Z 
Inl: Z, In2: Z^H 
Inl: Z, In2: H - • Z 

Inl, In2: Z -> H 
Inl, In2: H -> Z 

Inl: Z -> if, In2: Z -» L 
Inl: H^Z, In2: L -+ Z 
Inl: Z -» L, In2: Z - » J f 
Inl: L -> Z, In2: H -+ Z 

Average of the Column 

pMOS version 

Energy (pj) 

0.947 
1.345 
0.947 
1.345 
3.922 
1.981 
0.006 
0.005 
0.006 
0.005 
1.051 

Speed (/AS) 

0.150 
0.210 
0.150 
0.210 
0.630 
0.310 
0.00 
0.01 
0.00 
0.00 
0.17 

5.5 Conclusion and summary 

In this chapter we have presented the simulation results for eight different imple­

mented variable nodes. The energy consumption, accuracy, speed and size of these 

implemented nodes were compared using post-layout simulation results. Based on 

the simulation results, the performance of the nodes is promising. Also we note that 

using large transistor sizes in order to overcome the mismatch problem has a big 

penalty in terms of speed and power. Therefore there is a tradeoff between the accu­

racy and power/speed of the nodes that depends on the design constraints. Now the 

questions that still remain is how accurate the nodes have to be for the decoder to 

perform without major performance loss and how different imperfections can affect 
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the performance of the overall decoder. This is the question we will try to answer in 

the next chapter. 
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Chapter 6 

System Level Decoder Analysis 

In the past five chapters, we have presented many different variable node circuits. 

Most of these nodes behave close to the ideal variable node, yet they carry different 

imperfections due to the nature of the analog circuits. One of the consequences 

of these limitations is the upper bound on the maximum possible LLR values in the 

circuit. In addition to this limitation, the output of the circuit has an error associated 

with it and this error is not constant throughout the operation and varies for every 

input. The last problem is the non-symmetry between the two inputs in the circuit. 

In an ideal node, both inputs are the same but in the previous chapter, we saw that 

this is not the case for our analog nodes. How each of these imperfections can affect 

the performance of the decoder is not obvious. The most accurate way of addressing 

this question is to simulate the decoder at the circuit level. Unfortunately, due to 

the high computational complexity, such simulations would take months or even years 

before we could obtain meaningful results. The next best way is to abstract the actual 

behaviour of the nodes and use it in a system-level Monte-carlo simulation. These 

simulations are performed in C + + / MATLAB within a reasonable amount of time. 

In addition to the Monte-Carlo type simulations, density evolution is a great tool 

for analyzing the statistical behaviour of a decoder under different situations such 

as LLR clipping. In this chapter, we will first target the effect of LLR clipping in 

the circuit and then we present the performance of the decoder using the nodes we 

designed in the previous chapter. 
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6.1 The Effect of Clipping on Sum-Product Algo­

rithm 

By definition, LLR messages in the sum-product algorithm are the natural logarithm 

of the ratio of the probabilities of each bit. Therefore, these messages are unbounded 

numbers that can take any real value. The hardware implementation of the sum-

product algorithm forces an upper bound on the magnitude of the LLR values. This 

new constraint can affect the performance of the algorithm. In order to study how 

this limitation changes our result, we have included a clipping procedure into our 

simulation programs. This additional clipping function only affects the variable node 

results. 

Clipping does not occur in check nodes. Equation (2.19) shows the function of the 

check node. The input LLRs are fed to a hyperbolic tangent function, which is always 

bounded by one, as follows: 

]Q tanh( 
LLR[y( 

4=2 

< mm tanh(i±RW) (6.1) 

The magnitude of the inverse hyperbolic tangent function increases with magnitude 

of the argument. Hence we have: 

atanh I TTtanh( —-
\i=2 

< min |LLR[j/j]| (6.2) 

Therefore, the magnitude of the output LLR in a check node is never clipped. Hence 

we only have to worry about the variable node. The variable node clipping func­

tion can be implemented in many different ways. The structure of the implemented 

variable node adds two inputs at a time. Therefore, the clipping might happen after 

every sum of two LLRs. In our simulations, we implemented two different types of 

clipping. The first type clips the output every time two LLR values are summed. 
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This clipping function is consistent with the actual implemented circuits. The sec­

ond function clips the output at the end after all the LLRs are added. The second 

implementation shows how much better the decoder would perform using a multi-

input variable node design. The implementation of the first clipping function is not 

a straightforward task. The order, which the channel input and check node outputs 

are added together, is important. In our implementation of the clipping function we 

first add the input from the channel to the first check node output then we add the 

result to the next check node output until the last connected check node is added. 

Our simulations showed that this implementation has a better performance compared 

to the other possible implementations. This is because when a bit is wrong and the 

check nodes are able to correct the bit. The check nodes would have a different LLR 

sign than the channel input. In addition to this, most of the check nodes would have 

the same LLR sign as they are agreeing with each other and opposing to the channel 

value. Therefore, the best method would be to add the channel values to the check 

node in the first round and adding the result to the next check node. 

The following example better clarifies the situation. Assume we are clipping the out­

puts at a maximum LLR value of ten, the input LLR from the channel is +7, and 

the three connected check nodes have LLRs of —8, —7 and +4 at their output. Us­

ing our implemented routine we would first add the channel input to the first LLR, 

+7—8 = —1. Then the next two check node values are added. Therefore the next two 

summations are, — 1 — 7 = —8 and —8 + 4 = —4. Hence, we end up with a negative 

LLR value. Now if we first add the check node outputs together, the result of the 

first addition is —8 — 7 = —15. This number is clipped to —10 and then is added to 

+4 which makes it —6. In the last two steps, we add the channel input to the result 

and the output of the variable node becomes +1 . The result has a positive LLR and 

is wrong. 

In order to study the effect of clipping on large codes we used density evolution. DE 

is a useful tool for studying the statistical behaviour of the decoder under LLR limi­

tations. The original DE tool uses a maximum LLR range of —25 to 25. Simulations 

have proved that extending the LLR range beyond 25 does not improve the perfor­

mance. In this section, DE is modified to predict the performance of the decoder 
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under limited LLR constraints. We used both types of proposed clipping functions 

for the DE test. The results of the first type are referred to as "Clipping at each 

addition" and the title "Clipping at the end" points to the second type of clipping. 

The modified DE was run on eight different code ensembles. For each code ensemble, 

we clipped the internal LLRs at three different values. These values were chosen ac­

cording to a leakage current to normalizing current ratio (/?) of 0.001,0.005 and 0.01. 

These ratios correspond to maximum LLR value of 6.90,5.29 and 4.6. When the in­

ternal LLRs are clipped, we cannot allow large input LLRs. This is because, in such 

situation the check nodes might never be able to correct a data bit with large input 

LLR. Therefore, we also clipped the input LLRs from the channel. The upper bound 

on the LLRs from the channel was optimized for best performance in each case. The 

simulations show that the optimized bound is very similar in both (at each/at the 

end) clipping situations. We can also see that the optimized channel clipping value 

moves closer to the internal clipping bound as we further clip the internal LLRs. For 

example in the (3,6)-regular code the best value for input clipping is 7 when the 

internal LLRs are clipped at 6.9 and 5.3 for an internal clipping of 5.29. In order to 

find the threshold we let the simulation to go trough 2000 iterations and the target 

bit error rate was 10 -8. The first set of simulations show the clipping effect when 

the clipping is enforced after every summation of two numbers. The result of this 

simulation is shown in Table. 6.1. 

Table 6.1: DE analysis of clipping at each addition in LDPC codes 

Code ensemble 
/Threshold 

(5,10) - 2.0077 
(4,08)-1.5384 
(3,04) - 0.9568 
(4,10) - 1.7288 
(3,05) - 0.8886 
(3,06)-1.1015 
(3,09)-1.7474 
(3,15) - 2.5857 

IBou 
CBound 

7.00 
6.95 
8.00 
7.00 
7.80 
7.00 
7.00 
— 

nd: 6.9 
Threshold 

2.0077 
1.5384 
0.9568 
1.7295 
0.8887 
1.1021 
1.7520 

— 

IBour 
CBound 

5.30 
6.00 
5.29 
5.29 
5.35 
5.30 
— 
— 

id: 5.29 
Threshold 

2.028 
1.557 

0.9598 
1.769 

0.9035 
1.135 

— 
— 

IBou 
CBound 

4.7 
4.6 
4.65 
— 
— 
— 
— 
— 

ad: 4.6 
Threshold 

2.090 
1.6149 
0.975 

— 
— 
— 
— 
— 
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The term CBound shows the maximum LLR limit we enforced on the inputs from 

the channel and IBound is upper bound for internal clipping. The "—" sign shows 

inability of convergence under given conditions. This table clearly shows that clipping 

has a different effect on different code ensembles. 

If we take a closer look, we can find a pattern in the table. The codes with the most 

variable node connections are more tolerant to clipping. If the two codes have same 

number of variable node connections, then the number of check node connections is 

the tiebreaker. Fewer check node connections result in better tolerance to clipping. A 

large number of check node connections can be problematic. For example the (4,10)-

regular code is more affected by clipping than the (3,4)-regular code even though 

it has more variable node connections. The explanation is simple. With internal 

clipping enforced, the output of the check nodes is very small. This output is a 

function of the number of connections to the check node and becomes smaller as the 

number of connections grows. For example if the decoder is clipping the internal 

LLRs at 4.6, then the maximum output of a degree six check node is 2.81 and is 2.30 

for a degree ten node. Therefore, high number of check node connections reduces 

the output of the check nodes to small values. Small check node outputs fail to 

correct large input LLRs from the channel unless there is enough number of check 

nodes connected to the variable node. The number of variable node and check node 

connections determines the rate of the code. Therefore, the lower rate codes tend to 

have a better immunity against clipping. Another issue with more connections is the 

increase in circuit complexity and power consumption. We performed the same set of 

simulations with a second type of clipping function. This time we clipped the LLRs 

after all inputs to the variable node are added together. Table. 6.2 shows the result 

of these simulations. 

The date in Tables 6.1 and 6.2 shows that clipping the LLRs at the end of the variable 

node summations allows for a wider range of input LLR values. The performance also 

seems to be improved in some cases. Therefore without doubt clipping at the end is 

a better option in terms of performance but this small improvement comes with a big 

price. Designing a multi input multiplier requires large voltage headroom. Therefore, 

the complexity of the design in a nano-scale technology with small voltage drives 
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Table 6.2: DE analysis of clipping at the end of variable node additions 

Code ensemble 
/Threshold 

(5,10) - 2.0077 
(4,08) - 1.5384 
(3,04) - 0.9568 
(4,10) - 1.7288 
(3,05)-0.8886 
(3,06)-1.1015 
(3,09)-1.7474 
(3,15) - 2.5857 

IBou 
CBound 

8.00 
8.00 
10.0 
8.00 
8.00 
8.00 
7.80 
— 

rid: 6.9 
Threshold 

2.0077 
1.5384 
0.9568 
1.7289 
0.8886 
1.1019 
1.7510 

— 

IBound: 5.29 
CBound Threshold 

5.90 
8.50 
5.50 
5.29 
5.65 
5.30 
— 
— 

2.015 
1.549 

0.9595 
1.769 

0.9005 
1.135 

— 
— 

IBound: 4.6 
CBound Threshold 

6.5 
4.6 
4.8 
— 
— 
— 
— 
— 

2.055 
1.6149 
0.975 

— 
— 
— 
— 
— 

ranges from hard to impossible and it is not recommended, especially considering the 

negligible effect, it has on the performance. The last set of DE analysis is shown in 

Table. 6.3. In these simulations, we tried to lower the LLR limit for both internal 

LLRs and the data from the channel until it affected the performance so that the 

code threshold was 0.001AB higher than its original threshold value. 

Table 6.3: DE analysis of clipping 

Code ensemble 
(3,04) 
(5,10) 
(4,08) 
(4,10) 
(3,05) 
(3,06) 
(3,09) 
(3,15) 

Minimum LLR limit with less than O.OOldB performance loss 
5.7 
6.4 
6.5 
5.9 
6.3 
6.8 
7.6 
8.4 

To further verify the results in a limited size code, Monte-Carlo simulations were 

carried out under different clipping scenarios. A moderate size n — 816, k = 408 

code was used as our target LDPC code. We used regular code ensembles (3,6) 

and (5,10). The codes were obtained from Mackay's website [66]. The Monte-Carlo 

simulation waits for a minimum of 50 frame errors before calculating the bit error rate. 
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We increased this error limit to 70 or 90 when it was necessary. The decoder goes 

through 50 iterations for decoding. This number was chosen so that further iterations 

would not significantly change the error rate results. We had to increase the number 

to 100 for some few cases where the LLR clippings was severe. In the first set of 

simulations, we clipped the internal LLRs. The input LLRs from the channel were 

also clipped according to Table. 6.1. The results confirm the outcome from the DE 

analysis. All the simulations are based on the clipping after each summation method. 

The simulation results for a (3,6)-regular code with clipping are presented in Fig. 

6.1. The term UBound is the LLR limit were we cut the internal LLRs. The graph 

shows the simulation for three different clipping limits as well as the normal decoder 

behaviour. The graph shows the bit error rate curves. The loss for clipping the LLRs 

at 6.9 is very small and acceptable. But as we push the limit and enforce tighter 

bounds on the LLRs, the performance degrades significantly and at an LLR limit 

of 4.6, the decoder hits an early error floor and loses over 3dB in performance. The 

situation is a little better for the (5,10)-regular code, as expected. The LLR limitation 

has a little effect on the curve but once again clipping at an LLR value of 4.6 causes 

the curve to hit an early error floor. The simulation results for the (5,10)-regular code 

are presented in Fig. 6.3. In chapter four we found out that the clipping effect on 

LLR values due to leakage currents is somewhat gradual. Therefore for the next set 

of simulations we used the equation from (4.19) and substituted the three different 

values of (5 = 0.001,0.005 and 0.01 into the equation. These values of (3 map to the 

same LLR bounds we had earlier. The Fig. 6.2 shows the simulations results for the 

(3,6)-regular code. The leakage-included curves show worse performance compared 

to simple clipping of the LLRs. Nevertheless, there is common behaviour in both 

simulations. The effect of clipping is more prominent as we move towards higher 

input energies and even the curve for the smallest (3 tends to move away from the 

ideal curve and diverge from the waterfall behaviour. 

The experience in the (5,10)-regular code is rather interesting. The simple clipping of 

LLRs has a very small impact on the performance of the code just as was predicted 

by the density evolution but implementing the full leakage effect form (4.19) strongly 
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„ Effect of clipping in a (3,6)-regularn=816, k=408 LDPC code 
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Figure 6.1: The effect of clipping the internal LLRs at different magnitudes for a 
(3,6)-regular code 

lowers the performance and the (5,10)-regular code behaves no better than the (3,6)-

regular code. A graph including the leakage effects is plotted in Fig. 6.4 and can be 

used to compare the results with Fig. 6.3 which only includes a simple clipping. An 

explanation for this behaviour is that since the (5,10)-regular code requires a greater 

number of summation operations, the error in the variable nodes accumulates to a 

bigger value compared to a (3,6)-regular code. Therefore you see a larger degradation 

compared to simple clipping in this code. 

6.2 Decoder Performance of the Implemented Nodes 

In this section, we investigate the performance of the variable nodes in a system-level 

decoder Monte-Carlo simulation setup. These simulations do not exactly predict the 

behaviour of an analog decoder but they give a good estimate of what we to expect 

and how much imperfection the decoder can tolerate. In the previous chapter we 

compared these different designs in terms of energy consumption, speed, accuracy, 
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Figure 6.3: The effect of clipping currents in a (5,10)-regular code 
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Figure 6.4: The effect of leakage currents in a (5,10)-regular code 

reliability and size. Using Cadence circuit simulation we built a huge matrix of all 

possible combination of input and outputs with a lmV resolution that was represented 

in terms of LLRs. In this section this matrix is fed into a decoder to generate the bit 

error rate curves. The simulation assumes AWGN channel using antipodal signaling. 

These simulations go through a maximum of 100 iterations before giving up and search 

for a minimum of 50 to 90 frame errors before calculating the error statistics. The 

code we used here is the same (3,6)-regular n=816, k=408 code we used previously. 

The five curves in Fig. 6.5 represent two of the implemented nodes in 65nm CMOS 

and one implementation from the 90nm CMOS chip. The overall performance of all 

these nodes is very close to the ideal behaviour. The matrix for the red curve is 

plotted in Fig. 5.14, the black line uses the error matrix from Fig. 5.13, and finally 

the brown curve uses the matrix from Fig. 5.8. Note that these pictures show the 

absolute error and ignore the sign, but we considered the sign when we used it in 

the decoder simulations. As you can notice, the orange curve performs very close to 

ideal floating point sum-product algorithm although the other two circuits had a more 

accurate response. This result is not very unlikely. The sum-product algorithm is not 

an optimal algorithm in graphs with cycles. Similar behaviour has been observed in 

analog decoders [67]. 

T I 1 I 

91 



10° I 1 1 r 

Eb/NQ 

Figure 6.5: The performance of the different implemented nodes under system-level 
Monte-Carlo decoder simulation 
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The system-level simulation of the implemented nodes shows an acceptable perfor­

mance. Node implementations with different imperfections were all very close to the 

ideal variable node implementation with less than 0.1 dB loss in performance up to 

BER of 10 -6 . Therefore, the real tradeoff is between the mismatch effect and speed 

or power performance of the nodes. 

6.3 Conclusion 

In this chapter we studied the effect of LLR clipping on different code ensembles. 

The simulations show that the minimum acceptable LLR range without noticeable 

performance loss code-dependent and lower rate codes are less affected by clipping. 

We also used the gradual clipping of LLRs from equation (4.19). The simulations 

show that as soon as we consider the gradual clipping of LLRs as it happens in the 

circuit the code dependance becomes less important. Therefore, all codes are affected 

by the LLR limitation is a similar way. We also performed decoder simulations using 

the implemented nodes and noticed that the decoder can tolerate the inaccuracy in 

the variable nodes. These simulation results provide us with sufficient confidence 

that analog decoders in sub-lOOnm CMOS are feasible as long as we account for 

mismatch in our design and the choose the right normalizing current that results in 

an acceptable value of (3. 
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Chapter 7 

Conclusions and Future Directions 

In this chapter we present the thesis contributions and conclusions. Section 7.2 pro­

poses possible future directions for this work. 

7.1 Thesis Contributions 

In this thesis we studied the possibility of building decoders in nano-scale CMOS 

technologies. The system-level C simulations of the decoder was performed based on 

BSIM4 post-layout simulation results from Cadence. The simulations were performed 

down to bit error rates of 10 -6 for a length 816, (3,6)-regular LDPC code and the 

results showed less than O.ldB deviation from the floating point BER curve. These 

results have shown that the analog decoder are still able to meet system-level perfor­

mance specifications in nano-scale CMOS technologies. 

For the first time we have presented a detailed study on the effect of leakage cur­

rents in analog decoders. These leakage currents tend to increase as we move towards 

smaller processes. The leakage currents limit the maximum magnitude of LLRs in 

the circuit. The results in Fig. 6.2 indicate that high leakage currents can seriously 

hurt the performance of the decoder. Based on (4.20) we can predict the normalizing 

current required to assure a desired LLR bound. Therefore we can control the LLR 

bound for satisfactory decoder behaviour. 
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The effect of mismatch on nano-scale decoders was presented for the first time. We 

showed that mismatch can have a strong impact on the functionality of decoders in 

nano-scale technologies. The mismatch theory revealed that using minimum sized 

transistors in nano-scale analog decoders critically affects the decoder performance in 

large codes. There exists a lower limit on the transistor area where mismatch effects 

are negligible. In addition to the restriction on the area, the minimum transistor 

length also has to be bigger than a value that we can determine. Following these 

guidelines can mitigate the effect of mismatch on the decoder. 

We also implemented several different decoder computational nodes and proposed a 

symmetric design where both inputs in the variable node behave identically. These 

fabricated nodes are currently under testing. The system-level simulations of the 

decoder revealed that mismatch has the strongest effect on the performance of the 

decoder. Also we can see that not only do small circuit non-idealities not severely 

hurt the error correcting capability of the decoder, but in some cases they can improve 

the performance of algorithm. 

7.2 Future Directions 

In this thesis we have shown that implementation of functional analog LDPC decoders 

in sub-lOOnm CMOS processes is possible. Mismatch analysis showed that there is 

a lower bound on the decoder area. Therefore, regardless of the CMOS technology, 

the size of the decoder can not shrink and the power consumption and speed will not 

improve significantly. Digital decoders on the other hand can benefit from scaling 

to achieve lower power consumption and higher speeds. In addition the decoder 

size scales with the technology. Whether or not the analog or digital decoders will 

dominate is still hard to answer. A mixed signal approach might be the solution. 

A mixed decoder consisting of an inaccurate analog decoder followed by an accurate 

digital decoder can take advantage of both decoders and still consume low power. 
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The dynamics of analog decoders indicates that analog decoders converge faster at 

lower signal to noise ratios and therefore consume less power [68] in the low SNR 

region compared to high SNR region. The activity and power consumption of a 

digital decoder on the other hand is lower in the high SNR region [32]. The analog 

decoder can primary correct some of the received bits and pass the results to the 

digital decoder to clean up the work. Analog implementation of LDPC decoders 

have proved that the decoding algorithms can tolerate a great deal of imperfections 

and they are very insensitive to timing and synchronization. These allow for a very 

relaxed digital implementation of these decoders. Therefore, more investigation on 

the algorithm can help build more efficient low power decoders. 
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Appendix A 

Layout of the implemented nodes 



Figure A.l: Layout of the nMOS based circuit in 90nm 
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Figure A.2: Layout of the pMOS based circuit in 90nm 
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Figure A.3: Layout of the nMOS based circuit in 65nm 
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Figure A.4: Layout of the pMOS based circuit in 65nm 
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Figure A.5: Layout of the symmetric circuit in 65nm 
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