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## Abstract

A well known result in probability is that convergence almost surely (a.s.) of a sequence of random elements implies weak convergence of their laws. The Ukrainian mathematician Anatoliy Volodymyrovych Skorohod proved the lemma known as Skorohod's a.s. representation Theorem, a partial converse of this result.

In this work we discuss the notion of continuous representations, which allows us to provide generalizations of Skorohod's Theorem. In Chapter 2, we explore Blackwell and Dubins's extension [3] and Fernique's extension [10].

In Chapter 3 we present Cortissoz's result [5], a variant of Skorokhod's Theorem. It is shown that given a continuous path in $\mathcal{M}(S)$ it can be associated a continuous path with fixed endpoints in the space of $S$-valued random elements on a nonatomic probability space, endowed with the topology of convergence in probability.

In Chapter 4 we modify Blackwell and Dubins representation for particular cases of $S$, such as certain subsets of $\mathbb{R}$ or $\mathbb{R}^{n}$.
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## Chapter 1

## Preliminaries

In this chapter we recall some of the basic tools and results needed in probability theory. We recommend [1], [7] and [12] for further details in these topics.

### 1.1 Topology and Metric Spaces

### 1.1.1 General Topology

One of the most important concepts in this work is the concept of convergence. Because of that, we include a section to discuss the basic notions of general topology. The easiest and most common example of convergence is the convergence of real numbers. Intuitively, one can imagine a sequence of numbers, getting closer and closer to another number. But, if we are talking about probability measures, how can we define convergence in such spaces? For that reason we need a more general definition of convergence, continuity and open sets.

Let $X$ be a non empty set, a class $\mathscr{T}$ of subsets of $X$ is called a topology if
a) $\emptyset, X$ are elements of $\mathscr{T}$,
b) for any $U, V \in \mathscr{T}$ we have $U \cap V \in \mathscr{T}$, and
c) for any $\mathscr{U} \subset \mathscr{T}, \bigcup_{U \in \mathscr{U}} U \in \mathscr{T}$.

The elements of $\mathscr{T}$ are called open sets and their complements are called closed sets. The pair $(X, \mathscr{T})$ is a topological space. The interior and closure of a set $A, A \subset X$, are defined as follows

$$
\begin{aligned}
\operatorname{int} A & :=\bigcup\{U \in \mathscr{T}: U \subset A\}, \\
\bar{A} & :=\bigcap\{V: V \text { is closed and } A \subset V\},
\end{aligned}
$$

and the boundary of $A$ is the set $\partial A=\bar{A} \backslash \operatorname{int} A$.
Let $x$ be an element of $X$ and $V \subset X, V$ is a neighborhood of $x$ if $x \in \operatorname{int} V$, in other words, if there exists an open set $O$ containing $x$ such that $O \subset V$. A basis for a topology $\mathscr{T}$ is any collection $\mathscr{U} \subset \mathscr{T}$ such that, for all $V \in \mathscr{T}$,

$$
V=\bigcup\{U \in \mathscr{U}: U \subset V\}
$$

So, any open set can be expressed as the union of open sets in its basis. Indeed, if the collection $\mathscr{U}$ satisfies

1. $\mathscr{U}$ covers $X$, i.e. $X=\bigcup\{U: U \in \mathscr{U}\}$,
2. If $U_{1}, U_{2}$ are elements of $\mathscr{U}$ with non empty intersection and for each $x \in U_{1} \cap U_{2}$ there exists $U_{3} \in \mathscr{U}$ containing $x$ such that $U_{3} \subset U_{1} \cap U_{2}$,
then $\mathscr{U}$ is the basis for some topology $\mathscr{T}$.
We say that $X$ has a countable basis at the point $x$ if there is a countable collection $\mathscr{U}_{x}$ of open sets containing $x$ such that any neighborhood $V$ of $x$ contains at least one element of $\mathscr{U}_{x}$. A space that has a countable basis at each of its points is said to satisfy the first countability axiom, and it is called a first countable topological space. On the other hand, $(X, \mathscr{T})$ satisfies the second countability axiom if it has a countable basis. A space that satisfies this axiom is called a second countable space. Clearly, any second countable space is first countable. A subset $D$ of $X$ is dense if $\bar{D}=X$. $(X, \mathscr{T})$ is called separable if there exists a countable dense subset of $X$.

A subset $V$ of the topological space $X$ is called compact if any open cover (a collection of open sets whose union contains $V$ ) has a finite subcover of $V$. If for every $x \in V$ there exists an open set $O$ containing $x$ such that $O \subset V^{\prime}$, where $V^{\prime} \subset V$ is a compact set, then $V$ is called locally compact.

Let $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ be a sequence of elements of $X$. We say that $x_{n}$ converges to $x \in X$, in symbols $x_{n} \rightarrow x$, if for every open set $U$ containing $x$, there exists a $N \in \mathbb{N}$ such that $x_{n} \in U, \forall n \geq N$.

Given two topological spaces $(X, \mathscr{T})$ and $\left(X^{\prime}, \mathscr{T}^{\prime}\right)$, a function $f: X \rightarrow X^{\prime}$ is continuous if, for every $U^{\prime} \in \mathscr{T}^{\prime}, f^{-1}\left(U^{\prime}\right) \in \mathscr{T}$.

A function $d: X \times X \rightarrow[0, \infty)$ is said to be a metric if
a) for all $x, y \in X, d(x, y)=d(y, x)$,
b) for all $x, y, z \in X, d(x, z) \leq d(x, y)+d(y, z)$, and
c) $d(x, y)=0$ iff $x=y$.
$(X, d)$ is called a metric space. Notice that, given a metric space, it is possible to construct a topological space. Denote by $B(x, r), x \in X$, the set

$$
B(x, r)=\{y \in X: d(x, y)<r\}
$$

and call it the open ball with center at $x$ and radius $r$. Then, the set

$$
\mathscr{U}:=\{B(x, r): x \in X, r>0\}
$$

is a basis of a topology, the topology induced by the metric $d$. In fact,

$$
\mathscr{U}_{x}:=\{B(x, r): x \in X, r>0, r \in \mathbb{Q}\}
$$

is a countable basis at $x$. Hence, any metrizable space is first countable. Moreover, if the metric space is separable then it must be second countable. Let $D=\left\{x_{n}\right\}_{n=1}^{\infty}$ be a dense subset of $X$, then

$$
\mathscr{U}^{*}=\bigcup_{n=1}^{\infty} \mathscr{U}_{x_{n}}
$$

is a countable basis of the topology.

In a metric space $(X, d), x_{n} \rightarrow x$ iff for every $\epsilon>0$ there exists a $N \in \mathbb{N}$ such that

$$
d\left(x_{n}, x\right)<\epsilon, \text { for all } n \geq N
$$

A sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ satisfying

$$
\lim _{n \rightarrow \infty}\left[\sup _{m \geq n} d\left(x_{n}, x_{m}\right)\right]=0
$$

is called a Cauchy sequence. The metric space $(X, d)$ is complete if for every Cauchy sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ there exists a $x \in X$ such that $x_{n} \rightarrow x$.

In metric spaces some topological concepts seem to be easier to visualize and work with, for example if $(X, d)$ and $\left(X^{\prime}, d^{\prime}\right)$ are two metric spaces and $\mathscr{T}$, $\mathscr{T}^{\prime}$ are the topologies induced by $d$ and $d^{\prime}$ respectively, a function $f: X \rightarrow X^{\prime}$ is continuous at $x$ if for every $\epsilon>0$ there exists $\delta>0$ such that

$$
d(x, y)<\delta \text { implies } d^{\prime}(f(x), f(y))<\epsilon
$$

Then, $f$ is a continuous function if $f$ is continuous at $x$ for all $x \in X$. So, we do not have to worry about the inverse images of all open subsets in $X^{\prime}$, we just verify this new criteria, which in some cases may be easier to check or simply easier to imagine.

Notice that this definition allows us to have a particular $\delta$ for each point $x$, in other words, $\delta$ may depend on $x$. If there's no such dependence, i.e. if for every $\epsilon$ there exists $\delta$ such that $d^{\prime}(f(x), f(y))<\epsilon$ if $d(x, y)<\delta \forall x, y \in X$, then $f$ is called uniformly continuous from $(X, d)$ to $\left(X^{\prime}, d^{\prime}\right)$.

Remark: In a metric space the following can be proved

- $f$ is continuous at $x$ iff for every $x_{n} \rightarrow x$ one has $f\left(x_{n}\right) \rightarrow f(x)$.
- If $f: X \rightarrow X^{\prime}$ is continuous and $V$ is a compact subset of $X$, then $f(V)$ is compact in $X^{\prime}$.

Compact spaces have desirable properties, that is why there exists some "methods" to enlarge a topological space in such way that the result is a compact space. This process is called compactification. We only study one of this methods, the Alexandroff one point compactification. We start
with an example: the real line with its usual topology. We know that every closed bounded subset of $\mathbb{R}$ is compact. When we have an unbounded set it is possible to construct a divergent sequence, a sequence that somehow, escapes from the real line. So, naturally one may think about a solution: adding two new points $\infty$ and $-\infty$. However, it may be enough to add only the point $\infty$ and make any sequence with unbounded absolute values go to this point.

In general, for a topological space $(X, \mathscr{T})$ the one point compactification $X^{\prime}$ of $X$ is obtained by adding one extra point called infinity and denoted by $\infty$. Then, define a new topology $\mathscr{T}^{\prime}$ as follows

$$
\mathscr{T}^{\prime}:=\mathscr{T} \cup\{O \cup\{\infty\}: O \in \mathscr{T}, X \backslash O \text { is closed and compact }\} .
$$

It can be easily verified that $\mathscr{T}^{\prime}$ is indeed a topology and that $\left(X^{\prime}, \mathscr{T}^{\prime}\right)$ is compact.

### 1.1.2 Order Topology

To simplify some of the proofs in Section 2.3 we present some basic definitions and facts about a particular topological space that can be defined in a totally ordered space: the order topology. We also discuss ordinal numbers and ordinal spaces but we only work with countable ordinals.

Let $A$ be a non empty set. A relation $C \subset A \times A$ is said to be a total order relation on $A$ if

1. (Comparability) For all $x, y \in A$ such that $x \neq y$ either $x C y$ or $y C x$.
2. (Non reflexibility) For no $x \in A$ does $x C x$ hold.
3. (Transitivity) If $x C y$ and $y C z$ then $x C z$.

If such relation exists $A$ is called an ordered set with respect to $C$. Commonly, we denote $C$ by " $<$ " and we say that $x$ is smaller than $y$ if $x<y$. A subset $B$ of $A$ is bounded if there exists $a \in A$ such that $b<a$ holds for all $b \in B$. This element $a$ of $A$ is called an upper bound of $B$. The set $A$ has the least upper bound property if for every bounded nonempty subset of $A$ there
exists an upper bound $a \in A$ such that if $c$ is another upper bound of the set, then $a<c$. If every nonempty subset of $A$ has a smallest element, then $A$ is a well ordered set.

Some examples of totally ordered sets are $\mathbb{R}$ and $\mathbb{Q}$ with the usual " $<$ ". Any finite set is well ordered, indeed $\mathbb{N}=\{1,2, \ldots\}$ and any subset of it is well ordered.

In a totally ordered set $(X,<)$ the following subsets of $X$ are called intervals

$$
\begin{aligned}
(a, b) & :=\{x \in X: a<x<b\} \\
(a, \infty) & :=\{x \in X: a<x\} \\
(-\infty, a) & :=\{x \in X: x<a\} .
\end{aligned}
$$

If $(a, b)=\emptyset$, then $a$ is the predecessor of $b$.
Consider the class $\mathscr{I}$ of all such subsets of $X$, it can be easily verified that $\mathscr{I}$ satisfies all the properties to be a basis of a topology in $X$. The topology generated in this way is called the order topology of $X$, with respect to $<$. Standard topologies in $\mathbb{R}, \mathbb{N}, \mathbb{Q}$ and $\mathbb{Z}$ are order topologies.

Lemma 1.1.1 Let $X$ be a totally ordered set having the least upper bound property. In the order topology, each closed interval in $X$ is compact.

### 1.1.3 Additional Topics

In this section we discuss the concept of ordinals number, which in plain words is a generalization of the natural numbers. We also introduce the functions called partition of unity. Both topics are a key factor for Fernique's extension of Skorohod's a.s. representation Theorem ( Section 2.3).

Formally an ordinal number is a well ordered set. In fact every well ordered set is uniquely order isomorphic to an ordinal number. A standard definition says that a set $S$ is an ordinal if and only if $S$ is well ordered (with respect to set membership) and every element of $S$ is also a subset of $S$. The first infinite ordinal is $\omega$, the set of all natural numbers. There are three usual operations defined on ordinals: addition, multiplication, and
exponentiation. Let's define the addition. The union of two disjoint well ordered sets $S$ and $T$ is also well ordered if we define the following order relation: the well ordered set $S$ is written "to the left" of the well ordered set $T$ and every element of $S$ is smaller than every element of $T$. The sets $S$ and $T$ themselves keep the ordering they already have. If the ordinal numbers are finite then we get, somehow, the usual addition in $\mathbb{N}$. If we try to visualize the ordinal $\omega+\omega$, two copies of the natural numbers ordered as described before, this is what we get:

$$
0<1<2<3<\cdots<0^{\prime}<1^{\prime}<2^{\prime}<\cdots
$$

This is different from $\omega$ because in $\omega$ only 0 does not have a direct predecessor while in $\omega+\omega$ the two elements 0 and $0^{\prime}$ do not have direct predecessors. On the other hand $3+\omega=\omega$ :

$$
0<1<2<0^{\prime}<1^{\prime}<2^{\prime}<\cdots
$$

while $\omega+3 \neq \omega$ :

$$
0<1<2<\cdots<0^{\prime}<1^{\prime}<2^{\prime}
$$

The product of two ordinal numbers is given by its cartesian product. $S \times T$ is a well ordered set with an order that puts the least significant position first. This is $\left(s_{1}, t_{1}\right)<\left(s_{2}, t_{2}\right)$ iff $t_{1}<t_{2}$ (in $\left.T\right)$ OR if $t_{1}=t_{2}$ and $s_{1}<s_{2}$. This operation is associative and generalizes the multiplication of natural numbers. For example $\omega \cdot 2$ would look like

$$
(0,0)<(1,0)<(2,0)<\cdots<(0,1)<(1,1)<(2,1)<\cdots
$$

Notice that $\omega \cdot 2=\omega+\omega$. On the other hand $2 \cdot \omega=\omega$ :

$$
(0,0)<(1,0)<(0,1)<(1,1)<\cdots<(0, k)<(1, k)<\cdots
$$

Finally we only define exponentiation of well ordered sets when the exponent is a finite set. In this case,

$$
\alpha^{n}=\underbrace{\alpha \cdot \alpha \cdots \alpha}_{n \text { times }},
$$

and the power is the product of iterated multiplication. For instance, $\omega^{2}=$ $\omega \cdot \omega$.

Let $\lambda$ be an ordinal number, one can consider the spaces

$$
[0, \lambda)=\{\alpha: \alpha<\lambda\} \text { and }[0, \lambda]=\{\alpha: \alpha \leq \lambda\}
$$

endowed with the order topology. Such spaces are called ordinal spaces. If $\lambda$ is a finite ordinal then the spaces $[0, \lambda)$ and $[0, \lambda]$ are discrete spaces. When $\lambda$ is a limit ordinal (it has no predecessor) $[0, \lambda]$ is the one point compactification of $[0, \lambda)$. Another way to see that $[0, \lambda]$ is a compact set, is using Lemma 1.1.1.

Let $X$ be an ordinal space, a function $F: X \rightarrow Y$ can be seen as an ordinal indexed $Y$-valued sequence. $F$ is continuous iff for any limit ordinal $\lambda \in X, F(\lambda)$ takes the value of the limit of $\{F(\alpha), \alpha<\lambda\}$.

Now we introduce the concept of partition of unity. As usual, let $(X, \mathscr{T})$ be a topological space. A collection of functions $\left\{\varphi_{n}\right\}_{n=1}^{\infty}$ is said to be a partition of unity if

1. for all $n=1,2, \ldots$, the function $\varphi_{n}: X \rightarrow[0,1]$ is continuous, and
2. for all $x \in X$ one has $\sum_{n=1}^{\infty} \varphi_{n}(x)=1$.

The partition is locally finite if for every $x \in X$ there exists a neighborhood $V_{x}$ of $x$ such that

$$
\left\{n \in \mathbb{N}: V_{x} \cap \operatorname{supp}\left(\varphi_{n}\right) \neq \emptyset\right\} \text { is finite, }
$$

where $\operatorname{supp}(\varphi)$, the support of $\varphi$, is the closed set

$$
\overline{\{x \in X: \varphi(x) \neq 0\}} .
$$

Let $\left\{U_{n}\right\}_{n=1}^{\infty}$ be a countable collection of open sets covering $X$, if supp $\left(\varphi_{n}\right) \subset$ $U_{n}$ for every $n$, then the partition is dominated by the cover $\left\{U_{n}\right\}_{n=1}^{\infty}$. The existence of such functions is guaranteed for metric spaces (see [9]).

Theorem 1.1.2 Let $(X, \mathscr{T})$ be a metrizable topological space. Let $\left\{U_{n}\right\}_{n=1}^{\infty}$ be a countable open cover of $X$, then there exists a locally finite continuous partition of unity $\left\{\varphi_{n}\right\}_{n=1}^{\infty}$ dominated by $\left\{U_{n}\right\}_{n=1}^{\infty}$.

### 1.2 Polish Spaces

Polish spaces arose as a topological concept, but they have been used in probability theory as a natural generalization of spaces such as the real line or the interval $(0,1)$. If the topological space $(S, \mathscr{T})$ is metrizable, separable and complete (with respect to this metric), then it is called a Polish space. Notice that a Polish space is both first and second countable. The term "Polish space" was first introduced by French mathematicians and illustrates the work of Polish topologists and logicians like Sierpiński, Kuratowski and Tarski, who extensively studied this kind of structures.

Example Any finite or countable set with the discrete topology is a Polish space.

Example The real line with its usual topology $\mathscr{T}$ is a Polish space, since the euclidean metric $d$ generates the topology and $(\mathbb{R}, d)$ is complete. Notice that $\mathbb{Q}$ is a dense subset of $\mathbb{R}$, i.e. $(\mathbb{R}, \mathscr{T})$ is separable.

A topological space $(S, \mathscr{T})$ may be generated by more than one metric. If for one of these metrics $(S, \mathscr{T})$ is not complete, it does not mean that we cannot find another metric for which the condition of completeness is satisfied. For instance, the interval $(0,1)$ with its usual topology is not complete for the euclidean metric. However, before we disqualify it as a Polish space we provide the following example.

Example The open interval $(0,1)$ with its usual topology is a Polish space. Consider the functions $f:(0,1) \rightarrow \mathbb{R}$ and $d:(0,1) \times(0,1) \rightarrow[0, \infty)$, given by

$$
f(x)=\tan \left(\pi x-\frac{\pi}{2}\right), \quad d(x, y)=|f(x)-f(y)|
$$

The first graphic below shows how the function $f$ behaves in $(0,1)$ and the second is the graphic of $d\left(\frac{1}{2}, x\right), x \in(0,1)$. Clearly $d$ is a metric on $(0,1)$.


Moreover, if $r>0$

$$
\{y: d(x, y)<r\}=\{y:|f(x)-f(y)|<r\}=(a, b),
$$

where $a=f^{-1}(f(x)-r)$ and $b=f^{-1}(f(x)+r)$. Therefore, $d$ generates the usual topology in the unit interval. In addition, $(0,1)$ is separable and complete with respect to this metric (there is no Cauchy sequence converging to 0 or 1 ).

Now, we give some examples of topological spaces which are not Polish spaces. The statement " $(S, \mathscr{T})$ is not a Polish space" is quite strong. To say this, we must show that for any metric $d$ generating $\mathscr{T},(S, d)$ is not complete. On the other hand, separability does not depend on the metric, it is enough to find a countable $D \subset S$ such that $\bar{D}=S$.

Example $\mathbb{Q}$ with its usual topology $\mathscr{T}_{\mathbb{Q}}$ is not a Polish space. The Baire category Theorem states that in a complete metric space a set with non empty interior is of second category (it cannot be written as a countable union of nowhere dense sets). A set $E$ is nowhere dense if int $\bar{E}=\emptyset$. In this example,

$$
\mathbb{Q}=\bigcup_{n=1}^{\infty}\left\{q_{n}\right\}
$$

where (in the usual topology) int $\overline{\left\{q_{n}\right\}}=\operatorname{int}\left\{q_{n}\right\}=\emptyset$, while $\operatorname{int} \mathbb{Q}=\mathbb{Q}$. It follows that $\mathbb{Q}$ is of first category, which contradicts the Baire Category Theorem. Therefore $\left(\mathbb{Q}, \mathscr{T}_{\mathbb{Q}}\right)$ is not a Polish space.

Example Upper limit topology. This is a very interesting topology defined in the set $\mathbb{R}$ of real numbers. This topology is generated by

$$
\mathscr{U}=\{(a, b]: a, b \in \mathbb{R}, a \leq b\}
$$

Clearly $\mathscr{U}$ covers $\mathbb{R}$. If $U_{1}, U_{2}$ are non empty elements of $\mathscr{U}$, say $U_{1}=\left(a_{1}, b_{1}\right]$ and $U_{2}=\left(a_{2}, b_{2}\right]$ then $U_{1} \cap U_{2}=\left(\max \left(a_{1}, a_{2}\right), \min \left(b_{1}, b_{2}\right)\right] \in \mathscr{U}$. Hence $\mathscr{U}$ is indeed the basis of some topology, which we denote by $\mathscr{T}_{u}$. Since

$$
(a, b)=\bigcup_{n=1}^{\infty}\left(a, b-\frac{1}{n}\right]
$$

the upper topology is finer than the usual topology. $\mathscr{T}_{u}$ is disconnected, because the intervals of the form $(a, b]$ are both open and closed sets. To see this, notice that

$$
\begin{gathered}
(a, b]=((-\infty, a] \cup(b, \infty))^{c}, \quad \text { and } \\
(-\infty, a]=\bigcup_{n=1}^{\infty}(-n, a], \quad(b,-\infty)=\bigcup_{n=1}^{\infty}(b, n] .
\end{gathered}
$$

It can be proven that the upper limit topology is first countable and separable (indeed $\mathbb{Q}$ is dense in this topology) but not second countable. Therefore, $\mathscr{T}_{u}$ is not metrizable, thus $\left(\mathbb{R}, \mathscr{T}_{u}\right)$ is not a Polish space.

### 1.3 Probability

In this section we include some results in probability theory that may be used in the next sections.

### 1.3.1 Measurable Functions

Let $\mathcal{F}$ be a $\sigma$-algebra of subsets of $\Omega$, then $(\Omega, \mathcal{F})$ is said to be a measurable space. If $(X, \mathscr{T})$ is a topological space, in order to obtain a measurable
space, we define $\mathcal{B}(X)=\sigma(\mathscr{T})$, the $\sigma$-algebra generated by $\mathscr{T} . \mathcal{B}(X)$ is called the Borel $\sigma$-algebra of $X$.

Let $(\Omega, \mathcal{F})$ and $\left(\Omega^{\prime}, \mathcal{F}^{\prime}\right)$ be two measurable spaces, a function $f: \Omega \rightarrow \Omega^{\prime}$ is a measurable function if

$$
f^{-1}\left(\mathcal{F}^{\prime}\right)=\left\{f^{-1}(B): B \in \mathcal{F}^{\prime}\right\} \subset \mathcal{F}
$$

Moreover, if the $\sigma$-algebra $\mathcal{F}^{\prime}$ is generated by the class of sets $\mathcal{A}$, i.e. $\mathcal{F}^{\prime}=$ $\sigma(\mathcal{A})$, then

$$
f^{-1}(\mathcal{A}) \subset \mathcal{F}
$$

implies the measurability of $f$. As a consequence, we obtain the next lemma

Lemma 1.3.1 Let $(S, d)$ be a metric space. The function $f:(\Omega, \mathcal{F}) \rightarrow$ $(S, \mathcal{B}(S))$ is measurable iff

$$
f^{-1}(B) \in \mathcal{F}
$$

for all open balls $B$.

Example A widely used probability space is $(U, \mathcal{B}, \lambda)$ where $U=(0,1), \mathcal{B}$ the Borel sets, and $\lambda$ is the Lebesgue measure. We will refer to this as the Lebesgue probability space.

We state, without proof, a very useful result in probability: the Borel Cantelli Lemma. It will be used in Section 2.1.

Lemma 1.3.2 (Borel Cantelli Lemma) Let $\left\{A_{n}\right\}_{n=1}^{\infty}$ be a sequence of measurable sets and $\mu$ a probability measure. If

$$
\sum_{n=1}^{\infty} \mu\left(A_{n}\right)<\infty
$$

then

$$
\mu\left(\limsup _{n \rightarrow \infty} A_{n}\right)=0, \quad \text { which is the same as } \mu\left(\liminf _{n \rightarrow \infty} A_{n}^{c}\right)=1
$$

where

$$
\limsup _{n \rightarrow \infty} A_{n}=\bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} A_{i} \quad \text { and } \quad \liminf _{n \rightarrow \infty} A_{n}=\bigcup_{n=1}^{\infty} \bigcap_{i=n}^{\infty} A_{i} .
$$

Sometimes we initially work with the two measurable spaces $(\Omega, \mathcal{F})$ and ( $\Omega^{\prime}, \mathcal{F}^{\prime}$ ), but become interested in the product space $\Omega \times \Omega^{\prime}$. A way to define measurable subsets of this product space is defining $\mathcal{F} \otimes \mathcal{F}^{\prime}$, the $\sigma$-algebra generated by the class of sets of the form $A \times B, A \in \mathcal{F}$ and $B \in \mathcal{F}^{\prime}$, which are called rectangles. Then we consider the measurable space $\left(\Omega \times \Omega^{\prime}, \mathcal{F} \otimes \mathcal{F}^{\prime}\right)$. If $f$ is a function from $\Omega \times \Omega^{\prime}$ to a third measurable space $\left(\Omega^{*}, \mathcal{F}^{*}\right), f$ is jointly measurable if

$$
f^{-1}\left(\mathcal{F}^{*}\right)=\left\{f^{-1}(B): B \in \mathcal{F}^{*}\right\} \subset \mathcal{F} \otimes \mathcal{F}^{\prime}
$$

When proving joint measurability for a function, things may get complicated. Luckily for us, there are results that can help us to verify this property, like the next theorem

Theorem 1.3.3 The map $f: \Omega \times[a, b] \rightarrow \mathbb{R}$ is jointly measurable if:

1. $f_{t}: \Omega \rightarrow \mathbb{R}$ is measurable for all $t \in[a, b]$, where $f_{t}(\omega)=f(\omega, t)$.
2. $f_{\omega}:[a, b] \rightarrow \mathbb{R}$ continuous for all $\omega \in \Omega$, where $f_{\omega}(t)=f(\omega, t)$.

Proof. For each $n \in \mathbb{N}$, let

$$
a_{i, n}=a+\frac{i(b-a)}{n}, \text { for all } i=0,1, \ldots, n
$$

Now, for $t \in[a, b]$, let $\tau_{n}(t)=\min \left\{a_{i, n}: a_{i, n} \geq t\right\}$. Then we have

$$
\tau_{n}(t) \rightarrow t \text { as } n \rightarrow \infty
$$

so that $f\left(\omega, \tau_{n}(t)\right) \rightarrow f(\omega, t)$, by hypothesis. Since the limit of measurable functions is measurable, we only need to show that $f\left(\omega, \tau_{n}(t)\right)$ is (jointly) measurable for all $n$.

Take any $B \in \mathcal{B}(\mathbb{R})$, then the set $\left\{(\omega, t): f\left(\omega, \tau_{n}(t)\right) \in B\right\}$ may be written as

$$
(\{\omega: f(\omega, a) \in B\} \times\{a\}) \cup\left[\bigcup_{i=1}^{n}\left(\left\{\omega: f\left(\omega, a_{i, n}\right) \in B\right\} \times\left(a_{i-1, n}, a_{i, n}\right]\right)\right]
$$

which is a union of rectangles in $\mathcal{F} \otimes \mathcal{B}[a, b]$. It follows that $(\omega, t) \mapsto f(\omega, t)$ is a measurable function.

Remark: Clearly the proposition is still true even if we only have right or left continuity and the proof is similar.

Let $X$ be a measurable function from $(\Omega, \mathcal{F})$ to $\left(\Omega^{\prime}, \mathcal{F}^{\prime}\right)$. Such function is called a random element in $\Omega^{\prime}$. If $\Omega^{\prime}=\mathbb{R}$, then $X$ is said to be a random variable. If the domain of a random element is endowed with a probability measure $P$, then $X$ induces a probability measure in its range $\left(\Omega^{\prime}, \mathcal{F}^{\prime}\right)$. The distribution of $X, P_{X}: \mathcal{F}^{\prime} \rightarrow[0,1]$ is the probability measure given by

$$
P_{X}(B):=P \circ X^{-1}(B)=P\left(X^{-1}(B)\right)
$$

Sometimes $P_{X}$ is also called the law of $X$. We write $X \stackrel{D}{=} \mu$ to say that the distribution of $X$ is equal to $\mu$, or $X \stackrel{D}{=} Y$ meaning that the law of $X$ is equal to the law of $Y$.

When $\Omega^{\prime}=\mathbb{R}$ we can exploit some of the properties of the real numbers, like its order structure. In the next section we study the cumulative distribution function of a random variable, which is a function that characterizes uniquely its distribution.

As we saw before, we can relate a probability measure to each random variable, of course this relation is not one to one. In fact, there are infinitely many different random variables with the same distribution. So, given a probability measure in $S$ it is natural to ask ourselves if there exists a $S$-valued random variable $X$ having this distribution. The next theorems, stated without proof, answer this question. (See Section 1.3.4 for a definition of Borel space.)

Theorem 1.3.4 (Existence, Borel) For any probability measures $\left\{\mu_{n}\right\}_{n=1}^{\infty}$ on some Borel spaces $S_{1}, S_{2}, \ldots$, there exist some independent random elements $\left\{X_{n}\right\}_{n=1}^{\infty}$ on the Lebesgue probability space with $X_{n} \stackrel{D}{=} \mu_{n}$ for all $n$.

Theorem 1.3.5 (Existence, infinite product measures, Łomnicki and Ulam) Consider a collection of probability spaces $\left(S_{t}, \mathcal{F}_{t}, \mu_{t}\right)$ indexed by some nonempty set $T$. There exist some (independent) random elements $X_{t}$ in $S_{t}$ with distributions $\mu_{t}$ for all $t \in T$.

The first theorem can be found in [11] (Theorem 2.19, p. 33) as well as the second one (Corollary 5.18, p. 93).

To finish the section we define two types of convergence of random elements, which are the central topic of the following chapters. Let $X$ and $\left\{X_{n}\right\}_{n=1}^{\infty}$ be random elements from the probability space $(\Omega, \mathcal{F}, P)$ to the Polish space $S$. We say that $\left\{X_{n}\right\}$ converges almost surely (a.s.) to $X$ if

$$
P\left(\left\{\omega: \lim _{n \rightarrow \infty} X_{n}(\omega)=X(\omega)\right\}\right)=1
$$

On the other hand, $\left\{X_{n}\right\}$ converges in distribution to $X\left(X_{n} \xrightarrow{D} X\right)$ if for every continuous and bounded function $f: S \rightarrow \mathbb{R}$

$$
\lim _{n \rightarrow \infty} \int_{\Omega} f\left(X_{n}\right) d P=\int_{\Omega} f(X) d P
$$

In Section 1.3.4 we will see that there is a simplified and equivalent definition for convergence in distribution in the particular case $S=\mathbb{R}$. Also, in Theorem 1.3.19 we show that convergence a.s. is stronger than convergence in distribution.

### 1.3.2 Pseudoinverse of a c.d.f.

Let $X$ be a random variable, its cumulative distribution function (c.d.f.) is the function $F: \mathbb{R} \rightarrow[0,1]$ given by

$$
F(x):=P(\{\omega: X(\omega) \leq x\})=P(X \leq x)
$$

Some properties of $F$ are:

- $F$ is nondecreasing and right continuous,
- $\lim _{x \rightarrow-\infty} F(x)=0$ and
- $\lim _{x \rightarrow \infty} F(x)=1$.

Since the cumulative distribution function (c.d.f.) may not be an injective function we are not able to define its inverse function, however, we can define its pseudoinverse. The pseudoinverse $F^{(-1)}$ of a c.d.f $F$ is a function from $(0,1)$ to $\mathbb{R}$ given by

$$
F^{(-1)}(u):=\inf \{x: F(x) \geq u\}
$$

This definition can be found in [1] (Theorem 7.7.2, p.334).
Remark: If $F$ is strictly increasing and continuous then $F^{(-1)}=F^{-1}$, the ordinary inverse.

Since $F$ is a right continuous function, the set $\{x: F(x) \geq u\}$ is of the form $\left[x^{*}, \infty\right)$ and $F^{(-1)}(u)=\inf \left[x^{*}, \infty\right)=x^{*}$. Hence $F^{(-1)}(u)$ belongs to the set $\{x: F(x) \geq u\}$, which implies $u \leq F\left[F^{(-1)}(u)\right]$.

Now, suppose that $F^{(-1)}(u) \leq a$, then $F\left[F^{(-1)}(u)\right] \leq F(a)$ because $F$ is nondecreasing. By the previous line, we can conclude that $u \leq F(a)$. On the other hand, if $u \leq F(a)$ we must have $F^{(-1)}(u) \leq a$, because $a$ is an element of $\{x: F(x) \geq u\}$. We just proved

Lemma 1.3.6 $F^{(-1)}(u) \leq a$ iff $u \leq F(a)$.

Using this fact we can prove the following

Theorem 1.3.7 Let $F^{(-1)}$ be the pseudoinverse of a distribution function $F$. Then

1. $F^{(-1)}$ is an increasing function.
2. $F^{(-1)}$ is left continuous.

Proof. The first statement is just a consequence of the previous lemma. To prove the second statement let $u \in(0,1)$ and $\left\{u_{n}\right\}_{n}$ be any sequence such that $\left\{u_{n}\right\} \uparrow u$, then $\left\{F^{(-1)}\left(u_{n}\right)\right\}$ is also an increasing sequence and $F^{(-1)}\left(u_{n}\right) \leq F^{(-1)}(u)$ for all $n$ (because $\left.u_{n} \leq u\right)$. Then,

$$
\lim _{n \rightarrow \infty} F^{(-1)}\left(u_{n}\right) \leq F^{(-1)}(u) .
$$

On the other hand,

$$
\lim _{n \rightarrow \infty} F\left[F^{(-1)}\left(u_{n}\right)\right] \leq F\left(\lim _{n \rightarrow \infty} F^{(-1)}\left(u_{n}\right)\right)
$$

because $F^{(-1)}\left(u_{n}\right)$ is an increasing sequence and $F$ is an increasing function. Since $u_{n} \leq F\left[F^{(-1)}\left(u_{n}\right)\right]$ we have

$$
u=\lim _{n \rightarrow \infty} u_{n} \leq \lim _{n \rightarrow \infty} F\left[F^{(-1)}\left(u_{n}\right)\right] \leq F\left(\lim _{n \rightarrow \infty} F^{(-1)}\left(u_{n}\right)\right) .
$$

Then, since $F^{(-1)}(u) \leq a$ iff $u \leq F(a)$, we have

$$
F^{(-1)}(u) \leq \lim _{n \rightarrow \infty} F^{(-1)}\left(u_{n}\right)
$$

It follows that

$$
F^{(-1)}(u)=\lim _{n \rightarrow \infty} F^{(-1)}\left(u_{n}\right)
$$

which means that $F$ is left continuous.
In the last example of Section 1.2 we talked about the upper limit topology $\mathscr{T}_{u}$ in $\mathbb{R}$. Before we discuss the relationship between $\mathscr{T}_{u}$ and the pseudoinverse of a cumulative distribution function, we recall some of its properties:

- $\mathscr{T}_{u}$ is finer than the usual topology: $(a, b) \in \mathscr{T}_{u}$.
- $\mathscr{T}_{u}$ is first countable: the intervals $(p, x]$ (where $\left.p \in \mathbb{Q}, p<x\right)$ form a countable basis at $x$.
- $\mathscr{T}_{u}$ is separable: $\mathbb{Q}$ is a dense set.
- $\mathscr{T}_{u}$ is not second countable thus not metrizable.

Lemma 1.3.8 $\mathscr{T}_{u}$ is strongly Lindelöf, this is, every open cover contains a countable subcover.

Proof. Let $\left\{U_{\alpha}\right\}_{\alpha}$ be a collection of open sets in $\mathscr{T}_{u}$ and $V_{\alpha}$ be the interior of $U_{\alpha}$ in the usual topology. Then, let

$$
U=\bigcup_{\alpha} U_{\alpha} \quad \text { and } \quad V=\bigcup_{\alpha} V_{\alpha}
$$

We claim that $A=U \backslash V$ is countable. To see this, take $x \in A$. Find $y$ so close to $x$ that $(y, x] \subset U$. Then $(y, x) \subset V$, which implies

$$
(y, x) \cap A=\emptyset
$$

Now we can conclude that $A$ is countable because the elements of $A$ are "separated": for every $x \in A$ there exists $y_{x}$ such that $\left(y_{x}, x\right) \subset A^{c}$. Finally, since the usual topology of $\mathbb{R}$ is strongly Lindelöf, we may rewrite

$$
V=\bigcup_{i=1}^{\infty} V_{\alpha_{i}}
$$

and notice that $U=A \cup V$.

The range of $F^{(-1)}$, $\operatorname{Ran} F^{(-1)}$, is the set

$$
\left\{F^{(-1)}(u) \in \mathbb{R}: u \in(0,1]\right\} .
$$

Notice that we included $F^{(-1)}(1)$ in its range, provided that the value is a real number. In case 1 is not attained by $F$ in $\mathbb{R}$ we assign $F^{(-1)}(1)=\infty$ but $\infty \notin \operatorname{Ran} F^{(-1)}$. Clearly $F^{(-1)}(u) \uparrow F^{(-1)}(1)$ whenever $u \rightarrow 1$. The next theorem gives a relation between $\operatorname{Ran} F^{(-1)}$ and the upper limit topology.

Theorem 1.3.9 Let $F$ be the cumulative distribution function associated to the probability measure $\mu$, that is, $F(x)=\mu(-\infty, x]$. Then

$$
\operatorname{Ran} F^{(-1)}=\bigcap\left\{C \subset \mathbb{R}: \mu(C)=1, C \text { is closed in } \mathscr{T}_{u}\right\}
$$

and

$$
\mu\left(\operatorname{Ran} F^{(-1)}\right)=1
$$

Proof. In this theorem what we see is that the range of $F^{(-1)}$ is the smallest closed set with full probability. First we show $\operatorname{Ran} F^{(-1)} \subset \mathcal{C}$, where

$$
\mathcal{C}=\bigcap\left\{C \subset \mathbb{R}: \mu(C)=1, C \text { is closed in } \mathscr{T}_{u}\right\}
$$

Let $x=F^{(-1)}(u), u \in(0,1], x \neq \infty$, then we have

$$
\mu(-\infty, x] \geq u \quad \text { and } \quad \mu(-\infty, x-\epsilon]<u \quad \forall \epsilon>0
$$

which implies $\mu(x-\epsilon, x]>0$. Let $C$ be a closed set, if $x \notin C$ then $(x-\epsilon, x] \subset$ $C^{c}$ for some $\epsilon>0$ ( $x$ belongs to the open set $C^{c}$ ). Then we must have $\mu(C)<1$. Thus $x \in \mathcal{C}$.

On the other hand, let $x \in \mathcal{C}$. Then $\mu(x-\epsilon, x]>0$ for all $\epsilon>0$ (otherwise $x$ would not be in $\mathcal{C}$ ). Let $u=F(x)$, we claim

$$
F^{(-1)}(u)=x
$$

Since $\mu(-\infty, x]=u$ we know for sure that $F^{(-1)}(u) \leq x$. If $F^{(-1)}(u)<x$ then

$$
\mu\left(F^{(-1)}(u), x\right]=0
$$

which is a contradiction.
To prove $\mu\left(\operatorname{Ran} F^{(-1)}\right)=1$ use the fact that $\mathscr{T}_{u}$ is strongly Lindelöf, then rewrite the intersection as a countable intersection.

To finish the section we present a straightforward consequence of the last theorem, but first we define $B^{\prime}$ to be the closure of $B \subset \mathbb{R}$ in $\mathscr{T}_{u}$.

Lemma 1.3.10 If $X$ is a random variable with $P(X \in B)=1, B \in \mathcal{B}(\mathbb{R})$, distribution $\mu$ and cumulative distribution function $F$ then

$$
\operatorname{Ran} F^{(-1)} \subset B^{\prime}
$$

### 1.3.3 Functional Monotone Class Theorem

Before we introduce the Functional Monotone Class Theorem, which will be used in the next section, we state without proof Dynkin's $\pi, \lambda$-systems Lemma. To do so, we need some definitions.

Let $\Omega$ be a non empty set. A $\pi$-system is any class of subsets of $\Omega$ that is closed under finite intersections. Similarly, a class $\mathcal{D}$ of subsets of $\Omega$ is a $\lambda$-system if

- $\Omega \in \mathcal{D}$,
- if $A, B \in \mathcal{D}$ and $A \subset B$, then $B \backslash A \in \mathcal{D}$.
- for any increasing sequence $\left\{A_{n}\right\}$ of elements of $\mathcal{D}$, we have $\lim A_{n} \in \mathcal{D}$.

It is clear that any $\sigma$-algebra is both a $\pi$ and $\lambda$-system. Define $\pi(\mathcal{I})$ to be the smallest $\pi$-system containing $\mathcal{I}$. Similarly, we define $\lambda(\mathcal{I})$ and $\sigma(\mathcal{I})$.

Lemma 1.3.11 (Dynkin's $\pi$, $\lambda$-systems Lemma) If $\mathcal{I}$ is $a \pi$-system, then

$$
\lambda(\mathcal{I})=\sigma(\mathcal{I})
$$

Theorem 1.3.12 (Functional Monotone Class Theorem) Let $\mathcal{H}$ be a collection of bounded real valued functions from $\Omega$ satisfying the following conditions
a) $\mathcal{H}$ is a vector space over $\mathbb{R}$,
b) $\mathcal{H}$ contains the constant function 1 (hence every constant function),
c) if $\left\{f_{n}\right\} \subset \mathcal{H}$ is an increasing sequence with $\sup _{n} \sup _{\omega}\left|f_{n}(\omega)\right|<\infty$, then $\lim _{n} f_{n} \in \mathcal{H}$, and
d) $\mathcal{H}$ contains the indicator function of every set in some $\pi$-system $\mathcal{I}$.

Then $\mathcal{H}$ contains every bounded $\sigma(\mathcal{I})$ measurable real valued function on $\Omega$.
Proof. Let $\mathcal{D}$ be the class of subsets $F$ of $\Omega$ such that $\mathbb{I}_{F} \in \mathcal{H}$. Since $1 \in \mathcal{H}$, $\Omega \in \mathcal{D}$. If $A, B \in \mathcal{D}$ and $A \subset B$, then $\mathbb{I}_{B-A}=\mathbb{I}_{B}-\mathbb{I}_{A} \in \mathcal{H}$, by condition a. On the other hand, let $\left\{A_{n}\right\}$ be an increasing sequence of sets. Since

$$
\mathbb{I}_{\lim A_{n}}=\lim \mathbb{I}_{A_{n}}
$$

(and, by condition c) we can conclude that $\mathcal{D}$ is a $\lambda$-system. It means, by the previous lemma, that $\sigma(\mathcal{I}) \subset \mathcal{D}$.

Now, let $f \geq 0$ be a $\sigma(\mathcal{I})$-measurable and bounded function. As a matter of fact, $f$ may be approximated as an increasing sequence of simple functions, which are nothing else than linear combinations of indicator functions. Therefore $f \in \mathcal{H}$. Finally, if $f$ is bounded but not necessarily non negative, we can always rewrite $f$ as $f^{+}-f^{-}$, where

$$
f^{+}=f \cdot \mathbb{I}_{\{f \geq 0\}} \quad \text { and } \quad f^{-}=-f \cdot \mathbb{I}_{\{f<0\}} .
$$

Clearly, $f^{+}$and $f^{-}$are non negative and bounded. It follows that $f^{+}, f^{-}$ and $f$ are elements of $\mathcal{H}$ and the proof is complete.

### 1.3.4 Weak Convergence

From now on $S$ and $S^{\prime}$ are used to denote Polish spaces. As before, $\mathcal{B}(S)$ denotes the Borel $\sigma$-algebra of $S$, and the elements of $\mathcal{B}(S)$ are called Borel sets. A measurable space that is Borel isomorphic to a Borel subset $T$ of $[0,1]$ (there exists a bijection $f: S \rightarrow T$ such that both $f$ and $f^{-1}$ are measurable) is called a Borel space. It can be proven that any Polish space endowed with its Borel $\sigma$-algebra is a Borel space. A measure on the measurable space $(S, \mathcal{B}(S))$ is called a Borel measure.

Define

$$
\mathcal{M}(S)=\{\mu: \mu \text { is a probability measure on }(S, \mathcal{B}(S))\} .
$$

Let $\Phi$ be the function from $\mathcal{M}(S) \times B_{b}(S)$ to $\mathbb{R}$ given by

$$
\begin{equation*}
\Phi(\mu, f)=\int_{S} f d \mu \tag{1.1}
\end{equation*}
$$

where $B_{b}(S)$ is the set of all bounded measurable functions from $S$ to $\mathbb{R}$. Similarly, $C_{b}(S) \subset B_{b}(S)$ denotes the set of all bounded and continuous functions. Clearly each element of $B_{b}(S)$ is integrable, so that $\Phi$ is well defined. As usual, the $f$-section of $\Phi$ is given by

$$
\Phi_{f}: \mathcal{M}(S) \rightarrow \mathbb{R}, \quad \Phi_{f}(\mu)=\Phi(\mu, f)
$$

Similarly, we define the $\mu$-section of $\Phi, \Phi_{\mu}$. Let $\mathscr{T}_{\mathcal{M}(S)}$ be the smallest topology that makes $\Phi_{f}$ a continuous function for every $f \in C_{b}(S)$, this is, the smallest topology containing

$$
\mathscr{C}:=\left\{\Phi_{f}^{-1}(O): f \in C_{b}(S), O \subset \mathbb{R} \text { is an open set }\right\}
$$

Indeed, $\mathscr{T}_{\mathcal{M}(S)}$ is generated by the smaller set

$$
\mathscr{C}:=\left\{\Phi_{f}^{-1}(O): f \in C_{b}(S), O \in \mathscr{U}_{\mathbb{R}}\right\}
$$

where $\mathscr{U}_{\mathbb{R}}$ is a countable basis of the topology in $\mathbb{R}$. As before, we can also define the Borel $\sigma$-algebra of $\mathcal{M}(S)$, denoted by $\mathcal{B}(\mathcal{M}(S))$.

Example 1 The map $\phi: \mathcal{M}(S) \rightarrow \mathbb{R}$, given by

$$
\phi(\mu)=\mu(O), \quad O \text { is an open set }
$$

is measurable since it can be written as the limit of continuous (hence measurable) functions. Set

$$
f_{n}(x)=\min \left\{1, n d\left(x, O^{c}\right)\right\}, \quad \text { where } d\left(x, O^{c}\right)=\inf _{y \in O^{c}} d(x, y)
$$

Clearly, $f_{n} \in C_{b}(S)$ for all $n$. Then

$$
\phi(\mu)=\int \mathbb{I}_{O} d \mu=\lim _{n \rightarrow \infty} \int f_{n} d \mu,
$$

because $0 \leq f_{n} \uparrow \mathbb{I}_{O}$

Example 2 The map $\mu \mapsto \mu(A), A \in \mathcal{B}(S)$ is also measurable. It is important to note that we can no longer use the approximation argument. However, we use the Functional Monotone Class Theorem (Theorem 1.3.12) with

$$
\mathcal{I}=\{O \subset S: O \text { is open }\} \text { and } \mathcal{H}=\left\{f: \mu \mapsto \Phi_{f}(\mu) \text { is measurable }\right\}
$$

since (by previous example) every indicator function of an open set belongs to $\mathcal{H}$. The first and second condition of Theorem 1.3 .12 are clearly satisfied, while the Bounded Convergence Theorem proves that $\mathcal{H}$ is closed under increasing sequences of functions, which is the third condition. Therefore $B_{b}(S)$, the set of all measurable and bounded functions from $S$ to $\mathbb{R}$, is contained in $\mathcal{H}$. In particular $\mu(A)=\int \mathbb{I}_{A} d \mu$ defines a measurable map.

Example 3 In the previous example we explained how to prove that

$$
\mu \mapsto \int f d \mu
$$

is measurable if $f: S \rightarrow \mathbb{R}$ is measurable and bounded.

A subbasis $\mathscr{S}$ of a topology is a collection of sets that cover the entire space. From a subbasis we can create a basis for a topology as follows

$$
\mathscr{U}=\left\{\bigcap_{i=1}^{n} V_{i}: V_{i} \in \mathscr{S}, n \in \mathbb{N}\right\} .
$$

Consider the following open neighborhoods of $\mu \in \mathcal{M}(S)$

$$
\begin{aligned}
\mathscr{S}_{1, \mu} & =\left\{\nu:\left|\int f d \nu-\int f d \mu\right|<\epsilon, f \in C_{b}(S)\right\} \\
\mathscr{S}_{2, \mu} & =\{\nu: \nu(F)<\mu(F)+\epsilon, F \text { closed set }\} \\
\mathscr{S}_{3, \mu} & =\{\nu: \nu(G)>\mu(G)-\epsilon, G \text { open set }\} \\
\mathscr{S}_{4, \mu} & =\{\nu:|\nu(A)-\mu(A)|<\epsilon, A \text {-continuity set }\},
\end{aligned}
$$

where a $\mu$-continuity set $A$ is such that $\mu(\partial A)=0$.
Then, let $\mathscr{S}_{i}$, for $i \in\{1,2,3,4\}$, be the subbasis obtained after taking the union of the neighborhoods at $\mu$ for all $\mu \in \mathcal{M}(S)$. Similarly we define the basis $\mathscr{U}_{i}, i=1,2,3$ and 4 , generated by the subbasis $\mathscr{S}_{i}$. In the following theorem we show that the four bases generate the same topology, $\mathscr{T}_{\mathcal{M}(S)}$.

Theorem 1.3.13 The topologies generated by each $\mathscr{U}_{1}, \mathscr{U}_{2}, \mathscr{U}_{3}$ and $\mathscr{U}_{4}$ coincide and are equal to $\mathscr{T}_{\mathcal{M}(S)}$.

Proof. Let $\mathscr{T}_{i}$ be the topology generated by $\mathscr{U}_{i}$. Choose any $f \in C_{b}(S)$ and $\epsilon>0$. Let $I$ be the open interval $\left(\int f d \mu-\epsilon, \int f d \mu+\epsilon\right)$, then

$$
\left\{\nu:\left|\int f d \nu-\int f d \mu\right|<\epsilon\right\}=\Phi_{f}^{-1}(I) .
$$

It follows that $\mathscr{T}_{1}=\mathscr{T}_{\mathcal{M}(S)}$, $(\Phi$ as in (1.1)) On the other hand, it is easy to see that a set in $\mathscr{S}_{2}$ coincide with a set in $\mathscr{S}_{3}$ (just take $F=G^{c}$ ). So, we only have to show

- $\mathscr{T}_{2}=\mathscr{T}_{4}$. Let $U \in \mathscr{S}_{4}$, say $U=\{\nu:|\nu(A)-\mu(A)|<\epsilon, A \mu$-continuity set $\}$ and let

$$
V=\{\nu: \nu(\bar{A})<\mu(\bar{A})+\epsilon\} \cap\left\{\nu: \nu\left(\overline{A^{c}}\right)<\mu\left(\overline{A^{c}}\right)+\epsilon\right\} \in \mathscr{U}_{2} .
$$

Notice $\mu \in V$. We claim that $V \subset U$, i.e. any set in $\mathscr{S}_{4, \mu}$ contains a set in $\mathscr{U}_{2}$. Take $\nu \in V$, then

$$
\nu(A) \leq \nu(\bar{A})<\mu(\bar{A})+\epsilon=\mu(A)+\epsilon
$$

and

$$
\nu\left(A^{c}\right) \leq \nu\left(\overline{A^{c}}\right)<\mu\left(\overline{A^{c}}\right)+\epsilon=\mu\left(A^{c}\right)+\epsilon,
$$

which implies $\nu(A)>\mu(A)-\epsilon$. It follows, as we wanted to show, that

$$
|\nu(A)-\mu(A)|<\epsilon
$$

Now, let $U=\{\nu: \nu(F)<\mu(F)+\epsilon, F$ closed set $\} \in \mathscr{S}_{2}$. Find $\delta$ such that $F_{\delta}=\{s \in S: d(s, F)<\delta\}$ is a $\mu$-continuity set and $\mu\left(F_{\delta}\right)<\mu(F)+\frac{\epsilon}{2}$. Let

$$
V=\left\{\nu:\left|\nu\left(F_{\delta}\right)-\mu\left(F_{\delta}\right)\right|<\frac{\epsilon}{2}\right\}
$$

clearly if $\nu \in V$ then $\nu(F) \leq \nu\left(F_{\delta}\right)<\mu(F)+\epsilon$. In other words, $V \subset U$.

- $\mathscr{T}_{1}=\mathscr{T}_{2}$. First we show that every set in $\mathscr{S}_{2, \mu}$ contains a set in $\mathscr{S}_{1, \mu}$ and then we show the other direction. Let $U=\{\nu: \nu(F)<$ $\mu(F)+\epsilon, F$ closed set $\}$. Take $F_{\delta}$ such that $\mu\left(F_{\delta}\right)<\mu(F)+\frac{\epsilon}{2}$. Choose $f \in C_{b}(S)$ so that

$$
f(s)=\left\{\begin{array}{cl}
1 & \text { if } \quad s \in F \\
0 & \text { if } \quad s \notin F_{\delta} \\
t \in[0,1] & \text { if } \quad s \in F_{\delta} \backslash F
\end{array}\right.
$$

Let

$$
V=\left\{\nu:\left|\int f d \nu-\int f d \mu\right|<\frac{\epsilon}{2}\right\}
$$

To show $V \subset U$ take $\nu \in V$, clearly

$$
\nu(F) \leq \int f d \nu<\mu(F)+\epsilon, \quad \text { i.e. } \nu \in U
$$

Finally, let $U=\left\{\nu:\left|\int f d \nu-\int f d \mu\right|<2 \epsilon, f \in C_{b}(S)\right\}$. We may assume $0 \leq f \leq 1$, otherwise transform by adding and multiplying by appropriate constants. Pick $k \in \mathbb{N}$ such that $\frac{1}{k}<\epsilon$. Define $F_{i}=\left\{x: \frac{i}{k} \leq f(x)\right\}$. One can show that for $m \in \mathcal{M}(S)$

$$
\frac{1}{k} \sum_{i=1}^{k} m\left(F_{i}\right) \leq \int f d m<\frac{1}{k}+\frac{1}{k} \sum_{i=1}^{k} m\left(F_{i}\right)
$$

We define

$$
V=\bigcap_{i=1}^{k}\left\{\nu: \nu\left(F_{i}\right)<\mu\left(F_{i}\right)+\frac{1}{k}\right\} \in \mathscr{B}_{2} .
$$

Our claim is that $V \subset U$. Take $\nu \in V$, then

$$
\begin{aligned}
\int f d \nu & <\frac{1}{k}+\frac{1}{k} \sum_{i=1}^{k} \nu\left(F_{i}\right) \leq \frac{1}{k}+\frac{1}{k} \sum_{i=1}^{k}\left(\mu\left(F_{i}\right)+\frac{1}{k}\right) \\
& =\frac{1}{k}+\frac{1}{k} \sum_{i=1}^{k} \mu\left(F_{i}\right)+\frac{1}{k}<\sum_{i=1}^{k} \mu\left(F_{i}\right)+2 \epsilon \\
& \leq \int f d \mu+2 \epsilon
\end{aligned}
$$

The same argument applied to $1-f$ will show $\int f d \mu-2 \epsilon<\int f d \nu$, which completes the proof.

In fact, it is possible to reduce the subbasis $\mathscr{S}_{2}$ and $\mathscr{S}_{3}$ and still generate the same topology $\mathscr{T}_{\mathcal{M}(S)}$.

Lemma 1.3.14 The topology $\mathscr{T}_{\mathcal{M}(S)}$ is generated by the subbasis

$$
\mathscr{S}_{3}^{\prime}=\left\{\{\nu: \nu(G)>\mu(G)-\epsilon\}, \quad \mu \in \mathcal{M}(S), G \in \mathscr{U}^{\prime}\right\},
$$

where $\mathscr{U}^{\prime}$ is the set of finite unions of elements in the countable basis $\left\{G_{i}\right\}_{i=1}^{\infty}$ of $S$.

Proof. Clearly $\mathscr{T}_{\mathcal{M}(S)}$ is finer than the topology generated by this subbasis, hence we only have to show that any set of the form

$$
U=\{\nu: \nu(G)>\mu(G)-2 \epsilon\}, \quad G \text { open set, } \quad \mu \in \mathcal{M}(S)
$$

contains a set in $V$ in $\mathscr{S}_{2}^{\prime}$ with $\mu \in V$. Let $G^{\prime} \subset G$ be a set in $\mathscr{U}^{\prime}$ satisfying $\mu\left(G \backslash G^{\prime}\right)<\epsilon$. Then we show that

$$
V=\left\{\nu: \nu\left(G^{\prime}\right)>\mu\left(G^{\prime}\right)-\epsilon\right\} \subset U .
$$

To see this, take $\nu \in V$, then

$$
\nu\left(G^{\prime}\right)>\mu\left(G^{\prime}\right)-\epsilon>\mu\left(G^{\prime}\right)+\mu\left(G \backslash G^{\prime}\right)-2 \epsilon=\mu(G)-2 \epsilon
$$

It implies $\nu(G)>\mu(G)-2 \epsilon$, i.e. $\nu \in U$.

Now, let $\mu_{n}$ and $\mu$ be probability measures on $(S, \mathcal{B}(S))$. We say that $\mu_{n}$ converges weakly to $\mu$, in symbols $\mu_{n} \Rightarrow \mu$, if

$$
\lim _{n \rightarrow \infty} \int_{S} f d \mu_{n}=\int_{S} f d \mu, \text { for all } f \in C_{b}(S)
$$

Clearly, the previous definition is closely related to the definition of convergence in distribution, in fact one can see, using change of variables, that $X_{n} \xrightarrow{D} X$ iff $\mu_{X_{n}} \Rightarrow \mu_{X}$, where $X_{n} \stackrel{D}{=} \mu_{X_{n}}$ and $X \stackrel{D}{=} \mu_{X}$.

As one can imagine, the definition of convergence we just gave is consistent with the topological space $\left(\mathcal{M}(S), \mathscr{T}_{\mathcal{M}(S)}\right)$.

Lemma 1.3.15 Let $\left\{\mu_{n}\right\}_{n=1}^{\infty}, \mu$ be a sequence and an element of $\mathcal{M}(S)$ respectively. Then $\mu_{n} \Rightarrow \mu$ iff $\left\{\mu_{n}\right\} \mathscr{T}_{\mathcal{M}(S)}$-converges to $\mu$.
 into the $\mathscr{T}_{\mathcal{M}(S)}$ continuous function $\Phi_{f}$, we get $\int f d \mu_{n} \rightarrow \int f d \mu$.

On the other hand, suppose $\int f d \mu_{i} \rightarrow \int f d \mu$, for all $f \in C_{b}(S)$. Let $V$ be a neighborhood of $\mu$. Find a set of the form

$$
U=\bigcap_{i=1}^{m} \Phi_{f_{i}}^{-1}\left(U_{i}\right), \quad f_{i} \in C_{b}(S), U_{i} \text { open in } \mathbb{R}
$$

satisfying $\mu \in U$ and $U \subset V$. Let $k_{i}, i \in\{1, \ldots, m\}$, be such that for all $n \geq k_{i}$ we have $\mu_{n} \in \Phi_{f_{i}}^{-1}\left(U_{i}\right)$. Then take the maximum of this numbers, i.e. let $k=\max \left\{k_{1}, \ldots, k_{m}\right\}$. Clearly, if $n \geq k$ then $\mu_{n} \in \bigcap_{i=1}^{m} \Phi_{f_{i}}^{-1}\left(U_{i}\right) \subset V$. We just proved that for every neighborhood $V$ of $\mu$ there exists $k$ so that $\left\{\mu_{n}\right\}_{n \geq k} \subset V$.

Example Let $x \in S$. Let $\delta_{x}: \mathcal{B}(S) \rightarrow\{0,1\}$ be the probability measure given by

$$
\delta_{x}(A)=\left\{\begin{array}{lll}
0 & \text { if } & x \notin A  \tag{1.2}\\
1 & \text { if } & x \in A
\end{array}\right.
$$

Let $\left\{x_{n}\right\}_{n=1}^{\infty}$ be a sequence in $S$ converging to $x$, then $\delta_{x_{n}} \Rightarrow \delta_{x}$.

The following theorem give us alternative definitions of weak convergence.

Theorem 1.3.16 (Portmanteau Theorem) For probability measures $\mu_{n}$ and $\mu$ on $(S, \mathcal{B}(S))$ the following are equivalent:

1. $\lim _{n \rightarrow \infty} \int f d \mu_{n}=\int f d \mu$, for all $f$ in $C_{b}(S)$
2. For any open set $U$ we have $\liminf _{n \rightarrow \infty} \mu_{n}(U) \geq \mu(U)$
3. For any closed set $F$ we have $\limsup _{n \rightarrow \infty} \mu_{n}(F) \leq \mu(F)$
4. For any continuity set $A$ of $\mu$ we have $\lim _{n \rightarrow \infty} \mu_{n}(A)=\mu(A)$

Proof. 1. $\Rightarrow 2$. Let $U$ be an open set and $F$ its complement. Define $f_{k}(x)=\min \{1, k d(x, F)\}$, where $d(x, F)=\inf _{y \in F} d(x, y)$, and notice that $0 \leq$ $f_{k} \uparrow \mathbb{I}_{U}$. Moreover, every $f_{k}$ is a bounded and continuous function from $S$ to $\mathbb{R}$. Hence

$$
\lim _{n \rightarrow \infty} \int f_{k} d \mu_{n}=\int f_{k} d \mu
$$

On the other hand, since $\mu_{n}(U) \geq \int f_{k} d \mu_{n}$, we have

$$
\liminf _{n \rightarrow \infty} \mu_{n}(U) \geq \liminf _{n \rightarrow \infty} \int f_{k} d \mu_{n}=\lim _{n \rightarrow \infty} \int f_{k} d \mu_{n}=\int f_{k} d \mu
$$

Finally, letting $k \rightarrow \infty$ gives

$$
\mu(U)=\int \mathbb{I}_{U} d \mu=\lim _{k \rightarrow \infty} \int f_{k} d \mu \leq \liminf _{n \rightarrow \infty} \mu_{n}(U)
$$

since $\int f_{k} d \mu \leq \lim \inf \mu_{n}(U)$.
2 . $\Leftrightarrow 3$. It is easily verified taking complements.
3. $\Rightarrow 4$. Let $A$ be a continuity set of $\mu$, this is $\mu(\partial A)=0$. Recall: $\operatorname{int} A \subset A \subset \bar{A}$ and $\partial A=\bar{A} \backslash \operatorname{int} A$. Then,

$$
\begin{aligned}
\mu(\operatorname{int} A) & \leq \liminf _{n \rightarrow \infty} \mu_{n}(\operatorname{int} A) \leq \liminf _{n \rightarrow \infty} \mu_{n}(A) \\
& \leq \limsup _{n \rightarrow \infty} \mu_{n}(A) \leq \limsup _{n \rightarrow \infty} \mu_{n}(\bar{A}) \\
& \leq \mu(\bar{A})
\end{aligned}
$$

since $\operatorname{int} A$ is an open set and $\bar{A}$ is closed. Moreover, $\bar{A}=\operatorname{int} A \cup \partial A$ implies $\mu(\bar{A})=\mu(\operatorname{int} A)+\mu(\partial A)$. Since $\mu(\partial A)=0$, then

$$
\lim _{n \rightarrow \infty} \mu_{n}(A)=\mu(A)
$$

4. $\Rightarrow$ 1. Let $f \in C_{b}(S)$, define $F_{y}:=f^{-1}(\{y\})$. Notice that if $y_{1} \neq y_{2}$ then $F_{y_{1}} \cap F_{y_{2}}=\emptyset$. Also, $\mu\left(F_{y}\right)>0$ for at most countably many values of $y$. In fact, without loss of generality, we may assume $\mu\left(F_{0}\right)=0$ (otherwise add an appropriate constant).

On the other hand, for every $\epsilon>0$ and all $k \in \mathbb{Z}$ define

$$
B_{k, \epsilon}:=f^{-1}([k \epsilon,(k+1) \epsilon))
$$

It follows that $\partial B_{k, \epsilon} \subset F_{k \epsilon} \cap F_{(k+1) \epsilon}$, which implies

$$
\mu\left(\partial B_{k, \epsilon}\right) \leq \mu\left(F_{k \epsilon}\right)+\mu\left(F_{(k+1) \epsilon}\right)
$$

If $k=0$, we have $\mu\left(\partial B_{0, \epsilon}\right) \leq \mu\left(F_{\epsilon}\right)$, since $\mu\left(F_{0}\right)=0$. Now, let $\left\{y_{1}, y_{2}, \ldots\right\}$ be the set of points such that $\mu\left(F_{y_{i}}\right)>0$. Define $C$ as the set

$$
\left\{\epsilon: \epsilon=\frac{y_{i}}{k}, k \in \mathbb{Z}-\{0\}, i \geq 1\right\} .
$$

Notice that $\mu\left(F_{k \epsilon}\right)>0$ for some $k$, if and only if $\epsilon \in C$. Clearly $C$ is countable and, if $\epsilon^{\prime} \in C^{c}, \epsilon^{\prime}>0$ then

$$
\mu\left(\partial B_{k, \epsilon^{\prime}}\right)=0, \text { for all } k \in \mathbb{Z}
$$

There exists a sequence $\left\{\epsilon_{j}\right\}$ convergent to zero so that $\left\{\epsilon_{j}\right\} \subset C^{c}, \epsilon_{j}>0$ (otherwise $C$ would not be countable). Hence $B_{k, \epsilon_{j}}$ is a continuity set of $\mu$ (for all $k$ and all $j$ ) and $\mu_{n}\left(B_{k, \epsilon_{j}}\right) \rightarrow \mu\left(B_{k, \epsilon_{j}}\right)$ as $n$ goes to infinity.

Since $f$ is bounded, for a given $\epsilon, B_{k, \epsilon}=\emptyset$ for all but finitely many $k^{\prime} s$. Now, for a fixed $\epsilon_{j}$

$$
\sum_{k} k \epsilon_{j} \mu\left(B_{k, \epsilon_{j}}\right) \geq \int f d \mu-\epsilon_{j}
$$

where the summation is taken over all those (finitely many) $k^{\prime} s$ such that $B_{k, \epsilon_{j}}$ is not an empty set. Clearly,

$$
\sum_{k} k \epsilon_{j} \mu\left(B_{k, \epsilon_{j}}\right)=\lim _{n \rightarrow \infty} \sum_{k} k \epsilon_{j} \mu_{n}\left(B_{k, \epsilon_{j}}\right),
$$

and

$$
\lim _{n \rightarrow \infty} \sum_{k} k \epsilon_{j} \mu_{n}\left(B_{k, \epsilon_{j}}\right)=\liminf _{n \rightarrow \infty} \sum_{k} k \epsilon_{j} \mu_{n}\left(B_{k, \epsilon_{j}}\right) \leq \liminf _{n \rightarrow \infty} \int f d \mu_{n}
$$

On the other hand

$$
\limsup _{n \rightarrow \infty} \int f d \mu_{n} \leq \limsup _{n \rightarrow \infty} \sum_{k}(k+1) \epsilon_{j} \mu_{n}\left(B_{k, \epsilon_{j}}\right)=\lim _{n \rightarrow \infty} \sum_{k}(k+1) \epsilon_{j} \mu_{n}\left(B_{k, \epsilon_{j}}\right) .
$$

Moreover,

$$
\lim _{n \rightarrow \infty} \sum_{k}(k+1) \epsilon_{j} \mu_{n}\left(B_{k, \epsilon_{j}}\right)=\sum_{k}(k+1) \epsilon_{j} \mu\left(B_{k, \epsilon_{j}}\right) \leq \int f d \mu+\epsilon_{j} .
$$

Then, putting everything together,

$$
\int f d \mu-\epsilon_{j} \leq \liminf _{n \rightarrow \infty} \int f d \mu_{n} \leq \limsup _{n \rightarrow \infty} \int f d \mu_{n} \leq \int f d \mu+\epsilon_{j}
$$

Finally, make $\epsilon_{j} \rightarrow 0$, to conclude

$$
\lim _{n \rightarrow \infty} \int f d \mu_{n}=\int f d \mu
$$

In fact we can relax the first condition in the previous theorem, it is enough to verify if $\int f d \mu_{n} \rightarrow \int f d \mu$ for just countably many functions $f$.

Lemma 1.3.17 Let $\mathscr{U}=\left\{U_{n}: n \in \mathbb{N}\right\}$ be a basis of the topology in $S$ and

$$
\hat{\mathscr{U}}=\left\{\bigcup_{i \in I} U_{i}: I \subset \mathbb{N}, I \text { is finite }\right\} .
$$

If $\int f d \mu_{n} \rightarrow \int f d \mu$ for every function $f: S \rightarrow \mathbb{R}$ of the form

$$
f(x)=\min \left\{1, k d\left(x, U^{c}\right)\right\}, \quad k \in \mathbb{N}, \quad U \in \hat{\mathscr{U}}
$$

then $\mu_{n} \Rightarrow \mu$.

Proof. First of all, we want to emphasize that the $\hat{\mathscr{U}}$ is countable. As part of the proof of the previous theorem $(\mathbf{1} . \Rightarrow 2$.) we proved that the hypothesis of the lemma implies $\liminf _{n \rightarrow \infty} \mu_{n}(U) \geq \mu(U)$ for all $U \in \hat{\mathscr{U}}$.

Let $V \subset S$ be any open set. Let $\left\{U_{k}\right\}_{k=1}^{\infty} \subset \mathscr{U}$ be such that

$$
V=\limsup _{i \rightarrow \infty} V_{i}, \quad \text { where } \quad V_{i}=\bigcup_{k=1}^{i} U_{k}
$$

Clearly $\mu_{n}\left(V_{i}\right) \leq \mu_{n}(V)$, hence

$$
\liminf _{n \rightarrow \infty} \mu_{n}\left(V_{i}\right) \leq \liminf _{n \rightarrow \infty} \mu_{n}(V)
$$

By hypothesis $\mu\left(V_{i}\right) \leq \liminf _{n \rightarrow \infty} \mu_{n}\left(V_{i}\right)$, therefore $\mu\left(V_{i}\right) \leq \liminf _{n \rightarrow \infty} \mu_{n}(V)$.
It implies

$$
\mu(V)=\lim _{i \rightarrow \infty} \mu\left(V_{i}\right) \leq \liminf _{n \rightarrow \infty} \mu_{n}(V) .
$$

Therefore, by the Portmanteau theorem, $\mu_{n} \Rightarrow \mu$

Let

$$
\begin{equation*}
\mathcal{F}=\left\{f: f(x)=\min \left\{1, k d\left(x, U^{c}\right)\right\}, k \in \mathbb{N}, U \in \hat{\mathscr{U}}\right\}, \tag{1.3}
\end{equation*}
$$

where $\hat{\mathscr{U}}$ as in the last lemma. Using the previous result and Lemma 1.3.13 we can obtain a simplified version of one of the subbasis that generates the topology $\mathscr{T}_{\mathcal{M}(S)}$ in $\mathcal{M}(S)$.

Lemma 1.3.18 $\mathscr{T}_{\mathcal{M}(S)}$ is generated by the countable set

$$
\left\{\Phi_{f}^{-1}(O): f \in \mathcal{F}, O \in \mathscr{U}_{\mathbb{R}}\right\},
$$

$\mathcal{F}$ as in (1.3), and $\mathscr{U}_{\mathbb{R}}$ denotes a countable basis of $\mathbb{R}$.

The next theorem shows that convergence almost surely is stronger than weak convergence, in the sense that if a sequence of random variables converges a.s., then the sequence of measures induced by them converges weakly.

Theorem 1.3.19 Let $\left\{X_{n}\right\}$ and $X$ be random elements from $(\Omega, \mathcal{F}, P)$ to $(S, \mathcal{B}(S))$. Suppose that $X_{n} \rightarrow X$ a.s. and let $\mu_{n}, \mu$ be the distributions of $X_{n}$ and $X$ respectively. Then $\mu_{n} \Rightarrow \mu$.

Proof. Let $f \in C_{b}(S)$, we need to prove

$$
\lim _{n \rightarrow \infty} \int f d \mu_{n}=\int f d \mu .
$$

Since $\mu_{n}=P \circ X_{n}^{-1}$, we can write $\int f d \mu_{n}=\int f\left(X_{n}\right) d P$. Similarly, $\int f d \mu=$ $\int f(X) d P$. On the other hand, since $f$ is a continuous function we have that
$f\left(X_{n}\right) \rightarrow f(X)$ a.s. and the fact that $f$ is bounded implies that $f\left(X_{n}\right)$ and $f(X)$ are also bounded. Hence, by the Bounded Convergence Theorem we have

$$
\lim _{n \rightarrow \infty} \int f\left(X_{n}\right) d P=\int f(X) d P
$$

which means that $\mu_{n} \Rightarrow \mu$.

In particular, if $\mu_{n}$ and $\mu$ are probability measures on $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$ we have an alternative and easier way to define weak convergence. In the next lemma we only prove that our original definition implies this new one. Later, in Section 2.1, we prove the converse of this result.

Theorem 1.3.20 Let $\mu_{n}$ and $\mu$ be probability measures on $\mathbb{R}$ and $F_{n}, F$ their respective c.d.f. Then, $\mu_{n} \Rightarrow \mu$ implies $F_{n}(x) \rightarrow F(x)$ for every continuity point $x$ of $F$.

Proof. By the Portmanteau Theorem

$$
\limsup _{n \rightarrow \infty} F_{n}(x) \leq F(x) \quad \text { and } \quad \underset{n \rightarrow \infty}{\limsup } \mu_{n}([x, \infty)) \leq \mu([x, \infty))
$$

However, if $x$ is a continuity point of $F$, then we must have

$$
\limsup _{n \rightarrow \infty}\left[1-F_{n}(x)\right] \leq \limsup _{n \rightarrow \infty} \mu_{n}([x, \infty)) \leq \mu([x, \infty))=1-F(x)
$$

which is the same as

$$
\liminf _{n \rightarrow \infty} F_{n}(x) \geq F(x)
$$

It follows that

$$
F(x) \leq \liminf _{n \rightarrow \infty} F_{n}(x) \leq \limsup _{n \rightarrow \infty} F_{n}(x) \leq F(x)
$$

Clearly, $F_{n}(x) \rightarrow F(x)$, whenever $x$ is a continuity point of $F$.

In the following theorem, taken from [2] (Theorem 5.1, p. 30), $S$ and $S^{\prime}$ are Polish spaces, but is easy to see that it would be enough to work in metric spaces and the theorem would remain true.

Theorem 1.3.21 Let $\left\{\mu_{n}\right\}_{n}$ and $\mu$ be probability measures on $S$, let $X$ be a measurable function from $S$ to $S^{\prime}$. If $\mu_{n} \Rightarrow \mu$ and $\mu\left(D_{X}\right)=0$, then

$$
\mu_{n} \circ X^{-1} \Rightarrow \mu \circ X^{-1}
$$

where $D_{X}$ is the discontinuity set of $X$.

Proof. We shall show that for any closed subset of $S^{\prime}$, lets say $F$, we have

$$
\limsup _{n \rightarrow \infty} \mu_{n} X^{-1}(F) \leq \mu X^{-1}(F)
$$

Since $\mu_{n} \Rightarrow \mu$ we have

$$
\limsup _{n \rightarrow \infty} \mu_{n}\left(X^{-1}(F)\right) \leq \limsup _{n \rightarrow \infty} \mu_{n}\left(\overline{X^{-1}(F)}\right) \leq \mu\left(\overline{X^{-1}(F)}\right)
$$

because $X^{-1}(F) \subset \overline{X^{-1}(F)}$. Therefore it is enough to prove that $\mu\left(X^{-1}(F)\right)=$ $\mu\left(\overline{X^{-1}(F)}\right)$. Notice that

$$
\overline{X^{-1}(F)} \subset D_{X} \cup X^{-1}(F)
$$

By hypothesis $\mu\left(D_{X}\right)=0$, which means that $\mu\left(X^{-1}(F)\right)=\mu\left(\overline{X^{-1}(F)}\right)$, as we wanted to prove.

The following theorem will be used in Section 2.2.2. Let $\left\{f_{n}\right\}_{n=1}^{\infty}$ be the countable subset of $C_{b}(S)$ defined in Lemma 1.3.17. This set contains functions of the form

$$
f(x)=\min \left\{1, k d\left(x, U^{c}\right)\right\}
$$

where $U$ is a certain kind of open set and $k \in \mathbb{N}$. $\Phi$ as defined in (1.1).

Theorem 1.3.22 Let $S, S^{\prime}$ be two Polish spaces and $X$ a function from $\left(\mathcal{M}\left(S^{\prime}\right), \mathcal{B}\left[\mathcal{M}\left(S^{\prime}\right)\right]\right)$ to $(\mathcal{M}(S), \mathcal{B}[\mathcal{M}(S)])$. Then, $X$ is measurable iff $\Phi_{f_{n}} \circ X$ : $\mathcal{M}\left(S^{\prime}\right) \rightarrow \mathbb{R}$ is measurable for all $n \in \mathbb{N}$.

Proof. Because of the fact that $\mathscr{T}_{\mathcal{M}(S)}$ is generated by a countable subbasis, the $\sigma$-algebra $\mathcal{B}(\mathcal{M}(S))$ is generated by the same set, say

$$
\mathscr{S}=\left\{\Phi_{f_{n}}^{-1}(O): f \in\left\{f_{n}\right\}_{i=1}^{\infty}, O \in \mathscr{U}_{\mathbb{R}}\right\}
$$

$\left(\mathscr{U}_{\mathbb{R}}\right.$ is a countable basis of $\left.\mathbb{R}\right)$. If $X$ is measurable, clearly $\Phi_{f_{n}} \circ X$ is measurable, since it is the composition of two measurable functions.

On the other hand, suppose $\Phi_{f_{n}} \circ X$ is measurable for all $n \in \mathbb{N}$. Then, for any $O \in \mathscr{U}_{\mathbb{R}} \subset \mathcal{B}(\mathbb{R})$, the set

$$
\left(\Phi_{f_{n}} \circ X\right)^{-1}(O)=X^{-1}\left(\Phi_{f_{n}}^{-1}(O)\right)
$$

is measurable. In other words, if $B \in \mathscr{S}$ then $X^{-1}(B)$ is measurable, i.e.

$$
X^{-1}(\mathscr{S}) \subset \mathcal{B}\left[\mathcal{M}\left(S^{\prime}\right)\right]
$$

Since $\mathscr{S}$ generates the $\sigma$-algebra $\mathcal{B}(\mathcal{M}(S)$ ), we can conclude that $X$ is a measurable function.

### 1.3.5 Prohorov Metric

So far we have defined the topological space $\left(\mathcal{M}(S), \mathscr{T}_{\mathcal{M}(S)}\right)$. It can be proven that it is metrizable. Let's define

$$
F_{\epsilon}=\{x \in S: d(x, F)<\epsilon\}
$$

If $\mu, \nu$ are two elements of $\mathcal{M}(S)$, we set

$$
\begin{equation*}
d_{P}(\mu, \nu)=\inf \left\{\epsilon>0: \text { for all closed sets } F, \mu(F) \leq \nu\left(F_{\epsilon}\right)+\epsilon\right\} \tag{1.4}
\end{equation*}
$$

Lemma 1.3.23 $d_{P}: \mathcal{M}(S) \times \mathcal{M}(S) \rightarrow[0,1]$ is a metric in $\mathcal{M}(S)$.

Proof. Let

$$
\begin{aligned}
& E_{1}=\left\{\epsilon>0: \mu(F) \leq \nu\left(F_{\epsilon}\right)+\epsilon \text { for all closed sets } F\right\} \\
& E_{2}=\left\{\epsilon>0: \nu(F) \leq \mu\left(F_{\epsilon}\right)+\epsilon \text { for all closed sets } F\right\},
\end{aligned}
$$

Then we show $E_{1}=E_{2}$. Take any $\epsilon \in E_{1}$ and let $F$ be any closed subset of $S$, let $G=S \backslash F_{\epsilon}$. Clearly, $G$ is a closed set and $F \subset S \backslash G_{\epsilon}$. It follows that

$$
\mu\left(F_{\epsilon}\right)=1-\mu(G) \geq 1-\nu\left(G_{\epsilon}\right)-\epsilon \geq \nu(F)-\epsilon
$$

This is,

$$
\nu(F) \leq \mu\left(F_{\epsilon}\right)+\epsilon
$$

Hence, $E_{1} \subset E_{2}$. Similarly, we show $E_{2} \subset E_{1}$. It follows immediately that $d_{P}(\mu, \nu)=d_{P}(\nu, \mu)$.

To prove the triangle inequality let $\mu, \nu, \lambda \in \mathcal{M}(S)$ and suppose $d_{P}(\mu, \nu)<$ $\delta$ and $d_{P}(\nu, \lambda)<\epsilon$. Then, for any closed set $F$

$$
\begin{aligned}
\mu(F) & \leq \nu\left(F_{\delta}\right)+\delta \leq \nu\left(\overline{F_{\delta}}\right)+\delta \\
& \leq \lambda\left(\left(\overline{F_{\delta}}\right)_{\epsilon}\right)+\delta+\epsilon \leq \lambda\left(F_{\delta+\epsilon}\right)+\delta+\epsilon
\end{aligned}
$$

which implies

$$
d_{P}(\mu, \lambda) \leq d_{P}(\mu, \nu)+d_{P}(\nu, \lambda)
$$

Finally, suppose $d_{P}(\mu, \nu)=0$. It means that $\mu(F)=\nu(F)$ for every closed set $F$. Let $\mathcal{D}=\{B \in \mathcal{B}(S): \mu(B)=\nu(B)\}$. In order to prove $\mu=\nu$ we must show $\mathcal{B}(S) \subset \mathcal{D}$. Notice that

1. $S \in \mathcal{D}$,
2. if $A, B \in \mathcal{D}$ and $A \subset B$,

$$
\mu(B \backslash A)=\mu(B)-\mu(A)=\nu(B)-\nu(A)=\nu(B \backslash A)
$$

i.e. $B \backslash A \in \mathcal{D}$
3. if $\left\{B_{n}\right\}_{n} \subset \mathcal{D}$ is an increasing sequence then

$$
\mu\left(\lim _{n \rightarrow \infty} B_{n}\right)=\lim _{n \rightarrow \infty} \mu\left(B_{n}\right)=\lim _{n \rightarrow \infty} \nu\left(B_{n}\right)=\nu\left(\lim _{n \rightarrow \infty} B_{n}\right)
$$

i.e. $\lim _{n \rightarrow \infty} B_{n} \in \mathcal{D}$.

In other words, $\mathcal{D}$ is a $\lambda$-system. Moreover, $\mathcal{F} \subset \mathcal{D}$, where $\mathcal{F}$ is the set of all closed subsets of $S$. Since $\mathcal{F}$ is a $\pi$-system, by Dynkin's $\pi, \lambda$-systems (Lemma 1.3.11) we have

$$
\mathcal{B}(S)=\sigma(\mathcal{F})=\lambda(\mathcal{F}) \subset \mathcal{D}
$$

Therefore $\mu=\nu$.

The metric $d_{P}$ is called the Prohorov metric and it can be proven that the metric space $\left(\mathcal{M}(S), d_{P}\right)$ is separable and complete. For instance, if $D \subset S$ is a countable dense, then

$$
\mathcal{D}=\left\{\mu \in \mathcal{M}(S): \mu=\sum_{n=1}^{N} a_{n} \delta_{x_{n}}, \sum_{n=1}^{N} a_{n}=1, a_{n} \in \mathbb{Q}, x_{n} \in D\right\}
$$

is a countable dense subset of $\mathcal{M}(S)$.
We close this chapter with a probabilistic interpretation of the Prohorov metric, provided in [8] (Chapter 3, Theorem 1.2). This interpretation will be used in Chapter 3.

Theorem 1.3.24 Let $\mu, \nu \in \mathcal{M}(S)$. Define $\mathcal{P}(\mu, \nu)$ to be the set of all probability measures $m \in \mathcal{M}(S \times S)$ with marginals $\mu$ and $\nu$. This is, for all $A \in \mathcal{B}(S)$ one has $m(A \times S)=\mu(A)$ and $m(S \times A)=\nu(A)$. Then

$$
d_{P}(\mu, \nu)=\inf _{m \in \mathcal{P}(\mu, \nu)} \inf \{\epsilon>0: m(\{(x, y): d(x, y) \geq \epsilon\}) \leq \epsilon\}
$$

It is known that the Prohorov metric gives the same topology on $\mathcal{M}(S)$ as the topology of weak convergence.

## Chapter 2

## Skorohod's Theorem and Extensions

### 2.1 Skorohod's a.s. Representation Theorem

In Section 1.3.1 and 1.3.4 we introduced the concept of convergence a.s. and convergence in distribution of random elements as well as weak convergence of measures. We also proved, in Theorem 1.3.19, that convergence almost surely implies weak convergence of the distributions of such random elements. Skorohod's almost sure representation theorem establishes that there exist random variables for which weak convergence of their measures and convergence a.s. hold simultaneously.

In 1956 A. V. Skorohod published his paper "Limit Theorems for Stochastic Processes" [13] containing the proof of this converse result for a complete, metric and separable space. Later, in 1968, R. M. Dudley weakened the initial hypothesis and prove this result without completeness [6]. In this section we include both results.

Before exploring a more general space $S$ let's begin with $\mathbb{R}$. Suppose we want to prove the previous statement: "if $\mu_{n}, \mu \in \mathcal{M}(\mathbb{R})$ and $\mu_{n} \Rightarrow \mu$, then there are $X_{n} \rightarrow X$ a.s. having distributions $\mu_{n}$ and $\mu$ ". The first thing we should notice is that, given the structure of $\mathcal{B}(\mathbb{R})$, instead of looking at the measures $\mu_{n}$ and $\mu$ we can study their cumulative distributions functions,
say $F_{n}$ and $F$. Then, we have to construct $X_{n}, X:(0,1) \rightarrow \mathbb{R}$ with the given distributions.

Naturally, the first candidate we have in mind are the pseudoinverses of $F_{n}$ and $F$ (see Section 1.3.2)

$$
\begin{array}{ll}
F_{n}^{(-1)}(u)=\inf \left\{x: F_{n}(x) \geq u\right\}, & u \in(0,1) \\
F^{(-1)}(u)=\inf \{x: F(x) \geq u\}, & u \in(0,1)
\end{array}
$$

Since $F_{n}(x) \rightarrow F(x)$ for all but countable many values of $x$ one can imagine that $F_{n}^{(-1)}(u) \rightarrow F^{(-1)}(u)$ hold for almost every $u \in(0,1)$. It would imply that following this method we can find the random variables we are looking for. In the following lemma we prove this statement.

Lemma 2.1.1 Suppose $\mu_{n}, \mu \in \mathcal{M}(\mathbb{R})$ and $\mu_{n} \Rightarrow \mu$. Let $X, X_{n}:(U, \mathcal{B}, \lambda) \rightarrow$ $\mathbb{R}$ be given by $X(u)=F^{(-1)}(u)$ and $X_{n}(u)=F_{n}^{(-1)}(u)$. Then $X$ has distribution $\mu, X_{n}$ has distribution $\mu_{n}$ and

$$
X_{n} \rightarrow X \quad \text { a.s. }
$$

Proof. To show that the law of $X_{n}$ is $\mu_{n}$ it is enough to show that the cumulative distribution function of $X_{n}$ is indeed $F_{n}$ (similarly with $X$ ). In Lemma 1.3.6 we proved that $F^{(-1)}(u) \leq a$ iff $u \leq F(a)$. Therefore,

$$
\begin{aligned}
\lambda\left(X_{n} \leq x\right) & =\lambda\left(\left\{u: X_{n}(u) \leq x\right\}\right)=\lambda\left(\left\{u: F_{n}^{(-1)}(u) \leq x\right\}\right) \\
& =\lambda\left(\left\{u: u \leq F_{n}(x)\right\}\right)=\lambda\left(0, F_{n}(x)\right] \\
& =F_{n}(x) .
\end{aligned}
$$

It shows that $X_{n}$ and $X$ have right distributions.
Now, to show $X_{n} \rightarrow X$ a.s. consider the functions $Y_{n}$ and $Y$ from $(0,1)$ to $\mathbb{R}$ defined as follows

$$
Y_{n}(u)=\inf \left\{x: F_{n}(x)>u\right\} \quad \text { and } \quad Y(u)=\inf \{x: F(x)>u\} .
$$

We can see that $Y_{n}$ is quite similar to $X_{n}$, the same happens with $Y$ and $X$. Indeed, is easy to see that

$$
\lambda\left(X_{n}=Y_{n}\right)=\lambda(X=Y)=1
$$

since the discontinuity points of $X_{n}$ and $X$ are countable. Now, fix any $u$ in the set $\{Y(u)=X(u)\}$. Let $v$ be a continuity point of $F$ such that $F(v)>u$. As proved in Theorem 1.3.20, $F_{n}(v) \rightarrow F(v)$. It implies that for a large enough $n$ we must have $Y_{n}(u) \leq v$. Therefore

$$
\limsup _{n \rightarrow \infty} Y_{n}(u) \leq v
$$

Then, choose $v \downarrow Y(u)$ (it is possible because all but countably many $v$ 's are continuity points of $F$ ). It follows that

$$
\limsup _{n \rightarrow \infty} Y_{n}(u) \leq Y(u)
$$

By similar arguments

$$
X(u) \leq \liminf _{n \rightarrow \infty} X_{n}(u)
$$

Since $X_{n}(u) \leq Y_{n}(u)$, we have

$$
X(u) \leq \liminf _{n \rightarrow \infty} X_{n}(u) \leq \limsup _{n \rightarrow \infty} X_{n}(u) \leq \limsup _{n \rightarrow \infty} Y_{n}(u) \leq Y(u)
$$

Since $X(u)=Y(u)$ we have $X_{n}(u) \rightarrow X(u)$ for such $u$. Again, since $\lambda(X=$ $Y)=1$, we can conclude

$$
\lambda\left(\left\{u: X_{n}(u) \rightarrow X(u)\right\}\right)=1
$$

which proves our claim.

Using the properties of $\mathbb{R}$, like the order of its elements, we were able to find $X_{n}$ and $X$ relatively easily. Using this result we can complete Lemma 1.3.20.

Lemma 2.1.2 Let $\left\{\mu_{n}\right\}_{n=1}^{\infty}$ and $\mu$ be probability measures on $\mathbb{R}$. Let $F_{n}, F$ be their cumulative distribution functions. Then $\mu_{n} \Rightarrow \mu$ iff $F_{n}(x) \rightarrow F(x)$ for all continuity points $x$ of $F$.

Proof. Half of the lemma has been proved in Lemma 1.3.20. We only need to show that $F_{n}(x) \rightarrow F(x)$ for all continuity points $x$ of $F$ implies $\mu_{n} \Rightarrow \mu$. By the previous result take $X_{n}=F_{n}^{(-1)}$ and $X=F^{(-1)}$, then $X_{n} \stackrel{D}{=} \mu_{n}$, $X \stackrel{D}{=} \mu$ and $X_{n} \rightarrow X$ a.s. Since convergence a.s. is stronger than convergence in distribution (Theorem 1.3.19), we must have $\mu_{n} \Rightarrow \mu$, which completes the proof.

When we change from $\mathbb{R}$ to a more general space $S$ it is not so clear how can we produce random elements with the required properties. For instance, we can no longer rely on cumulative distribution functions or their pseudoinverses. In the following theorem we explore Skorohod's proof for a complete, metric and separable space.

Theorem 2.1.3 ([13], 3.1.1, p. 281) Let $S$ be complete, metric and separable. Assume that the probability measures in $S\left\{\mu_{n}\right\}_{n=1}^{\infty}$ converge weakly to $\mu_{0}$. Then there exist $S$-valued random elements $\left\{X_{n}\right\}_{n=0}^{\infty}$ on the Lebesgue probability space, having distributions $\mu_{n} n=0,1, \ldots$, such that

$$
X_{n} \rightarrow X_{0} \quad \text { a.s. }
$$

Proof. We construct Borel sets $S_{i_{1}, i_{2}, \ldots, i_{k}}, i_{j}, k \in \mathbb{N}$ in the following way. Let $\left\{x_{i}^{k}\right\}_{i=1}^{\infty}$ be a sequence of points such that every point of $S$ lies at a distance no greater than $2^{-(k+1)}$ from at least one point of the sequence. As before $B(x, r)$ is the open ball with center at $x$ and radius $r$. We can choose an $r_{k} \in\left(\frac{1}{2^{k+1}}, \frac{1}{2^{k}}\right)$ such that

$$
\begin{equation*}
\mu\left(\partial B\left(x_{i}^{k}, r_{k}\right)\right)=0 \quad \text { for all } i, \tag{2.1}
\end{equation*}
$$

which can be done because there is at most a countable set of $r$ where (2.1) is positive for each $i$. Let

$$
\begin{aligned}
& D_{i}^{k}=B\left(x_{i}^{k}, r_{k}\right) \backslash\left(\bigcup_{j=1}^{i-1} B\left(x_{j}^{k}, r_{k}\right)\right), \\
& S_{i_{1}, i_{2}, \ldots, i_{k}}=D_{i_{1}}^{1} \cap D_{i_{2}}^{2} \cap \cdots \cap D_{i_{k}}^{k} .
\end{aligned}
$$

It is easy to see that the sets we obtained satisfy the following properties

- $S_{i_{1}, i_{2}, \ldots, i_{k}} \cap S_{i_{1}^{\prime}, i_{2}^{\prime}, \ldots, i_{k}^{\prime}}=\emptyset$ if $i_{j} \neq i_{j}^{\prime}$ for at least one $j$,
- $\bigcup_{i_{k}=1}^{\infty} S_{i_{1}, i_{2}, \ldots, i_{k-1}, i_{k}}=S_{i_{1}, i_{2}, \ldots, i_{k-1}}, \bigcup_{i=1}^{\infty} S_{i}=S$,
- The diameter of each $S_{i_{1}, i_{2}, \ldots, i_{k}}$ is less than $2^{-k}$,
- $\mu\left(\partial S_{i_{1}, i_{2}, \ldots, i_{k}}\right)=0$.

We denote by $\Delta_{i_{1}, i_{2}, \ldots, i_{k}}^{n},(n=0,1, \ldots)$ intervals of the segment $[0,1]$ defined as follows.

- $\Delta_{i_{1}, i_{2}, \ldots, i_{k}}^{n}$ and $\Delta_{i_{1}, i_{2}, \ldots, i_{k}^{\prime}}^{n}$ have no intersection if $i_{k} \neq i_{k}^{\prime}$,
- the union of $\left\{\Delta_{i_{1}, i_{2}, \ldots, i_{k}}^{n}\right\}_{i_{k}=1}^{\infty}$ is the interval $\Delta_{i_{1}, i_{2}, \ldots, i_{k-1}}^{n}$, which implies

$$
\Delta_{i_{1}, i_{2}, \ldots, i_{k}}^{n} \subset \Delta_{i_{1}, i_{2}, \ldots, i_{k-1}}^{n}
$$

- $\Delta_{i_{1}, i_{2}, \ldots, i_{k}}^{n}$ lies to the left of $\Delta_{i_{1}, i_{2}, \ldots, i_{k}^{\prime}}^{n}$ whenever $i_{k}<i_{k}^{\prime}$.
- the length of $\Delta_{i_{1}, i_{2}, \ldots, i_{k}}^{n}$ is equal to $\mu_{n}\left(S_{i_{1}, i_{2}, \ldots, i_{k}}\right)$.

From each set $S_{i_{1}, i_{2}, \ldots, i_{k}}$ we now choose one point $x_{i_{1}, i_{2}, \ldots, i_{k}} \in S$. For $n=$ $0,1, \ldots$ we define the functions $X_{n}^{m}:[0,1] \rightarrow S$ by

$$
X_{n}^{m}(t)=x_{i_{1}, i_{2}, \ldots, i_{m}} \quad \text { for } t \in \Delta_{i_{1}, i_{2}, \ldots, i_{m}}^{n}
$$

It is easy to see that $d\left(X_{n}^{m}(t), X_{n}^{m+p}(t)\right) \leq 2^{-m}$. Since $S$ is a complete space, the limit $X_{n}$ of $\left\{X_{n}^{m}\right\}_{m}$ exists. Since the length of $\Delta_{i_{1}, i_{2}, \ldots, i_{k}}^{n}$ tends to the length of $\Delta_{i_{1}, i_{2}, \ldots, i_{k}}^{0}$, for all interior points $t$ of the intervals $\Delta_{i_{1}, i_{2}, \ldots, i_{m}}^{0}$ we have

$$
\lim _{n \rightarrow \infty} d\left(X_{0}(t), X_{n}(t)\right) \leq 2^{-m}
$$

and therefore for all $t \in[0,1]$ except possibly a countable set (the boundaries of the intervals), we have

$$
\lim _{n \rightarrow \infty} X_{n}(t)=X_{0}(t)
$$

To complete the proof we must only show that the distribution $P_{X_{n}}$ of each $X_{n}$ is indeed $\mu_{n}$. By construction $P_{X_{n}}$ and $\mu_{n}$ coincide for all sets in

$$
\mathcal{C}=\left\{S_{i_{1}, i_{2}, \ldots, i_{k}}, k \in \mathbb{N}\right\}
$$

In fact $\mathcal{C}$ is a $\pi$-system because the intersection of two sets is either empty or the "smallest" set (in case one is contained in the other). Hence $\lambda(\mathcal{C})=\sigma(\mathcal{C})$. Also notice that the class of sets where $P_{X_{n}}$ and $\mu_{n}$ coincide is a $\lambda$-system, thus, if we show $\lambda(\mathcal{C})=\mathcal{B}(S)$ we are done.

To do so, we show that for every open $O \subset S$ there exists a set in the (countable) class $\mathcal{C}$ inside $O$ : take $x \in O$ and find $k \in \mathbb{N}$ so that $B\left(x, 2^{-k}\right) \subset$ $O$, then we can certainly find $S_{i_{1}, i_{2}, \ldots, i_{k}}$ that contains $x$ and so is completely contained in $O$. Then, it is easy to see that

$$
O=\bigcup\{A \in \mathcal{C}, A \subset O\}
$$

(prove by contradiction). It follows that $O \in \lambda(\mathcal{C})$. Therefore we can conclude that $\sigma(\mathcal{C})=\mathcal{B}(S)$, and the proof is complete.

Now, we prove the same result without completeness in the space $S$.

Theorem 2.1.4 ([6], Theorem 3, p. 1569 and [11], Theorem 3.30, p.56) Let $\mu_{1}, \mu_{2}, \ldots$ and $\mu$ be measures in the separable metric space $(S, d)$ such that $\mu_{n} \Rightarrow \mu$. Then on the Lebesgue probability space there exist some random elements $\left\{X_{n}\right\}_{n}$ and $X$, from $(0,1)$ to $S$, with induced measures $\mu_{n}$ and $\mu$ respectively, satisfying $X_{n} \rightarrow X$ a.s.

Proof. For this proof we start with a random element $X:(U, \lambda) \rightarrow S$ with distribution $\mu$. The existence of such random element is given by the existence theorems (see Section 1.3.1, Theorem 1.3.5).

First we prove the theorem when $S$ is finite. Without loss of generality, assume $S=\{1, \ldots, N\}$. Let $p_{i}=\lambda(X=i)=\mu(\{i\})$ and $p_{i, n}=\mu_{n}(\{i\})$. Clearly, $\mu_{n} \Rightarrow \mu$ iff $p_{i, n} \rightarrow p_{i}$ for all $i=1, \ldots, N$. Let $U:(0,1) \rightarrow(0,1)$ be uniform and independent of $X$. We now construct some random elements $\bar{X}_{n}$ so that $\bar{X}_{n} \stackrel{D}{=} \mu_{n}$. Notice that

$$
\lambda\left(\{X=i\} \cap\left\{U \leq \frac{p_{i, n}}{p_{i}}\right\}\right)=p_{i} \cdot \min \left\{\frac{p_{i, n}}{p_{i}}, 1\right\} \leq p_{i, n}
$$

Thus we may construct $\bar{X}_{n}$ satisfying

$$
\{X=i\} \cap\left\{U \leq \frac{p_{i, n}}{p_{i}}\right\} \subset\left\{\bar{X}_{n}=i\right\}
$$

Since $p_{i, n} \rightarrow p_{i}$ for each $i$, we get $\bar{X}_{n} \rightarrow X$ a.s.

For general $S$, fix any $p \in \mathbb{N}$ and choose a partition of $S$ into $\mu$-continuity sets $B_{1}, B_{2}, \ldots \in \mathcal{B}(S)$ of diameter less or equal than $2^{-p}$. Next choose $k$ so large that $\mu\left(B_{0}\right)<2^{-p}$, where

$$
B_{0}=\left(\bigcup_{i=1}^{k} B_{i}\right)^{c}
$$

This is possible since $\bigcup_{i} B_{i} \uparrow S$. Let $I=\{0,1, \ldots, k\}$. Define $h_{n}:(0,1) \rightarrow I$ so that $\lambda\left(\left\{h_{n}=i\right\}\right)=\mu_{n}\left(B_{i}\right)$ and put $h=\sum_{i=0}^{k} i \mathbb{I}_{\left(X \in B_{i}\right)}$. It's easy to see that $\lambda \circ h_{n} \Rightarrow \lambda \circ h\left(B_{0}, B_{1}, \ldots, B_{k}\right.$ are $\mu$-continuity sets $)$. Moreover, since $I$ is a finite set, we may assume $h_{n} \rightarrow h$ a.s. (by the previous case).

Let us further introduce some independent random elements $Y_{n}^{i}:(0,1) \rightarrow$ $B_{i}, i=0,1, \ldots, k$ with distributions given by

$$
\lambda\left(Y_{n}^{i} \in B\right)=\frac{\mu_{n}\left(B \cap B_{i}\right)}{\mu_{n}\left(B_{i}\right)} .
$$

Then define

$$
X_{n}^{p}(u)=\left\{\begin{array}{ccc}
Y_{n}^{0}(u) & \text { if } & u \in\left\{h_{n}=0\right\} \\
Y_{n}^{1}(u) & \text { if } & u \in\left\{h_{n}=1\right\}, \\
& \vdots & \\
Y_{n}^{k}(u) & \text { if } & u \in\left\{h_{n}=k\right\}
\end{array}\right.
$$

To prove that $X_{n}^{p}$ has distribution $\mu_{n}$ notice that, for any $B \in \mathcal{B}(S)$,

$$
\left\{X_{n}^{p} \in B\right\}=\bigcup_{i=0}^{k}\left\{X_{n}^{p} \in B\right\} \cap\left\{h_{n}=i\right\}=\bigcup_{i=0}^{k}\left\{Y_{n}^{i} \in B\right\} \cap\left\{h_{n}=i\right\}
$$

hence

$$
\begin{aligned}
\lambda\left\{X_{n}^{p} \in B\right\} & =\sum_{i=0}^{k} \lambda\left(\left\{Y_{n}^{i} \in B\right\} \cap\left\{h_{n}=i\right\}\right)=\sum_{i=0}^{k} \lambda\left(\left\{Y_{n}^{i} \in B\right\}\right) \lambda\left(\left\{h_{n}=i\right\}\right) \\
& =\sum_{i=0}^{k} \frac{\mu_{n}\left(B \cap B_{i}\right)}{\mu_{n}\left(B_{i}\right)} \mu_{n}\left(B_{i}\right)=\mu_{n}(B) .
\end{aligned}
$$

From the construction is clear that

$$
\left\{h_{n}=h\right\} \cap\left\{X \notin B_{0}\right\} \subset\left\{d\left(X_{n}^{p}, X\right) \leq 2^{-p}\right\}, \quad \text { for all } n, p
$$

Since $h_{n}, h$ have finite range, $h_{n} \rightarrow h$ a.s. and $P\left(X \in B_{0}\right)<2^{-p}$, there exists for every $p$ some $n_{p} \in \mathbb{N}$ with

$$
P\left(\bigcup_{n \geq n_{p}}\left\{d\left(X_{n}^{p}, X\right)>2^{-p}\right\}\right)<2^{-p}, \quad \text { for all } p
$$

which is equivalent to $P\left(d\left(X_{n}^{p}, X\right)>2^{-p}, n \geq n_{p}\right)<2^{-p}$. We may further assume that $n_{1}<n_{2}<\cdots$. By the Borel Cantelli Lemma we get that

$$
P\left(\sup _{n \geq n_{p}} d\left(X_{n}^{p}, X\right) \leq 2^{-p} \text { for all but finitely many } p\right)=1
$$

Now define $X_{n}=X_{n}^{p}$ for $n_{p} \leq n<n_{p+1}$, and note that $X_{n}$ has distribution $\mu_{n}$. Moreover $X_{n} \rightarrow X$ a.s.

### 2.2 Extensions

In the rest of the chapter $S$ is a Polish space, $\mathcal{M}(S)$ the space of all probability measures on (the Borel sets of) $S$ endowed with the weak convergence topology and $(U, \mathcal{B}, \lambda)$ is the Lebesgue probability space. A function $\rho: \mathcal{M}(S) \times U \rightarrow S$ is a representation of $\mathcal{M}(S)$ if

1. $\rho$ is Borel measurable, and
2. for every $\mu \in \mathcal{M}(S)$ the function $\rho_{\mu}: U \rightarrow S$, defined by

$$
\rho_{\mu}(u)=\rho(\mu, u)
$$

has distribution $\mu$ (with respect to $\lambda$ on $U=(0,1)$ ).

In 1983, Blackwell and Dubins published a paper claiming the existence of a representation satisfying specific conditions. The main property of such representations is related with a "particular" kind of continuity. Notice that, when we say $\rho(\cdot, u)$ is continuous at $\mu$ we mean that $\mu_{n} \Rightarrow \mu$ implies $\rho\left(\mu_{n}, u\right)$ converges to $\rho(\mu, u)$ in $S$.

In my thesis we study this and other types of continuity, we name them for simplicity:

- (C1) There is a null set $N$ so that for $u \notin N, \mu \mapsto \rho(\mu, u)$ is continuous.
- (C2) For each $\mu \in \mathcal{M}(S)$ there is a null set $N_{\mu}$ so that for $u \notin N_{\mu}$ the map $m \mapsto \rho(m, u)$ is continuous at $\mu$.
- (C3) For each $\mu \in \mathcal{M}(S)$ and sequence $\mu_{n} \Rightarrow \mu$ there is a null set $N_{\mu,\left\{\mu_{n}\right\}}$ so that for $u \notin N_{\mu,\left\{\mu_{n}\right\}}, \quad \rho\left(\mu_{n}, u\right) \rightarrow \rho(\mu, u)$.

Clearly (C1) is the strongest type of continuity and (C3) is the weakest among the three of them. However, a representation with any of this continuity properties is a generalization of Skorohod's result by taking $X_{n}(u):=\rho\left(\mu_{n}, u\right)$ and $X(u):=\rho(\mu, u)$. Moreover, $\rho$ is defined in the whole space $\mathcal{M}(S)$, so that the limit random element with distribution $\mu$ does not change if we change the sequence $\left\{\mu_{n}\right\}$ converging to $\mu$.

For instance, the existence of a ( C 2 )-continuous representation for $S=\mathbb{R}$ can be easily verified, we just let $\rho_{\mu}^{*}$ be the pseudoinverse function of the cumulative distribution function of $\mu$.

Theorem 2.2.1 Denote by $\mathcal{M}^{*}=\mathcal{M}(\mathbb{R})$. Let $\rho^{*}: \mathcal{M}^{*} \times U \rightarrow \mathbb{R}$, be the function defined by:

$$
\rho^{*}(\mu, u)=\inf \{x: \mu((-\infty, x]) \geq u\}, u \in(0,1)
$$

Then, $\rho^{*}$ is a (C2)-continuous representation of $\mathcal{M}^{*}$. This is,

1. $\rho^{*}$ is a measurable function,
2. $\rho_{\mu}^{*}=\rho *(\mu, u)$ has distribution $\mu$ (with respect to $\lambda$ on $U$ ) and,
3. except of a null subset $N_{\mu}$ of $U, \rho^{*}(\cdot, u)$ is continuous at $\mu$.

Proof. First of all notice that we can write

$$
\rho^{*}(\mu, u)=F_{\mu}^{(-1)}(u) .
$$

To prove measurability we use Theorem 1.3.3. Since $F_{\mu}^{(-1)}(u)$ is left continuous, we only need to prove that $\rho_{u}^{*}(\cdot)$ is measurable for all $u$. Notice that

$$
\begin{aligned}
A & =\rho_{u}^{*-1}((-\infty, a])=\left\{\mu \in \mathcal{M}^{*}: \rho_{u}^{*}(\mu) \leq a\right\} \\
& =\left\{\mu \in \mathcal{M}^{*}: \rho^{*}(\mu, u) \leq a\right\}=\left\{\mu \in \mathcal{M}^{*}: F_{\mu}^{(-1)}(u) \leq a\right\}
\end{aligned}
$$

In Lemma 1.3.6 we proved $F_{\mu}^{(-1)}(u) \leq a$ iff $u \leq F(a)$. Therefore,

$$
\begin{aligned}
A & =\left\{\mu \in \mathcal{M}^{*}: F_{\mu}(a) \geq u\right\}=\left\{\mu \in \mathcal{M}^{*}: \mu((-\infty, a]) \geq u\right\} \\
& =\left\{\mu \in \mathcal{M}^{*}: \int f d \mu \geq u\right\}=\Phi_{f}^{-1}([u, \infty))
\end{aligned}
$$

where $f=\mathbb{I}_{(-\infty, a]}$ is a bounded function from $S$ to $\mathbb{R}$ and $\Phi$ is given by 1.1. By the second example in Section 1.3.4, $\mu \mapsto \Phi_{f}(\mu)$ is a measurable function, which means that the set $A$ is measurable. Therefore $\rho_{u}^{*}$ is measurable and we can conclude that $\rho^{*}$ is a measurable function.

To complete the proof, we refer to Lemma 2.1.1.

### 2.3 Blackwell and Dubins's Extension

Blackwell and Dubins sketched a proof for the existence of a (C2)-continuous representation of $\mathcal{M}(S)$, where $S$ is an arbitrary Polish space, moreover, they constructed and gave an explicit formula for such function $\rho$ (see [3]). A question we had in mind when we first studied the paper was a mistake my supervisor found, the function $\rho$ was not well defined: one of the functions that defines $\rho$ was evaluated outside its domain. Our goal was to fix this problem redefining the function. In this section we explain and prove the statements claimed by Blackwell and Dubins, while studying the representation introduced by them.

For the general case, we add a new parameter $a$ so that our probability space is $A \times U$, where $A=[1,2]$ and $U=(0,1)$. Let $D$ be a countable dense subset of $S$ and let

$$
\begin{equation*}
\left\{H_{n}\right\}_{n=1}^{\infty} \tag{2.2}
\end{equation*}
$$

be an enumeration of all open spheres with centers in $D$ and with rational radius. Fix $a \in A$ and denote by $H_{n}^{a}$ the open sphere with center equal to the center of $H_{n}$ and with radius equal to the product of $a$ with the radius of $H_{n}$, so that the sequence $H_{1}^{a}, H_{2}^{a}, \ldots$ also determines the topology of $S$. This is because, if $\mathcal{O}$ is any open set, we have $\mathcal{O}=\bigcup_{i \in \mathcal{C}} H_{i}^{a}$, where $\mathcal{C}=\left\{i: H_{i}^{a} \subset \mathcal{O}\right\}$.

For $(a, x) \in A \times S$ define

$$
c(a, x)=\sum_{n=1}^{\infty} \frac{\mathbb{I}_{H_{n}^{a}}(x)}{3^{n}}
$$

Lemma 2.3.1 $c: A \times S \rightarrow[0,1 / 2]$ is an injective function.

Proof. Suppose $c\left(a_{1}, x_{1}\right)=c\left(a_{2}, x_{2}\right)$, then

$$
\sum_{n=1}^{\infty} \frac{\mathbb{I}_{H_{n}^{a_{1}}}\left(x_{1}\right)-\mathbb{I}_{H_{n}^{a_{2}}}\left(x_{2}\right)}{3^{n}}=\sum_{n=1}^{\infty} \frac{i_{n}}{3^{n}}=0
$$

where $i_{n}=\mathbb{I}_{H_{n}^{a_{1}}}\left(x_{1}\right)-\mathbb{I}_{H_{n}^{a_{2}}}\left(x_{2}\right)$. Suppose that $i_{n} \neq 0$ for some $n \in \mathbb{N}$. Let $n^{*}$ be the first number such that $i_{n^{*}} \neq 0$. Without loss of generality suppose $i_{n^{*}}=1$. Then,

$$
\sum_{n=1}^{\infty} \frac{i_{n}}{3^{n}}=\sum_{n=1}^{n^{*}-1} \frac{i_{n}}{3^{n}}+\frac{1}{3^{n^{*}}}+\sum_{n=n^{*}+1}^{\infty} \frac{i_{n}}{3^{n}}=0
$$

If we multiply by $3^{n^{*}}$ we get

$$
1+\sum_{n=1}^{\infty} \frac{i_{n+n^{*}}}{3^{n}}=0
$$

But $-\frac{1}{2} \leq \sum \frac{1}{3^{n}} i_{n+n^{*}} \leq \frac{1}{2}$. This contradiction shows that there is no such $n^{*}$, therefore $i_{n}=0$ for all $n \in \mathbb{N}$.

Suppose $x_{1} \neq x_{2}$ and, without loss of generality, $a_{1} \leq a_{2}$. Find $H_{m}^{a_{2}}$ in $\left\{H_{n}^{a_{2}}\right\}_{n}$ so small that $x_{2} \in H_{m}^{a_{2}}$ but $x_{1} \notin H_{m}^{a_{2}}$. Since $H_{m}^{a_{1}} \subset H_{m}^{a_{2}}$ we get

$$
\mathbb{I}_{H_{m}^{a_{1}}}\left(x_{1}\right)=0 \quad \text { while } \quad \mathbb{I}_{H_{m}^{a_{2}}}\left(x_{2}\right)=1
$$

which is a contradiction. Therefore $x_{1}$ has to be equal to $x_{2}$.
Now, assume $a_{1}<a_{2}$ and let $x=x_{1}=x_{2}$. Take $y \in S$, a center of one of the open balls $\left\{H_{n}\right\}_{n}$, such that $d(x, y)=\delta \neq 0$. Then, find $r \in \mathbb{Q}$ so that

$$
a_{1}<\frac{\delta}{r}<a_{2}
$$

Let $H_{k}$ be the open ball with center $y$ and radius $r$. Clearly $x \notin H_{k}^{a_{1}}$ but $x \in H_{k}^{a_{2}}$. Again this is a contradiction since, by hypothesis, we must have $\mathbb{I}_{H_{k}^{a_{1}}}(x)=\mathbb{I}_{H_{k}^{a_{2}}}(x)$ for all $k$. It follows that $a_{1}=a_{2}$ and the proof is complete.

Lemma 2.3.2 The function $c_{a}$, given by $x \mapsto c(a, x)$, is continuous in the complement of $\bigcup_{n} \partial H_{n}^{a}$.

Proof. Let $\left\{x_{k}\right\}$ be a sequence in $S$ such that $x_{k} \rightarrow x$, with $x \notin \bigcup \partial H_{n}^{a}$. Our claim is that $c_{a}\left(x_{k}\right) \rightarrow c_{a}(x)$ as $n \rightarrow \infty$. Fix any $\epsilon>0$. Let $N \in \mathbb{N}$ be such that $\sum_{n=N+1}^{\infty} \frac{1}{3^{n}}<\epsilon$. Then,

$$
\begin{aligned}
\left|c_{a}\left(x_{k}\right)-c_{a}(x)\right| & \leq\left|\sum_{n=1}^{N} \frac{\mathbb{I}_{n}^{a}\left(x_{k}\right)-\mathbb{I}_{H_{n}^{a}}(x)}{3^{n}}\right|+\left|\sum_{n=N+1}^{\infty} \frac{1}{3^{n}}\right| \\
& <\left|\sum_{n=1}^{N} \frac{\mathbb{I}_{H_{n}^{a}}\left(x_{k}\right)-\mathbb{I}_{H_{n}^{a}}(x)}{3^{n}}\right|+\epsilon .
\end{aligned}
$$

We claim that for a large enough $k, \mathbb{I}_{H_{n}^{a}}\left(x_{k}\right)=\mathbb{I}_{H_{n}^{a}}(x)$. Since $x_{k} \rightarrow x$ the equality is true if $x \in H_{n}^{a}$. On the other hand, suppose $x \notin H_{n}^{a}$. The fact that $x \notin \bigcup \partial H_{n}^{a}$ implies $x \notin \partial H_{n}^{a}$. Hence $x \in \operatorname{int}\left[\left(H_{n}^{a}\right)^{c}\right]$. It follows that eventually $x_{k} \in\left(H_{n}^{a}\right)^{c}$ and $\mathbb{I}_{H_{n}^{a}}\left(x_{k}\right)=\mathbb{I}_{H_{n}^{a}}(x)=0$. Hence, for all $n \in \mathbb{N}$ exists a $k_{n}^{\prime}$ such that $\mathbb{I}_{H_{n}^{a}}\left(x_{k}\right)=\mathbb{I}_{H_{n}^{a}}(x)$ for all $k \geq k_{n}^{\prime}$. Let $k^{*}$ be the maximum of $\left\{k_{1}^{\prime}, k_{2}^{\prime}, \ldots, k_{N}^{\prime}\right\}$. It follows that

$$
\left|\sum_{n=1}^{N} \frac{\mathbb{I}_{n n}^{a}\left(x_{k}\right)-\mathbb{I}_{H_{n}^{a}}(x)}{3^{n}}\right|=0,
$$

for all $k \geq k^{*}$. As a consequence $\left|c_{a}\left(x_{k}\right)-c_{a}(x)\right|<\epsilon$. So that $c_{a}\left(x_{k}\right) \rightarrow c_{a}(x)$, as we wanted to prove.

Moreover, $c_{a}$ is a measurable function because it may be expressed as the limit of measurable functions, namely

$$
c_{a}=\lim _{k \rightarrow \infty} \sum_{n=1}^{k} \frac{\mathbb{I}_{H_{n}^{a}}}{3^{n}} .
$$

Hence, we may define $J_{a}(\mu) \in \mathcal{M}(\mathbb{R})$ to be the distribution of $c_{a}$ on the probability space $(S, \mathcal{B}, \mu)$, that is, $J_{a}(\mu)=\mu \circ c_{a}^{-1}$.

Lemma 2.3.3 For a fixed $x \in S$ the function $a \mapsto c_{a}(x)$ is left continuous.

Proof. Fix any $x \in S$ and $a \in(1,2]$. Let $\left\{a_{n}\right\}_{n=1}^{\infty}$ be an increasing sequence converging to $a$. We need to prove that, if $\epsilon>0$, then there exists $N^{*} \in \mathbb{N}$ such that

$$
\left|c_{a_{n}}(x)-c_{a}(x)\right|<\epsilon \quad \text { for all } n \geq N^{*} .
$$

Let $N$ be an integer such that $\sum_{i=N}^{\infty} \frac{1}{3^{i}}<\epsilon$. Then,

$$
\begin{aligned}
\left|c_{a_{n}}(x)-c_{a}(x)\right| & =\left|\sum_{i=1}^{N-1} \frac{1}{3^{i}}\left[\mathbb{I}_{H_{i}^{a_{n}}}(x)-\mathbb{I}_{H_{i}^{a}}(x)\right]+\sum_{i=N}^{\infty} \frac{1}{3^{i}}\left[\mathbb{I}_{H_{i}^{a_{n}}}(x)-\mathbb{I}_{H_{i}^{a}}(x)\right]\right| \\
& \leq\left|\sum_{i=1}^{N-1} \frac{1}{3^{i}}\left[\mathbb{I}_{H_{i}^{a_{n}}}(x)-\mathbb{I}_{H_{i}^{a}}(x)\right]\right|+\left|\sum_{i=N}^{\infty} \frac{1}{3^{i}}\left[\mathbb{I}_{H_{i}^{a_{n}}}(x)-\mathbb{I}_{H_{i}^{a}}(x)\right]\right| \\
& \leq\left|\sum_{i=1}^{N-1} \frac{1}{3^{i}}\left[\mathbb{I}_{H_{i}^{a_{n}}}(x)-\mathbb{I}_{H_{i}^{a}}(x)\right]\right|+\sum_{i=N}^{\infty}\left|\frac{1}{3^{i}} \mathbb{I}_{H_{i}^{a_{n}}}(x)-\mathbb{I}_{H_{i}^{a}}(x)\right| \\
& <\left|\sum_{i=1}^{N-1} \frac{1}{3^{i}}\left[\mathbb{I}_{H_{i}^{a_{n}}}(x)-\mathbb{I}_{H_{i}^{a}}(x)\right]\right|+\epsilon .
\end{aligned}
$$

Now,

$$
\mathbb{I}_{H_{i}^{a}}(x)=\left\{\begin{array}{lll}
0 & \text { if } \quad d\left(x, y_{i}\right) \geq a r_{i} \\
1 & \text { if } \quad d\left(x, y_{i}\right)<a r_{i}
\end{array}\right.
$$

where $y_{i}$ and $r_{i}$ are the center and radius of $H_{i}$.
Suppose $\mathbb{I}_{H_{i}^{a}}(x)=0$, since $a_{n} \uparrow a$, we have $a_{n} r_{i} \leq a r_{i}$ and

$$
\mathbb{I}_{H_{i}^{a_{n}}}(x)=\mathbb{I}_{H_{i}^{a}}(x)=0
$$

If $\mathbb{I}_{H_{i}^{a}}(x)=1$, define $\epsilon_{i}=a r_{i}-d\left(x, y_{i}\right)>0$. Since $a_{n} \uparrow a$, there exists $m_{i}$ such that $\left|a_{n}-a\right|=a-a_{n}<\frac{\epsilon_{i}}{r_{i}}$ for all $n \geq m_{i}$. Hence $a_{n}>a-\frac{\epsilon_{i}}{r_{i}}$ and

$$
a_{n} r_{i}>a r_{i}-\epsilon_{i}=a r_{i}-a r_{i}+d\left(x, y_{i}\right)=d\left(x, y_{i}\right),
$$

it follows that $\mathbb{I}_{H_{i}^{a_{n}}}(x)=1$, for all $n \geq m_{i}$. Thus, for large $n$, we have $\mathbb{I}_{H_{i}^{a_{n}}}(x)-\mathbb{I}_{H_{i}^{a}}(x)=0$ for all $i<N$, which give us

$$
\left|c_{a_{n}}(x)-c_{a}(x)\right| \leq \epsilon
$$

as we required.

Since $c$ is injective, it possesses an inverse $c^{-1}: c(A \times S) \rightarrow A \times S$. Define $h$ to be the projection of $c^{-1}$ on its second coordinate. By Kuratowski's Theorem ([8], Theorem 10.5), the image of $c$ is a Borel subset of $[0,1 / 2]$ and the inverse map $c^{-1}$ is Borel measurable. It follows that $h$ is a Borel function.

Lemma 2.3.4 Let $\left\{y_{n}\right\}_{n=1}^{\infty}$ be sequence converging to $y$, where $y_{n}, y \in c(A \times$ $S)$. Then $h\left(y_{n}\right) \rightarrow h(y)$. In other words, $h$ is continuous in $c(A \times S)$.

Proof. Let $\left\{\left(a_{n}, x_{n}\right)\right\}_{n=1}^{\infty}$ be the correspondent sequence in $A \times S$, this is $c\left(a_{n}, x_{n}\right)=y_{n}$. Let $(a, x)$ be such that $c(a, x)=y$, notice that $h\left(y_{n}\right)=x_{n}$ and $h(y)=x$. Define $\left\{i_{k}\right\}_{k=1}^{\infty}$ and $\left\{i_{n k}\right\}_{k=1}^{\infty}$ to be the ternary representation of $y$ and $y_{n}$, so that

$$
y=\sum_{k=1}^{\infty} \frac{i_{k}}{3^{k}} \text { and } y_{n}=\sum_{k=1}^{\infty} \frac{i_{n k}}{3^{k}}, \forall n \in \mathbb{N} .
$$

We can also see $i_{n k}$ as $\mathbb{I}_{H_{k}^{a_{n}}}\left(x_{n}\right)$ and $i_{k}$ as $\mathbb{I}_{H_{k}^{a}}(x)$. The fact that $y_{n} \rightarrow y$ must imply that, eventually these first "ternary digits" of the elements in the sequence are equal to the digits in $y$. To prove it, let $N$ be the first integer such that $i_{n N} \neq i_{N}$, then

$$
\begin{aligned}
\left|y_{n}-y\right| & =\left|\sum_{k=1}^{\infty}\left(\frac{i_{n k}-i_{k}}{3^{k}}\right)\right|=\left|\frac{i_{n N}-i_{N}}{3^{N}}-\sum_{k=N+1}^{\infty}\left(\frac{i_{k}-i_{n k}}{3^{k}}\right)\right| \\
& \geq\left|\frac{i_{n N}-i_{N}}{3^{N}}\right|-\left|\sum_{k=N+1}^{\infty}\left(\frac{i_{n k}-i_{k}}{3^{k}}\right)\right|=\frac{1}{3^{N}}-\left|\sum_{k=N+1}^{\infty}\left(\frac{i_{n k}-i_{k}}{3^{k}}\right)\right| \\
& \geq \frac{1}{2 \cdot 3^{N}}
\end{aligned}
$$

because $\sum_{k \geq N+1} \frac{1}{3^{k}} \leq \frac{1}{2 \cdot 3^{N}}$. Since $\left|y_{n}-y\right| \rightarrow 0$, we have $N \rightarrow \infty$, so that each term in the ternary representation of $y_{n}$ and $y$ will eventually be the same.

Now, we will prove that $x_{n} \rightarrow x$. Fix any $\epsilon>0$. Take $z \in S$, the center of one of the open balls in $\left\{H_{n}\right\}_{n=1}^{\infty}$, such that $d(x, z)<\frac{\epsilon}{8}$. Let $k \in \mathbb{N}$ be such that $\frac{1}{k}<\frac{\epsilon}{8}$. Let $N \in \mathbb{N}$ be the index of $B\left(z, \frac{1}{k}\right)$ in $\left\{H_{n}\right\}_{n}$. It follows that

$$
H_{N}=B\left(z, \frac{1}{k}\right) \subset H_{N}^{a^{\prime}} \subset B(x, \epsilon), \quad \text { for all } a^{\prime} \in A
$$

Since $\mathbb{I}_{H_{N}^{a}}(x)=1$, we have that exists a large enough $n^{*}$ such that $x_{n} \in H_{N}^{a_{n}}$ for all $n \geq n^{*}$. It follows that $x_{n} \in B(x, \epsilon)$, which implies

$$
d\left(x_{n}, x\right)<\epsilon, \text { for all } n \geq n^{*} .
$$

Thus,

$$
h\left(\lim _{n \rightarrow \infty} y_{n}\right)=h(y)=x=\lim _{n \rightarrow \infty} x_{n}=\lim _{n \rightarrow \infty} h\left(x_{n}\right)
$$

as we claimed before.

Finally, we introduce a variation of the function $\rho$ constructed by Blackwell and Dubins. Define $\rho$, thus:

$$
\begin{equation*}
\rho(\mu, a, u)=\bar{h}\left[\rho^{*}\left(J_{a}(\mu), u\right)\right] \tag{2.3}
\end{equation*}
$$

where the subscript $a$ indicates the dependence of $J$ on $a$, and $\bar{h}$ is given by

$$
\bar{h}(y)=\left\{\begin{array}{ccc}
h(y) & \text { if } & y \in c(A \times S) \\
x^{*} & \text { if } & y \notin c(A \times S)
\end{array}\right.
$$

where $x^{*}$ is any element of $S$.
The change made to the original Blackwell and Dubins $\rho$ consists in extending $h$, using $\bar{h}$ instead. This is due to the fact that the range of $\rho^{*}$ may be larger than $c(A \times S)$, see Section 1.3.2.

In the following sections we show that the new $\rho$ is a (C3)-continuous representation of $\mathcal{M}(S)$, but may fail to be ( C 2 )-continuous.

### 2.3.1 Properties of $\rho$

As before, $\rho: \mathcal{M}(S) \times A \times(0,1) \rightarrow S$ is given by

$$
\rho(\mu, a, u)=\bar{h}\left[\rho^{*}\left(J_{a}(\mu), u\right)\right] .
$$

Since $\rho$ is a composition of several functions, it is enough to prove that the functions $\bar{h}, \rho^{*}$, and $J_{a}$ are (jointly) measurable to prove that $\rho$ is indeed measurable. Recall that the measurability of $\rho^{*}$ and $\bar{h}$ has been already proved.

Lemma 2.3.5 $J: \mathcal{M}(S) \times A \rightarrow \mathcal{M}(\mathbb{R})$ is jointly measurable.

Proof. By Theorem 1.3.3, it is enough to prove that $J_{a}: \mathcal{M}(S) \rightarrow \mathcal{M}(\mathbb{R})$ is measurable for all $a \in A$, and $J_{\mu}: A \rightarrow \mathcal{M}(\mathbb{R})$ is a left continuous function.

- $J_{a}$ is measurable. By Theorem 1.3.22 we only need to verify the measurability of $\varphi_{f}: \mathcal{M}(S) \rightarrow \mathbb{R}$, where $\varphi_{f}(\mu)=\int f d J_{a}(\mu), f \in C_{b}(\mathbb{R})$. Recall the definition of $J_{a}(\mu)$ : the distribution of $c_{a}$ under the measure $\mu$. Then

$$
\varphi_{f}(\mu)=\int_{\mathbb{R}} f d J_{a}(\mu)=\int_{S} f\left(c_{a}\right) d \mu
$$

Since $f \in C_{b}(\mathbb{R}), f \circ c_{a}$ is a bounded function from $S$ to $\mathbb{R}$. By the second example in Section 1.3.4 it is clear that $\varphi_{f}$ is a measurable function.

- $J_{\mu}$ is left continuous. Let $a \in A$, take $\left\{a_{n}\right\}$, any increasing sequence that converges to $a$. Our claim is that $J_{\mu}\left(a_{n}\right)$ converges to $J_{\mu}(a)$, in the topology of $\mathcal{M}(\mathbb{R})$. Recall Theorem 1.3.19, which establishes that if $f_{n}, f: S \rightarrow \mathbb{R}$ are random variables such that $f_{n} \rightarrow f$ a.s. then its distribution functions converge weakly. Lemma 2.3.3 shows that $c_{a_{n}} \rightarrow c_{a}$ a.s., which implies $J_{\mu}\left(a_{n}\right) \rightarrow J_{\mu}(a)$.

This completes the proof.

In summary, we have that all components of $\rho\left(\bar{h}, \rho^{*}\right.$ and $\left.J_{a}\right)$ are measurable functions, which implies the measurability of $\rho$.

Now, we analyze the distribution of the random element $\rho_{\mu}: A \times U \rightarrow S$. As usual, the $a$-section of $\rho$ is defined as the function $\rho_{a}: \mathcal{M}(S) \times(0,1) \rightarrow S$ determined by $\rho_{a}(\mu, u)=\rho(\mu, a, u)$. First, we will prove that for any $a \in A$ $\rho_{a}(\mu, \cdot)$ has distribution $\mu$.

To analyze the distribution of $\rho_{a}(\mu, \cdot)$ define $Y_{\mu}:(0,1) \rightarrow S$ as the function given by $Y_{\mu}(u)=\rho_{a}(\mu, u)$. First of all, notice that $Y_{\mu}$ is a Borel function since it is a section of a measurable function, so it is a random element from $(0,1)$ to $S$. Then its distribution $\lambda_{Y_{\mu}}$ is given by

$$
\lambda_{Y_{\mu}}(B)=\lambda\left(\left\{u: Y_{\mu}(u) \in B\right\}\right)=\lambda\left(Y_{\mu}^{-1}(B)\right), B \in \mathcal{B}(S)
$$

where, as usual, $\lambda$ is the Lebesgue measure in $(0,1)$. The class

$$
\mathcal{C}=\left\{B \in \mathcal{B}(S): x^{*} \notin B\right\}
$$

is a $\pi$-system that generates $\mathcal{B}(S)$, so if we show that $\lambda\left(Y_{\mu}^{-1}(B)\right)=\mu(B)$ for all $B \in \mathcal{C}$ it would imply that $\lambda \circ Y_{\mu}^{-1}=\mu$ in $\mathcal{B}(S)$.

Let $B \in \mathcal{C}$, then

$$
\begin{aligned}
Y_{\mu}^{-1}(B)= & \left\{u: Y_{\mu}(u) \in B\right\} \\
= & \left\{u: \bar{h}\left[\rho^{*}\left(J_{a}(\mu), u\right)\right] \in B\right\} \\
= & \left\{u: \bar{h}\left[\rho^{*}\left(J_{a}(\mu), u\right)\right] \in B, \rho^{*}\left(J_{a}(\mu), u\right) \in c(A \times S)\right\} \\
& \cup\left\{u: \bar{h}\left[\rho^{*}\left(J_{a}(\mu), u\right)\right] \in B, \rho^{*}\left(J_{a}(\mu), u\right) \notin c(A \times S)\right\} \\
= & \left\{u: h\left[\rho^{*}\left(J_{a}(\mu), u\right)\right] \in B, \rho^{*}\left(J_{a}(\mu), u\right) \in c(A \times S)\right\} \\
= & \left\{u: \rho^{*}\left(J_{a}(\mu), u\right) \in c(A \times B)\right\} .
\end{aligned}
$$

Notice that, by Kuratowski's Theorem ([8], Theorem 10.5), $c(A \times B)$ is a Borel set.

On the other hand, since $\rho^{*}$ is a representation of $\mathcal{M}(\mathbb{R})$, we have

$$
\lambda\left(Y_{\mu}^{-1}(B)\right)=J_{a}(\mu)[c(A \times B)]
$$

Moreover,

$$
\begin{aligned}
J_{a}(\mu)[c(A \times B)] & =\left(\mu \circ c_{a}^{-1}\right)(c(A \times B)) \\
& =\mu\left(\left\{x: c_{a}(x) \in c(A \times B)\right\}\right) \\
& =\mu(B)
\end{aligned}
$$

where the last equality is justified by $c$ being an injective function. We may now conclude that the distribution of $Y_{\mu}$ is actually $\mu$.

Finally, since the conditional distribution of $\rho$ given $a$ is $\mu$ for each $a$, its unconditional distribution is $\mu$.

### 2.3.2 (C3)-continuity of $\rho$

We start with an additional assumption, then we'll show that such assumption holds almost surely.

As before, let $a$ be any number in $A$. Suppose that $\mu\left(\partial H_{n}^{a}\right)=0$ for all $n \in \mathbb{N}$, our claim is that $\rho_{a}$ is (C3)-continuous at $\mu$, i.e. if $\mu_{k} \Rightarrow \mu$, then there exists $N_{\mu,\left\{\mu_{n}\right\}}^{a}$ with $\lambda\left(N_{\mu,\left\{\mu_{n}\right\}}^{a}\right)=0$ such that $\rho_{a}\left(\mu_{k}, u\right)$ converges to $\rho_{a}(\mu, u)$ for every $u \notin N_{\mu,\left\{\mu_{n}\right\}}^{a}$.

Now, just for a moment, lets suppose that $J_{a}\left(\mu_{k}\right) \Rightarrow J_{a}(\mu)$, then it would imply $\rho^{*}\left(J_{a}\left(\mu_{k}\right), u\right) \rightarrow \rho^{*}\left(J_{a}(\mu), u\right)$ for almost every $u$ since $\rho^{*}$ is a (C2)-continuous representation of $\mathcal{M}(\mathbb{R})$. Define the null set $N=\{u$ : $\left.\rho^{*}\left(J_{a}\left(\mu_{k}\right), u\right) \nrightarrow \rho^{*}\left(J_{a}(\mu), u\right)\right\}$.

If $u \notin N$ and $\rho^{*}\left(J_{a}\left(\mu_{k}\right), u\right), \rho^{*}\left(J_{a}(\mu), u\right) \in c(A \times S)$ then

$$
\rho_{a}\left(\mu_{k}, u\right)=h\left[\rho^{*}\left(J_{a}\left(\mu_{k}\right), u\right)\right] \rightarrow h\left[\rho^{*}\left(J_{a}(\mu), u\right)\right]=\rho_{a}(\mu, u)
$$

by Lemma 2.3.4. It is important to see that

$$
\begin{aligned}
\lambda\left(\left\{u: \rho^{*}\left(J_{a}\left(\mu_{k}\right), u\right) \in c(A \times S)\right\}\right) & =J_{a}\left(\mu_{k}\right)[c(A \times S)] \\
& =\mu_{k}\left(\left\{x: c_{a}(x) \in c(A \times S)\right\}\right) \\
& =\mu_{k}(S)=1
\end{aligned}
$$

for all $k$. Hence $\lambda\left(\left\{u: \rho^{*}\left(J_{a}\left(\mu_{k}\right), u\right), \rho^{*}\left(J_{a}(\mu), u\right) \in c(A \times S)\right\}\right)=1$. Now let

$$
N_{\mu,\left\{\mu_{n}\right\}}^{a}=N \cup\left\{u: \rho^{*}\left(J_{a}\left(\mu_{k}\right), u\right), \rho^{*}\left(J_{a}(\mu), u\right) \notin c(A \times S)\right\} .
$$

Then, it is easy to see that $\rho_{a}\left(\mu_{k}, u\right)$ converges to $\rho_{a}(\mu, u)$ for every $u \notin$ $N_{\mu,\left\{\mu_{n}\right\}}^{a}$. In conclusion, if we prove that $\mu_{k} \Rightarrow \mu$ implies $J_{a}\left(\mu_{k}\right) \Rightarrow J_{a}(\mu)$, for Lebesgue almost every $a \in A$, then we are done.

As proved before, in Lemma 2.3.2, $c_{a}$ is continuous in the complement of $\bigcup_{n} \partial H_{n}^{a}$ and, by hypothesis,

$$
\mu\left(\bigcup_{n} \partial H_{n}^{a}\right) \leq \sum_{n} \mu\left(\partial H_{n}^{a}\right)=0 .
$$

Therefore, we can apply theorem 1.3 .21 to get $\mu_{k} \circ c_{a}^{-1} \Rightarrow \mu \circ c_{a}^{-1}$. In other words,

$$
J_{a}\left(\mu_{k}\right) \Rightarrow J_{a}(\mu)
$$

It follows that, under the condition $\mu\left(\partial H_{n}^{a}\right)=0 \quad \forall n$, the conditional probability given $a$ of the discontinuity set of $\rho_{u}$ for $\mu$ and $\left\{\mu_{n}\right\}$ is zero.

If we prove that, for any $\mu$, the measure of the boundaries of $H_{n}^{a}$ is zero for all but countably many $a$, we are done, since the unconditional probability of the discontinuity set of the map $\mu \mapsto \rho(\mu, a, u)$ for $\mu,\left\{\mu_{n}\right\}$ will be zero. It implies that the representation is (C3)-continuous at each $\mu$.

To prove this initial hypothesis notice first that $\partial H_{n}^{a_{1}} \cap \partial H_{n}^{a_{2}}=\emptyset$ for $a_{1} \neq a_{2}$. It implies that for a fixed $n$, the set of $\left\{a: \mu\left(\partial H_{n}^{a}\right)>0\right\}$ is indeed countable. Then, the equality

$$
\left\{a: \mu\left(\partial H_{n}^{a}\right)>0, n \in \mathbb{N}\right\}=\bigcup_{n}\left\{a: \mu\left(\partial H_{n}^{a}\right)>0\right\}
$$

shows that it is possible to rewrite the first set as a countable union of countable sets, which proves our claim.

### 2.4 Fernique's Extension

In 1988 a paper was published by X. Fernique ([10]) giving an explicit way to construct a (C2)-continuous representation of $\mathcal{M}(S)$, for any Polish space $S$. We start with some definitions and notation. As before, $S$ is a Polish space with metric $d$. Recall that for $\epsilon>0, F \subset S$

$$
F_{\epsilon}=\{x \in S: d(x, F)<\epsilon\}
$$

The Prohorov metric on $\mathcal{M}(S)$, denoted by $d_{P}$, is given by

$$
d_{P}(\mu, \nu)=\inf \left\{\epsilon>0: \text { for all closed set } F, \mu(F) \leq \nu\left(F_{\epsilon}\right)+\epsilon\right\}
$$

see (1.4), Section 1.3.5. In this section we explain Fernique's (C2)-continuous representation of $\mathcal{M}(S)$. Blackwell and Dubins representation uses a function from Polish to a more particularly studied space, the interval $[0,1]$. Such construction is too "discontinuous" and fails to capture the structure of $S$. Fernique regularize it using continuous partitions of unity, (see Section 1.1.3). Actually, this representation does not use a second parameter as the first representation where the domain of $\rho$ is $\mathcal{M}(S) \times([1,2] \times[0,1])$.

In this section $(U, \mathcal{F}, \lambda)$ denotes $[0,1)$ with its usual topology and the Lebesgue measure. For any integer $n \geq 0$, let

$$
\mathcal{T}_{n}=\left\{O_{n, k}, k=0,1,2,3, \ldots\right\}
$$

be a sequence, ordered by $k$, of open sets of diameter less or equal to $2^{-n}$ covering $S$. Let $F_{n}=\left\{f_{t}, t \in \mathcal{T}_{n}\right\}$ be a continuous partition of unity dominated by $\mathcal{T}_{n}$ (existence is given by Theorem 1.1.2), provided with the order induced by its index. The partitions $F_{n}$ are in general not comparable, in the sense that there is not a clear relationship between the sets in $\mathcal{T}_{n}$ for different values of $n$. Let

$$
\mathcal{G}^{n}=F_{1} \times \cdots \times F_{n} .
$$

For simplicity, sometimes we write $\left(a_{1}, \ldots, a_{n}\right)=\left(f_{a_{1}}, \ldots, f_{a_{n}}\right)$, where $f_{a_{i}} \in$ $F_{i}$. We equip $\mathcal{G}^{n}$ with the dictionary (or lexicographic) order associated with the orders of its factors: $\left(a_{1}, a_{2}, \ldots, a_{n}\right)<\left(b_{1}, b_{2}, \ldots, b_{n}\right)$ iff any of the following is true

- $a_{1}<b_{1}$
- $a_{1}=b_{1}$ and $a_{2}<b_{2}$
- $a_{1}=b_{1}, a_{2}=b_{2}$ and $a_{3}<b_{3}$
- $a_{i}=b_{i}$ for $i=1, \ldots, n-1$ and $a_{n}<b_{n}$.

We may identify $\mathcal{G}^{n}$ with the ordinal space $\left[0, \omega^{n}\right)$ as follows,

$$
\begin{aligned}
(0,0, \ldots, 0,0,0) & =0 \\
(0,0, \ldots, 0,0,1) & =1 \\
(0,0, \ldots, 0,0,2) & =2 \\
& \vdots \\
(0,0, \ldots, 0,0, k) & =k \\
& \vdots \\
(0,0, \ldots, 0,1,0) & =\omega \\
(0,0, \ldots, 0,1,1) & =\omega+1
\end{aligned}
$$

$$
\begin{aligned}
(0,0, \ldots, 0,1,2) & =\omega+2 \\
& \vdots \\
(0,0, \ldots, 0,2,0) & =\omega+\omega=\omega \cdot 2 \\
& \vdots \\
(0,0, \ldots, 0, k, m) & =\omega \cdot k+m \\
& \vdots \\
(0,0, \ldots, 1,0,0) & =\omega \cdot \omega=\omega^{2}
\end{aligned}
$$

and, in general

$$
\left(a_{1}, a_{2}, \ldots, a_{n}\right)=\sum_{i=1}^{n} \omega^{n-i} \cdot a_{i}
$$

At any element $g$ of $\mathcal{G}^{n}$, we associate the product

$$
p(g)=f_{a_{1}} \cdot f_{a_{2}} \cdots f_{a_{n}} .
$$

As in Section 1.1.3 the support of $p(g)$ is the set $\overline{\{x \in S: p(g)(x) \neq 0\}}$. Denote by $t(g)$ an element in the support of $p(g)$. Notice that

$$
\begin{equation*}
\operatorname{supp} p(g) \subset B\left(t(g), 2^{-n}\right) \tag{2.4}
\end{equation*}
$$

where $B\left(t(g), 2^{-n}\right)$ represents the open ball with center at $t(g)$ and radius $2^{-n}$. For every pair $(m, n)$ of integers larger or equal to 0 , let $q^{(m+n, n)}$ be the projection of $\mathcal{G}^{n+m}$ on $\mathcal{G}^{n}$, i.e.

$$
q^{(n+m, n)}\left(f_{a_{1}}, f_{a_{2}}, \ldots, f_{a_{n+m}}\right)=\left(f_{a_{1}}, f_{a_{2}}, \ldots, f_{a_{n}}\right), \quad f_{a_{i}} \in F_{i} .
$$

Lemma 2.4.1 For any $n \in \mathbb{N}$ the set $\left\{p(g), g \in \mathcal{G}^{n}\right\}$ is a continuous partition of unity. Moreover, $\left\{p(g), g \in \mathcal{G}^{n+1}\right\}$ is finer than $\left\{p(g), g \in \mathcal{G}^{n}\right\}$, meaning that

$$
\begin{equation*}
p(g)=\sum\left\{p(h): h \in \mathcal{G}^{n+1}, q^{(n+1, n)}(h)=g\right\}, \quad \forall g \in \mathcal{G}^{n} . \tag{2.5}
\end{equation*}
$$

Proof. Clearly, $p(g)$ is continuous and has range in $[0,1]$. Fix any $x \in S$, since $F_{1}$ is a partition of unity $f(x)=0$ for all but finitely many $f \in F_{1}$.

The same is true for $k=1, \ldots, n$, therefore $p(g)(x)=0$ for all but finitely many $g \in \mathcal{G}^{n}$.

To prove (2.5), let $g=\left(f_{a_{1}}, \ldots, f_{a_{n}}\right) \in \mathcal{G}^{n}$ where $f_{a_{i}} \in F_{i}$, then

$$
\left\{h \in \mathcal{G}^{n+1}: q^{(n+1, n)}(h)=g\right\}=\left\{\left(f_{a_{1}}, \ldots, f_{a_{n}}, h_{i}\right): h_{i} \in F_{n+1}\right\}
$$

It follows that

$$
\begin{aligned}
\sum\left\{p(h): h \in \mathcal{G}^{n+1}, q^{(n+1, n)}(h)=g\right\} & =\sum_{i=0}^{\infty} p\left(f_{a_{1}}, \ldots, f_{a_{n}}, h_{i}\right)(x) \\
& =\sum_{i=0}^{\infty} f_{a_{1}}(x) \cdots f_{a_{n}}(x) \cdot h_{i}(x) \\
& =f_{a_{1}}(x) \cdots f_{a_{n}}(x) \sum_{i=0}^{\infty} h_{i}(x) \\
& =f_{a_{1}}(x) \cdots f_{a_{n}}(x) \cdot 1=p(g)(x) .
\end{aligned}
$$

Finally, to show $\sum_{g \in \mathcal{G}^{n}} p(g)(x)=1$, notice that

$$
\begin{aligned}
\sum_{g \in \mathcal{G}^{n}} p(g)(x) & =\sum_{g \in \mathcal{G}^{n-1}} \sum_{f \in F_{n}} p(g)(x) \cdot f(x)=\sum_{g \in \mathcal{G}^{n-1}} p(g)(x), \quad \text { by }(2.5) \\
& =\sum_{g \in \mathcal{G}^{n-2}} \sum_{f \in F_{n-1}} p(g)(x) \cdot f(x)=\sum_{g \in \mathcal{G}^{n-2}} p(g)(x) \\
& =\cdots=\sum_{g \in \mathcal{G}^{1}} p(g)(x)=\sum_{g \in F_{1}} g(x)=1
\end{aligned}
$$

which completes the proof.

For any element $g$ of $\mathcal{G}^{n}$, set

$$
\Sigma_{n}(g)=\sum_{h \in \mathcal{G}^{n}, h<g} p(h) .
$$

Clearly, $\Sigma_{n}: \mathcal{G}^{n} \rightarrow[0,1)$ is an increasing sequence (recall that we equipped $\mathcal{G}^{n}$ with the dictionary order).

Lemma 2.4.2 For any integer $n \geq 1$ and all $g \in \mathcal{G}^{n}$, it is possible to simplify

$$
\begin{equation*}
\Sigma_{n}(g)=\Sigma_{n-1}\left(g^{\prime}\right)+p\left(g^{\prime}\right) \sum_{f \in F_{n}, f<g_{n}} f \tag{2.6}
\end{equation*}
$$

where $g^{\prime}=q^{(n, n-1)}(g)$ and $g_{n}$ is the $n^{\text {th }}$ entry of $g$.

Proof. Suppose that $g$ has no predecessor in $\mathcal{G}^{n}$, i.e. $g$ is of the form $\sum_{i=1}^{n-1} \omega^{i} \cdot a_{i}, a_{i} \neq 0$ for at least one $i$. In that case

$$
g=(\underbrace{f_{a_{1}}, \ldots, f_{a_{n-1}}}_{g^{\prime}}, f_{0})=\left(g^{\prime}, f_{0}\right)
$$

and the equation (2.6) is trivially satisfied.
Now, suppose that $g$ has predecessor in $\mathcal{G}^{n}$, i.e. $g$ is of the form $\left(g^{\prime}, k\right)$. Notice that, by $g=\left(g^{\prime}, k\right)$ we mean that the $\mathrm{n}^{\text {th }}$ entry in $g \in \mathcal{G}^{n}=F_{1} \times \cdots \times F_{n}$ is the function $f_{k} \in F_{n}=\left\{f_{i}\right\}_{i=0}^{\infty}$. In this case

$$
\begin{aligned}
\Sigma_{n}(g) & =\sum_{h \in \mathcal{G}^{n}, h<g} p(h)=\sum_{h<\left(g^{\prime}, 0\right)} p(h)+\sum_{i=0}^{k-1} p\left(\left(g^{\prime}, i\right)\right) \\
& =\sum_{h \in \mathcal{G}^{n-1}, h<g^{\prime}} p(h)+\sum_{i=0}^{k-1} p\left(g^{\prime}\right) \cdot f_{i}, \quad f_{i} \in F_{n} \\
& =\Sigma_{n-1}\left(g^{\prime}\right)+p\left(g^{\prime}\right) \cdot \sum_{i=0}^{k-1} f_{i}
\end{aligned}
$$

as we wanted to show.

By induction, this implies in particular that the functions $\Sigma_{n}(g)$ are continuous and bounded on $S$. As we mentioned before, some elements of $\mathcal{G}^{n}$ have no precedent, but every element $g$ has a successor $g^{+}$. Let $\mu$ be a probability measure on $S$. Fix an integer $n \geq 0$ and denote by $\mu_{n} \in \mathcal{M}(S)$ the probability measures defined by

$$
\mu_{n}=\sum_{g \in \mathcal{G}^{n}}\left(\int p(g) d \mu\right) \delta_{t(g)}
$$

Our claim is that the sequence in $\mathcal{M}(S)$ constructed in this way converges weakly to $\mu$.

Lemma 2.4.3 For all $n, d_{P}\left(\mu_{n}, \mu\right) \leq 2^{-n}$.

Proof. Let $F \subset S$ be a closed set, in order to prove the lemma we must show $\mu_{n}(F) \leq \mu\left(F_{2^{-n}}\right)+2^{-n}$. Define the following sets

$$
\begin{aligned}
& A_{F}=\left\{g \in \mathcal{G}^{n}: t(g) \in F\right\} \\
& B_{F}=\left\{g \in \mathcal{G}^{n}: \operatorname{supp} p(g) \cap F \neq \emptyset\right\}
\end{aligned}
$$

clearly $A_{F} \subset B_{F}$. Then

$$
\mu_{n}(F)=\sum_{g \in A_{F}}\left(\int p(g) d \mu\right) \leq \sum_{g \in B_{F}}\left(\int p(g) d \mu\right)=\int \sum_{g \in B_{F}} p(g) d \mu
$$

By (2.4), $g \in B_{F}$ implies supp $p(g) \subset F_{2^{-n}}$. Then

$$
\int \sum_{g \in B_{F}} p(g) d \mu=\int_{F_{2-n}} \sum_{g \in B_{F}} p(g) d \mu \leq \int_{F_{2-n}} 1 d \mu=\mu\left(F_{2-n}\right)
$$

In summary

$$
\mu_{n}(F) \leq \mu\left(F_{2^{-n}}\right)<\mu\left(F_{2^{-n}}\right)+2^{-n}
$$

for all closed set $F$.

A simple recurrence, based on (2.6) after integration and the fact that, as $g$ increases $\Sigma_{n}(g) \uparrow 1$ (because $\sum_{g \in \mathcal{G}^{n}} p(g)$ is the constant 1 in $S$ ), show that for every $x \in[0,1)$ there exists a unique element $g$ of $\mathcal{G}^{n}$, denoted by $g_{x}$, such that

$$
\int \Sigma_{n}\left(g_{x}\right) d \mu \leq x<\int \Sigma_{n}\left(g_{x}^{+}\right) d \mu
$$

Define the function $X_{n}$ from $[0,1)$ to $S$ by putting $X_{n}(x)=t\left(g_{x}\right)$ for all $x$ in $[0,1)$.

Lemma 2.4.4 $X_{n}$ is a well defined measurable function. Moreover $X_{n} \stackrel{D}{=} \mu_{n}$.

Proof. First notice that $\left\{t(g): g \in \mathcal{G}^{n}\right\}$ is a countable set and $X_{n}^{-1}\{t(g)\}=\left\{x \in[0,1): X_{n}(x)=t(g)\right\}=\bigcup_{\{h: t(h)=t(g)\}}\left[\int \Sigma_{n}(h) d \mu, \int \Sigma_{n}\left(h^{+}\right) d \mu\right)$,
therefore

$$
\begin{aligned}
\lambda\left(X_{n}=t(g)\right) & =\sum_{\{h: t(h)=t(g)\}}\left(\int \Sigma_{n}\left(h^{+}\right) d \mu-\int \Sigma_{n}(h) d \mu\right) \\
& =\sum_{\{h: t(h)=t(g)\}} \int\left[\Sigma_{n}(h)+p(h)-\Sigma_{n}(h)\right] d \mu \\
& =\sum_{\{h: t(h)=t(g)\}} \int p(h) d \mu \\
& =\mu_{n}(t(g)) .
\end{aligned}
$$

Lemma 2.4.5 For every $x \in[0,1)$ the sequence $\left\{X_{n}(x)\right\}_{n=1}^{\infty}$ is a Cauchy sequence in the complete space $(S, d)$. Then it converges to a limit $X(x)$, satisfying

$$
d\left(X_{n}(x), X(x)\right) \leq 2^{-n}, \quad \forall x \in[0,1), \forall n \in \mathbb{N}
$$

Proof. Suppose $X_{n}(x)=t(g)$ and $X_{n+1}(x)=t(h)$, then
$\int \Sigma_{n}(g) d \mu \leq x<\int \Sigma_{n}\left(g^{+}\right) d \mu$ and $\quad \int \Sigma_{n+1}(h) d \mu \leq x<\int \Sigma_{n+1}\left(h^{+}\right) d \mu$.
Let

$$
h_{i}=\left(g, f_{i}\right)=(\underbrace{g_{a_{1}}, \ldots, g_{a_{n}}}_{g}, f_{i}), \quad f_{i} \in F_{n+1}=\left\{f_{i}\right\}_{i=0}^{\infty} .
$$

$\operatorname{By}(2.6), \Sigma_{n+1}\left(h_{0}\right)=\Sigma_{n}(g) \leq x$ and $\Sigma_{n+1}\left(h_{i}\right)=\Sigma_{n}(g)+p(g) \sum_{j<i} f_{j}$. It follows that

$$
\lim _{k \rightarrow \infty} \Sigma_{n+1}\left(h_{k}\right)=\Sigma_{n}(g)+p(g) \sum_{j} f_{j}=\Sigma_{n}\left(g^{+}\right) .
$$

Since $x<\Sigma_{n}\left(g^{+}\right)$, there exists $k$ so that

$$
\Sigma_{n+1}\left(h_{k}\right) \leq x<\Sigma_{n+1}\left(h_{k}^{+}\right),
$$

which implies $q^{(n+1, n)}(h)=g$. Hence supp $p(h) \subset \operatorname{supp} p(g) \subset B\left(t(g), 2^{-n}\right)$. Notice that the last contention is given by (2.4). Therefore

$$
d(t(h), t(g))=d\left(X_{n}(x), X_{n+1}(x)\right) \leq 2^{-n} .
$$

Similarly, if $X_{n+2}(x)=t\left(h^{\prime}\right)$ then

$$
q^{(n+2, n)}\left(h^{\prime}\right)=q^{(n+1, n)}\left[q^{(n+2, n+1)}\left(h^{\prime}\right)\right]=q^{(n+1, n)}(h)=g .
$$

In general, $d\left(X_{n}(x), X_{n+m}(x)\right) \leq 2^{-n}$. Finally, let

$$
X(x)=\lim _{n \rightarrow \infty} X_{n}(x) .
$$

It follows that $d\left(X_{n}(x), X(x)\right) \leq 2^{-n}$.
The function $X:[0,1) \rightarrow S$ defined above is measurable, and because of the relationship between its law and the sequence $\left\{\mu_{n}\right\}$ (which converges weakly to $\mu$ ) we know $X \stackrel{D}{\underline{D}} \mu$. We set $X=X(\mu)$ and $X_{n}=X(\mu, n)$.

For any integer $n \geq 0$ and any probability measure $\mu$ on $S$, let

$$
N(\mu, n)=\left\{\int \Sigma_{n}(g) d \mu: g \in \mathcal{G}^{n}\right\}
$$

Lemma 2.4.6 The set $N(\mu, n)$ is a closed subset in $[0,1)$ and

$$
N(\mu)=\bigcup_{n \in \mathbb{N}} N(\mu, n)
$$

is a countable null subset of $[0,1)$.
Proof. Let $\Psi: \mathcal{G}^{n} \cup\left\{\omega^{n}\right\} \rightarrow[0,1]$ be the function defined by

$$
\begin{aligned}
\Psi(g) & =\int \sum_{f<g} p(f) d \mu=\int \Sigma_{n}(g) d \mu, \quad g \in \mathcal{G}^{n} \\
\Psi\left(\omega^{n}\right) & =\int \sum_{f \in \mathcal{G}^{n}} p(f) d \mu=1 .
\end{aligned}
$$

Since $p(g) \geq 0$ in $S$ for all $g \in \mathcal{G}^{n}$, the function can be interpreted as an increasing ordinal indexed sequence. In order to prove continuity of $\Phi$ we only have to show $\Phi(g) \uparrow \Phi(f)$ whenever $g \uparrow f$, where $f$ is a limit ordinal. Notice that $f$ must be either $\omega^{n}$ or an element of $\mathcal{G}^{n}$ of the form

$$
(\underbrace{f_{a_{1}}}_{\in F_{1}}, \ldots, \underbrace{f_{a_{n-1}}}_{\in F_{n-1}}, \underbrace{f_{0}}_{\text {first in } F_{n}})=\left(a_{1}, \ldots, a_{n-1}, 0\right)=\sum_{i=1}^{n-1} \omega^{n-i} \cdot a_{i}
$$

when $a_{i} \neq 0$ for at least one $i$. Suppose $f \neq \omega^{n}$. Take any $g<f$, then

$$
\Sigma_{n}(f)-\Sigma_{n}(g)=\sum_{h \in[g, f)} p(h)
$$

Fix $x \in S$, since $\left\{p(g): g \in \mathcal{G}^{n}\right\}$ is a continuous partition of unity we have that $p(g)(x)=0$ for all but finitely many $g$. It follows that if $g$ is close enough to $f$ then $\left[\Sigma_{n}(f)-\Sigma_{n}(g)\right](x)=0$. In other words, $\Sigma_{n}(f)-\Sigma_{n}(g)$ decreases pointwise to zero as $g \uparrow f$. Then

$$
\Phi(f)-\Phi(g)=\int\left[\Sigma_{n}(f)-\Sigma_{n}(g)\right] d \mu \rightarrow 0, \quad \text { as } g \uparrow f
$$

Similarly, it can be proved that $\Phi$ is continuous at $f=\omega^{n}$. We use the fact that $\left[0, \omega^{n}\right]$ is a compact set to prove that the direct image of $\Phi$ is compact, thus closed, in $[0,1]$. That is,

$$
\begin{aligned}
\Phi\left(\mathcal{G}^{n} \cup\left\{\omega^{n}\right\}\right) & =\left\{\int \Sigma_{n}(g) d \mu: g \in \mathcal{G}^{n}\right\} \cup\{1\} \\
& =N(\mu, n) \cup\{1\}
\end{aligned}
$$

is closed, which implies that $N(\mu, n)$ is closed in $[0,1)$.
Finally, it is immediate that $N(\mu, n)$ and $N(\mu)$ are countable null sets.

Let $\mu$ be an element of $\mathcal{M}(S)$ and let $\left\{\mu_{i}\right\}_{i=1}^{\infty}$ be a sequence converging weakly to $\mu$. Take any $x \notin N(\mu)$ and any $\epsilon>0$. Then choose an integer $n$ such that $2^{-n+1}<\epsilon$. In particular $x \notin N(\mu, n)$, therefore there exists $\delta>0$ and $g \in \mathcal{G}^{n}$ such that

$$
\int \Sigma_{n}(g) d \mu<x-\delta<x+\delta<\int \Sigma_{n}\left(g^{+}\right) d \mu
$$

The sums $\Sigma_{n}(g)$ and $\Sigma_{n}\left(g^{+}\right)$are bounded continuous functions, therefore $\mu_{i} \Rightarrow \mu$ implies $\int \Sigma_{n}(g) d \mu_{i} \rightarrow \int \Sigma_{n}(g) d \mu$ and $\int \Sigma_{n}\left(g^{+}\right) d \mu_{i} \rightarrow \int \Sigma_{n}\left(g^{+}\right) d \mu$. Then, there exists $k \in \mathbb{N}$ so that

$$
\int \Sigma_{n}(g) d \mu_{i} \leq x<\int \Sigma_{n}\left(g^{+}\right) d \mu_{i} \quad \text { for all } i \geq k
$$

which give us the equality $X\left(\mu_{i}, n\right)(x)=X(\mu, n)(x)$. Moreover,

$$
\begin{aligned}
d\left(X\left(\mu_{i}\right)(x), X(\mu)(x)\right) & \leq d\left(X\left(\mu_{i}\right)(x), X\left(\mu_{i}, n\right)(x)\right)+d\left(X\left(\mu_{i}, n\right)(x), X(\mu)(x)\right) \\
& =d\left(X\left(\mu_{i}\right)(x), X\left(\mu_{i}, n\right)(x)\right)+d(X(\mu, n)(x), X(\mu)(x)) \\
& =2^{-n}+2^{-n}=2^{-n+1} \leq \epsilon .
\end{aligned}
$$

It shows that the sequence $\left\{X\left(\mu_{i}\right)(x)\right\}_{i=1}^{\infty}$ converges to $X(\mu)(x)$.
Finally, Fernique's (C2)-continuous representation $\rho: \mathcal{M}(S) \times[0,1) \rightarrow S$ is given by

$$
\rho(\mu, x)=X(\mu, x)
$$

The previous lemmas confirm that $\rho$ has the properties required to be (C2)continuous. The only thing we must show is the measurability of $\rho$.

Lemma 2.4.7 The function $\rho: \mathcal{M}(S) \times[0,1) \rightarrow S$ is jointly measurable.

Proof. Since $\rho(\mu, x)=\lim _{n \rightarrow \infty} X_{n}(\mu, x)$, where $X_{n}(\mu, x)=X(\mu, n)(x)$, it is enough to prove that $X_{n}: \mathcal{M}(S) \times[0,1) \rightarrow S$ is jointly measurable for all $n$. Fix any $n \in \mathbb{N}$ and, for simplicity, let $\hat{\rho}(\mu, x)=X_{n}(\mu, x)$. Then we show

- $\hat{\rho}_{x}: \mathcal{M}(S) \rightarrow S$ is measurable,
- $\hat{\rho}_{\mu}:[0,1) \rightarrow S$ is right continuous.

By Theorem 1.3.3 the joint measurability of $\hat{\rho}$ is implied.
To show the first part recall $\hat{\rho}(\mu, x)=t\left(g_{x}\right)$, where $g_{x}$ is the unique element of $\mathcal{G}^{n}$ such that

$$
\int \Sigma_{n}\left(g_{x}\right) d \mu \leq x<\int \Sigma_{n}\left(g_{x}^{+}\right) d \mu
$$

Since the range of $\hat{\rho}_{x}$ is a subset of $\left\{t(g): g \in \mathcal{G}^{n}\right\} \subset S$, we can conclude that $\hat{\rho}_{x}$ only takes countable many values in $S$. Hence, to verify measurability, we only need to check whether or not the set $\hat{\rho}_{x}^{-1}\{t(g)\}$ is measurable for all $g \in \mathcal{G}^{n}$. Notice that,

$$
\begin{aligned}
\left.\hat{\rho}_{x}^{-1}\{t(g)\}\right) & =\left\{\mu \in \mathcal{M}(S): \hat{\rho}_{x}(\mu)=t(g)\right\} \\
& =\left\{\mu \in \mathcal{M}(S): \int \Sigma_{n}(f) d \mu \leq x<\int \Sigma_{n}\left(f^{+}\right) d m, \quad t(f)=t(g)\right\}
\end{aligned}
$$

On the other hand, the set

$$
\left\{\mu \in \mathcal{M}(S): \int \Sigma_{n}(f) d \mu \leq x<\int \Sigma_{n}\left(f^{+}\right) d \mu\right\}
$$

can be rewritten as

$$
\left\{\mu \in \mathcal{M}(S): \int \Sigma_{n}(f) d \mu \leq x\right\} \bigcap\left\{\mu \in \mathcal{M}(S): x<\int \Sigma_{n}\left(f^{+}\right) d \mu\right\}
$$

the intersection of two measurable subsets of $\mathcal{M}(S)$ (example 3, Section 1.3.4). This proves that $\hat{\rho}_{x}^{-1}$ is measurable.

Now, we prove the second part. Take any $\mu \in \mathcal{M}(S)$ and fix $x \in[0,1)$, we must show that for any decreasing sequence $\left\{x_{k}\right\}_{k=1}^{\infty}$ converging to $x$ we have $\hat{\rho}_{\mu}\left(x_{k}\right) \rightarrow \hat{\rho}_{\mu}(x)$. Let

$$
\epsilon=\int \Sigma_{n}\left(g_{x}^{+}\right) d \mu-x>0
$$

Find $k^{*}$ such that $\left|x-x_{k}\right|=x_{k}-x<\epsilon$ for all $k \geq k^{*}$. Since $\int \Sigma_{n}\left(g_{x}\right) d \mu \leq$ $x \leq x_{k}$, we can conclude

$$
\int \Sigma_{n}\left(g_{x}\right) d \mu \leq x_{k}<\int \Sigma_{n}\left(g_{x}^{+}\right) d \mu \quad \text { for all } k \geq k^{*}
$$

The fact that $x \mapsto g_{x}$ is uniquely determined implies $g_{x_{k}}=g_{x}$ for all $k \geq k^{*}$. That is, $\hat{\rho}_{\mu}\left(x_{n}\right)=\hat{\rho}_{\mu}(x)$ for a large enough $k$, and the proof is complete.

## Chapter 3

## Liftings with Fixed Boundary Values

### 3.1 Construction of Liftings with Fixed Boundary

In this chapter we present another variation of Skorohod's theorem by Jean Cortissoz (see [5]). We begin with some notation: let $L^{0}(\Omega, S)$ be the space of $S$-valued random elements from $\Omega$, where $S$ is a Polish space. Suppose $\alpha$ is a continuous path from $[0,1]$ to $\mathcal{M}(S)$, then we ask ourselves: is it possible to find a continuous $\bar{\alpha}:[0,1] \rightarrow L^{0}(\Omega, S)$ so that the distribution of $\bar{\alpha}(t)$ is $\alpha(t)$ for all $t \in[0,1]$ ? Notice that we ask continuity for the path $\bar{\alpha}$ but we have not yet specified a topology in $L^{0}(\Omega, S)$. If by "continuous" we mean that whenever $t_{n} \rightarrow t$ we must have $\bar{\alpha}\left(t_{n}\right) \rightarrow \bar{\alpha}(t)$ a.s., then knowing the existence of a (C2)-continuous representation $\rho$ and putting $\Omega=[0,1]$, we can easily take

$$
\begin{equation*}
\bar{\alpha}(t)=\rho(\alpha(t), \cdot) \tag{3.1}
\end{equation*}
$$

to obtain the desired result. Indeed, there is no need to restrict ourselves to the case $\Omega=[0,1]$. It is possible to generalize equation (3.1) when $(\Omega, \mathcal{F}, P)$ is a non atomic probability space. A subset $A$ of $\Omega$ is an atom if $\forall B \in$ $\mathcal{F}, B \subset A$ we have either $P(B)=P(A)$ or $P(B)=0$. If there is no atom then the probability space is said to be non atomic.

Lemma 3.1.1 Let $(\Omega, \mathcal{F}, P)$ be non atomic. For any $t \in[0,1]$ there exists $E_{t} \in \mathcal{F}$ satisfying $P\left(E_{t}\right)=t$.

A proof for the lemma above can be found in [4] (Corollary 1.12.10, p.56) or [14].

Lemma 3.1.2 If $\Omega$ is non atomic then there exists a $[0,1]$-uniform random variable $X$ from $\Omega$. That is, the distribution of $X, P \circ X^{-1}$, is equal to the Lebesgue measure $\lambda$ in $[0,1]$.

Proof. Let $\left\{q_{n}\right\}_{n=1}^{\infty}$ be an enumeration of $\mathbb{Q} \cap(0,1)$. Inductively we construct $E_{q_{1}}, E_{q_{2}}, \ldots$ so that

$$
P\left(E_{s}\right)=s \quad \text { and } \quad E_{s} \subset E_{t} \quad \text { iff } s \leq t
$$

To do so, start with $E_{q_{1}}$ satisfying $P\left(E_{q_{1}}\right)=q_{1}$. If $q_{2}<q_{1}$ take $E_{q_{2}} \subset E_{q_{1}}$ with $P\left(E_{q_{2}}\right)=q_{2}$. If $q_{2}>q_{1}$ find $A \subset \Omega \backslash E_{q_{1}}$ with $P(A)=q_{2}-q_{1}$ and take $E_{q_{2}}=E_{q_{1}} \cup A$. Following that method we can get sets with the desired properties. In addition we ask $E_{0}=\emptyset$ and $E_{1}=\Omega$.

Define $X: \Omega \rightarrow[0,1]$ as

$$
X(\omega)=\inf \left\{q: \omega \in E_{q}\right\}
$$

The set $X^{-1}[0, q]$ is given by $\bigcap_{t>q, t \in \mathbb{Q}} E_{t}$. It follows that $X$ is indeed a measurable function with distribution $\lambda$, because for all $s>q$

$$
E_{q} \subset \bigcap_{t>q, t \in \mathbb{Q}} E_{t} \subset E_{s}
$$

then $P\left(\bigcap_{t>q, t \in \mathbb{Q}} E_{t}\right)=q$.

As a consequence, (3.1) can be transformed into

$$
\bar{\alpha}(t)=\rho(\alpha(t), X(\omega))
$$

Clearly it meets the requirements described in the first paragraph. From now on $\Omega$ is non atomic.

Another question that rises when looking for a path $\bar{\alpha}$ is if one can fix the endpoints at $t=0$ and $t=1$. The previous path does not satisfy this extra condition, because once we evaluate $\rho$ at $\alpha(t) \in \mathcal{M}(S)$ we get a random element whose law is indeed $\alpha(t)$, but we do not get to choose the random element we wanted from all possible $X \in L^{0}(\Omega, S)$ having this law. It makes us wonder if convergence a.s. in $L^{0}(\Omega, S)$ is too "strong" and if we should consider other topologies in this set.

Let $X_{n}, X:(\Omega, \mathcal{F}, P) \rightarrow S$, we say that $\left\{X_{n}\right\}_{n}$ converges in probability to $X\left(X_{n} \xrightarrow{P} X\right)$ if for every $\epsilon>0$

$$
\lim _{n \rightarrow \infty} P\left\{\omega: d\left(X_{n}(\omega), X(\omega)\right) \geq \epsilon\right\}=0
$$

As before, let $\alpha:[0,1] \rightarrow \mathcal{M}(S)$ be a continuous path. A lifting of $\alpha$ is a continuous function $\bar{\alpha}:[0,1] \rightarrow L^{0}(\Omega, S)\left(L^{0}(\Omega, S)\right.$ endowed with the topology of the convergence in probability) such that, for all $t \in[0,1]$, the law of $\bar{\alpha}(t)$ is $\alpha(t)$.

Cortissoz was able to prove the existence of liftings with fixed endpoints at 0 and 1. That is, if $X_{0}$ and $X_{1}$ are $S$-valued random elements defined on $(\Omega, \mathcal{F}, P)$, a non atomic probability space, with distributions $\alpha(0)$ and $\alpha(1)$ respectively, then we can construct a lifting $\bar{\alpha}$ for which $\bar{\alpha}(0)=X_{0}$ and $\bar{\alpha}(1)=X_{1}$. This chapter is devoted to proving this statement.

Let $\hat{d}: L^{0}(\Omega, S) \times L^{0}(\Omega, S) \rightarrow[0,1]$ be given by

$$
\hat{d}(X, Y)=\inf \{\epsilon>0: P\{\omega: d(X(\omega), Y(\omega)) \geq \epsilon\} \leq \epsilon\}
$$

The metric $\hat{d}$ is called the Ky Fan metric, [7] (p. 226).

Lemma 3.1.3 Given a sequence $\left\{X_{n}\right\}_{n=1}^{\infty}$ and $X$ an element of $L^{0}(\Omega, S)$

$$
X_{n} \xrightarrow{P} X \quad \text { iff } \quad \lim _{n \rightarrow \infty} \hat{d}\left(X_{n}, X\right)=0
$$

Proof. Suppose $\hat{d}\left(X_{n}, X\right) \rightarrow 0$. We must show $P\left\{d\left(X_{n}, X\right) \geq \epsilon\right\} \rightarrow 0$ for any $\epsilon>0$. Take $\epsilon^{\prime} \in(0, \epsilon)$, since $\lim _{n \rightarrow \infty} \hat{d}\left(X_{n}, X\right)=0$ there exists $N \in \mathbb{N}$ so
that $P\left\{d\left(X_{n}, X\right) \geq \epsilon^{\prime}\right\} \leq \epsilon^{\prime}$ for all $n \geq N$. Then

$$
P\left\{d\left(X_{n}, X\right) \geq \epsilon\right\} \leq P\left\{d\left(X_{n}, X\right) \geq \epsilon^{\prime}\right\} \leq \epsilon^{\prime}, \quad \forall n \geq N
$$

Therefore,

$$
\lim _{n \rightarrow \infty} P\left\{d\left(X_{n}, X\right) \geq \epsilon\right\}=0
$$

which implies $X_{n} \xrightarrow{P} X$.
On the other hand, suppose $X_{n} \xrightarrow{P} X$ and fix any $\epsilon^{*}>0$. Since $P\left\{d\left(X_{n}, X\right) \geq\right.$ $\left.\epsilon^{*}\right\} \rightarrow 0$ we can find $N \in \mathbb{N}$ so that $\forall n \geq N$

$$
P\left\{d\left(X_{n}, X\right) \geq \epsilon^{*}\right\} \leq \epsilon^{*}
$$

Hence,

$$
\hat{d}\left(X_{n}, X\right)=\inf \left\{\epsilon>0: P\left\{\omega: d\left(X_{n}(\omega), X(\omega)\right) \geq \epsilon\right\} \leq \epsilon\right\} \leq \epsilon^{*}
$$

It follows that $\hat{d}\left(X_{n}, X\right) \rightarrow 0$.
The Prohorov metric $d_{P}$ in $\mathcal{M}(S)$ and $\hat{d}$ in $L^{0}(\Omega, S)$ are related through Theorem 1.3.24, which establishes

$$
d_{P}(\mu, \nu)=\inf _{m \in \mathcal{P}(\mu, \nu)} \inf \{\epsilon>0: m(\{(x, y): d(x, y) \geq \epsilon\}) \leq \epsilon\}
$$

The relation looks more evident in the equality

$$
\begin{equation*}
d_{P}(\mu, \nu)=\inf \{\hat{d}(X, Y): \text { law of } X=\mu, \text { law of } Y=\nu\} \tag{3.2}
\end{equation*}
$$

As a consequence, convergence in probability of $X_{n}$ to $X$ implies weak convergence of their distributions. So, if we see "law" as a function from $L^{0}(\Omega)$ to $\mathcal{M}(S)$ this function is continuous.

We say that $\mu \in \mathcal{M}(S)$ is finitely supported if it can be rewritten as

$$
\mu=\sum_{i=1}^{n} c_{i} \delta_{a_{i}}, \quad c_{i} \geq 0, \quad\left\{a_{i}\right\}_{i=1}^{n} \subset S
$$

Let $\left\{A_{i}\right\}_{i=1}^{n}$ be a measurable partition of $\Omega$. The random element $X$ that assigns $a_{i}$ for all elements of $A_{i}$, written as

$$
X=\sum_{i=1}^{n} a_{i} \mathbb{I}_{A_{i}}
$$

is said to be a simple $S$-valued random element.

Lemma 3.1.4 Let $\mu$ and $\nu$ be finitely supported measures. Let

$$
0 \leq d_{P}(\mu, \nu)<\epsilon
$$

Then, given $X$ a random variable such that $\operatorname{law}(X)=\mu$, there exists $Y$ whose law is $\nu$ satisfying

$$
\hat{d}(X, Y)<\epsilon
$$

Proof. Since $\mu$ and $\nu$ are finitely supported, by (3.2) we can find

$$
X^{\prime}=\sum_{i=1}^{m} a_{i} \mathbb{I}_{A_{i}^{\prime}} \quad \text { and } \quad Y^{\prime}=\sum_{i=1}^{m} a_{i} \mathbb{I}_{B_{i}^{\prime}}
$$

where $\left\{a_{1}, \ldots, a_{m}\right\}$ is the union of the supports of $\mu$ and $\nu$, so that law $\left(X^{\prime}\right)=$ $\mu$, law $\left(Y^{\prime}\right)=\nu$ and $\hat{d}\left(X^{\prime}, Y^{\prime}\right)<\epsilon$. Write $X=\sum_{i=1}^{m} a_{i} \mathbb{I}_{A_{i}}$. By Lemma 3.1.1, we can find measurable sets $\left\{B_{i j}\right\}_{j=1}^{m}, i=1, \ldots, m$, such that

$$
B_{i j} \subset A_{i}, P\left(A_{i} \cap B_{i j}\right)=P\left(A_{i}^{\prime} \cap B_{j}^{\prime}\right) \quad \text { and } \quad A_{i}=\bigcup_{j=1}^{m} B_{i j}
$$

Then, take

$$
B_{j}=\bigcup_{i=1}^{m} B_{i j}, \quad Y=\sum_{j=1}^{m} a_{j} \mathbb{I}_{B_{j}}
$$

Since $P\left(B_{j}\right)=P\left(B_{j}^{\prime}\right)$, we must have law $(Y)=\nu$. Moreover $\hat{d}(X, Y)=$ $\hat{d}\left(X^{\prime}, Y^{\prime}\right)<\epsilon$.

Lemma 3.1.5 Assume $d_{P}(\operatorname{law}(X)$, law $(Y))<\epsilon$, for a given $\epsilon>0$. Then there is $Y^{\prime}$ such that law $\left(Y^{\prime}\right)=\operatorname{law}(Y)$ and $\hat{d}\left(X, Y^{\prime}\right)<\epsilon$.

Proof. The proof will be split in three cases:

- $X$ and $Y$ are simple. Already proved in previous lemma.
- $X$ is arbitrary and $Y$ is simple. Take $\delta>0$ small enough so that

$$
d_{P}(\text { law }(X), \operatorname{law}(Y))<\epsilon-\delta
$$

Since the set of simple random variables is dense in $L^{0}(\Omega, S)$, and the function "law" is continuous, we can choose $X^{\prime}$ a simple random variable such that

$$
\hat{d}\left(X, X^{\prime}\right)<\delta \quad \text { and } \quad d_{P}\left(\operatorname{law}\left(X^{\prime}\right), \operatorname{law}(Y)\right)<\epsilon-\delta
$$

By the previous case, we can find $Y^{\prime} \stackrel{D}{=} Y$ so that $\hat{d}\left(X^{\prime}, Y^{\prime}\right)<\epsilon-\delta$. Therefore

$$
\hat{d}\left(X, Y^{\prime}\right) \leq \hat{d}\left(X, X^{\prime}\right)+\hat{d}\left(X^{\prime}, Y^{\prime}\right)<\delta+\epsilon-\delta=\epsilon
$$

- $X$ and $Y$ arbitrary. Let $\delta>0$ be such that

$$
2 \delta<\epsilon-d_{P}(\operatorname{law}(X), \text { law }(Y))
$$

Find a sequence $\left\{Y_{n}\right\}_{n}$ of simple random elements converging to $Y$ such that

$$
\hat{d}\left(Y_{n}, Y_{n+1}\right)<\frac{1}{2^{n+1}} \quad \text { and } \quad d_{P}\left(\text { law }\left(Y_{n}\right), \text { law }(Y)\right)<\delta
$$

This can be done because the continuity of the function law. Let $N \in \mathbb{N}$ so that $2^{-N}<\delta$ and, at the same time, $\hat{d}\left(Y_{N}, Y\right)<\delta$. Construct a new sequence $\left\{Y_{j}^{\prime}\right\}_{j \geq N}$ as follows:
when $j=N$, choose $Y_{N}^{\prime}$ such that

$$
\operatorname{law}\left(Y_{N}^{\prime}\right)=\operatorname{law}\left(Y_{N}\right) \quad \text { and } \quad \hat{d}\left(Y_{N}^{\prime}, X\right)<d_{P}(\operatorname{law}(X), \operatorname{law}(Y))+\delta
$$

which can be done because

$$
\begin{aligned}
d_{P}\left(\operatorname{law}\left(Y_{N}\right), \text { law }(X)\right) & \leq d_{P}\left(\text { law }\left(Y_{N}\right), \text { law }(Y)\right)+d_{P}(\text { law }(Y), \text { law }(X)) \\
& <d_{P}(\operatorname{law}(Y), \text { law }(X))+\delta
\end{aligned}
$$

Once $\left\{Y_{j}^{\prime}\right\}_{j=N}^{N+m}$ have been chosen, pick $Y_{N+m+1}^{\prime}$ satisfying

$$
\operatorname{law}\left(Y_{N+m+1}^{\prime}\right)=\operatorname{law}\left(Y_{N+m+1}\right) \quad \text { and } \quad \hat{d}\left(Y_{N+m+1}^{\prime}, Y_{N+m}^{\prime}\right)<\frac{1}{2^{N+m+1}}
$$

The existence of such random elements follows from

$$
\begin{aligned}
d_{P}\left(\operatorname{law}\left(Y_{N+m+1}\right), \operatorname{law}\left(Y_{N+m}^{\prime}\right)\right) & =d_{P}\left(\operatorname{law}\left(Y_{N+m+1}\right), \text { law }\left(Y_{N+m}\right)\right) \\
& <\frac{1}{2^{N+m+1}} .
\end{aligned}
$$

By construction, the new sequence $\left\{Y_{j}^{\prime}\right\}$ is convergent, and for its limit $Y^{\prime}$ we can verify law $\left(Y^{\prime}\right)=\operatorname{law}(Y)$. Moreover

$$
\begin{aligned}
\hat{d}\left(X, Y^{\prime}\right) & \leq \hat{d}\left(X, Y_{N}^{\prime}\right)+\hat{d}\left(Y_{N}^{\prime}, Y\right) \leq \hat{d}\left(X, Y_{N}^{\prime}\right)+\sum_{j} \frac{\delta}{2^{j}} \\
& <d_{P}(\operatorname{law}(X), \operatorname{law}(Y))+\delta+\delta<\epsilon
\end{aligned}
$$

This completes the proof.

As part of the proof of Lemma 3.1.2, it has been shown that there exists a family of measurable sets $\left\{A_{t}\right\}_{t \in[0, \delta]}$ so that $A_{s} \subset A_{t}$ whenever $s \leq t$ and $P\left(A_{t}\right)=t$. Such family is called a $[0, \delta]$-family and it will be very useful when proving the existence of liftings with fixed endpoints.

Let $X=\sum_{j=1}^{m} a_{j} \mathbb{I}_{A_{j}}$ and $Y=\sum_{j=1}^{m} a_{j} \mathbb{I}_{B_{j}}$ be two simple random elements. We set

$$
E_{i j}=A_{i} \cap B_{j} \quad \text { and } \quad e_{i j}=P\left(E_{i j}\right) .
$$

Let $\left\{\left[E_{i j}\right]_{t}\right\}$ be a $\left[0, e_{i j}\right]$-family of $E_{i j}$. A segment joining $X$ to $Y$ is defined as $\alpha_{X, Y}:[a, b] \rightarrow L^{0}(\Omega, S)$ given by

$$
\left.\alpha_{X, Y}(t)=\sum_{i=1}^{m} a_{i} \mathbb{I}_{E_{i i} \cup\left(\underset{k=1, k \neq i}{\left[E_{k i}\right]}\left(\frac{t-a}{b-a}\right) e_{k i}\right.}\right)+\sum_{i=1}^{m} \sum_{j=1, j \neq i}^{m} a_{i} \mathbb{I}_{E_{i j} \backslash\left(E_{i j}\right]}\left(\frac{t-a}{b-a}\right) e_{i j} .
$$

Next we describe some important properties of these segments.

Lemma 3.1.6 $\bar{\alpha}:=\alpha_{X, Y}$ thus defined is a continuous function with $\alpha_{X, Y}(a)=$ $X$ and $\alpha_{X, Y}(b)=Y$. Moreover,

$$
\alpha(t):=\operatorname{law}(\bar{\alpha}(t))=\left(\frac{b-t}{b-a}\right) \operatorname{law}(X)+\left(\frac{t-a}{b-a}\right) \operatorname{law}(Y) .
$$

Proof. Let $\epsilon>0$ and $s<t$. Then we have

$$
\begin{aligned}
P(d(\bar{\alpha}(t), \bar{\alpha}(s)) \geq \epsilon) & \leq \sum_{\left\{(i, k): d\left(a_{i}, a_{k}\right) \geq \epsilon\right\}} P\left(\left[E_{i k}\right]_{(t-s) e_{i k}}\right) \\
& \leq(t-s) \sum_{\{(\ldots)\}} e_{i k} \leq t-s .
\end{aligned}
$$

An immediate consequence of the inequality is the continuity of $\alpha_{X, Y}$.
Now we show that law $(\bar{\alpha})=\alpha$. Without loss of generality we may assume $a=0$ and $b=1$. In order to prove the last statement we only have to show that the coefficient of $\delta_{a_{i}}$ in law $(\bar{\alpha})$ is $(1-t) P\left(A_{i}\right)+t P\left(B_{i}\right)$. Let's fix $i=1$. Then

$$
\begin{aligned}
P\left(\bar{\alpha}=a_{1}\right) & =P\left(E_{11}\right)+\sum_{j=2}^{m} P\left(\left[E_{j 1}\right]_{t \cdot e_{j 1}}\right)+\sum_{j=2}^{m} P\left(E_{1 j} \backslash\left[E_{1 j}\right]_{t \cdot e_{1 j}}\right) \\
& =e_{11}+\sum_{j=2}^{m} t e_{j 1}+\sum_{j=2}^{m}(1-t) e_{1 j} \\
& =t \sum_{j=1}^{m} e_{j 1}+(1-t) \sum_{j=1}^{m} e_{1 j} \\
& =t P\left(B_{1}\right)+(1-t) P\left(A_{1}\right) .
\end{aligned}
$$

The same can be shown when $i=2, \ldots, m$.

To help us find liftings with fixed endpoints, continuous maps from $[0,1]$ to $\mathcal{M}(S)$ will be approximated using a special family of paths we call polygonals. $\beta:[0,1] \rightarrow \mathcal{M}(S)$ is called a polygonal with vertices at $\mu_{0}, \ldots, \mu_{n+1}$ if there is a partition $t_{0}=0, t_{1}, \ldots, t_{n}, t_{n+1}=1$ of $[0,1]$ such that $\beta$ restricted to $\left[t_{i}, t_{i+1}\right]$ is given by

$$
\beta(t)=\left(\frac{t_{i+1}-t}{t_{i+1}-t_{i}}\right) \mu_{i}+\left(\frac{t-t_{i}}{t_{i+1}-t_{i}}\right) \mu_{i+1} .
$$

The function defined as above is called the segment (with domain $\left[t_{i}, t_{i+1}\right]$ ) joining $\mu_{i}$ to $\mu_{i+1}$.

An easy consequence of Lemma 3.1.6 is the following fact about polygonals.

Lemma 3.1.7 Let $\alpha:[0,1] \rightarrow \mathcal{M}(S)$ be a polygonal with vertices at measures of finite support. Given $X_{0}$ and $X_{1}$ such that law $\left(X_{0}\right)=\alpha(0)$ and law $\left(X_{1}\right)=\alpha(1)$, there is a lifting $\bar{\alpha}:[0,1] \rightarrow L^{0}(\Omega, S)$ such that $\bar{\alpha}(0)=X_{0}$ and $\bar{\alpha}(1)=X_{1}$.

To show that polygonals can be used to approximate continuous maps from the unit interval to $\mathcal{M}(S)$ we will show that they form a dense set in such space. To make the proof of this statement easier, we make the following observation

Lemma 3.1.8 Let $\mu, \nu \in \mathcal{M}(S)$. For $t \in[0,1]$ we have

$$
d_{P}(\nu, t \mu+(1-t) \nu) \leq d_{P}(\nu, \mu)
$$

Proof. Let $\epsilon>d_{P}(\nu, \mu)$, then $\mu(F) \leq \nu\left(F_{\epsilon}\right)+\epsilon$ for all $F \subset S$ closed. Then we have

$$
\begin{aligned}
t \mu(F)+(1-t) \nu(F) & \leq t \nu\left(F_{\epsilon}\right)+t \epsilon+(1-t) \nu\left(F_{\epsilon}\right)+(1-t) \epsilon \\
& =\nu\left(F_{\epsilon}\right)+\epsilon
\end{aligned}
$$

It means that $d_{P}(\nu, t \mu+(1-t) \nu) \leq \epsilon$. Since this is true for any $\epsilon \geq d_{P}(\nu, \mu)$ the statement of the lemma follows.

Now we prove the density property of polygonals.

Lemma 3.1.9 Given $\alpha:[0,1] \rightarrow \mathcal{M}(S)$ a continuous function and $\epsilon>0$, there is a polygonal $\beta$ with vertices at measures of finite support such that

$$
\sup _{t \in[0,1]} d_{P}(\alpha(t), \beta(t)) \leq \epsilon
$$

Proof. Let $\epsilon>0$ be given. Since $\alpha$ is continuous and $[0,1]$ is compact, we can find $\delta>0$ such that whenever $|s-t|<\delta$ we have $d_{P}(\alpha(t), \alpha(s))<\frac{\epsilon}{5}$ (by the uniform continuity of $\alpha$ ). Let $N \in \mathbb{N}$ be large enough so that $\frac{1}{N}<\delta$, and define a partition of the interval $[0,1]$ by $t_{i}=\frac{i}{N}$ for $i=0,1, \ldots, N$. For each $i$ pick a finitely supported measure $\mu_{i}$ such that

$$
d_{P}\left(\mu_{i}, \alpha\left(t_{i}\right)\right) \leq \frac{\epsilon}{5}
$$

Let $\beta$ be the polygonal defined by the segments $\beta:\left[t_{i}, t_{i+1}\right] \rightarrow \mathcal{M}(S)$ with endpoints $\mu_{i}$ and $\mu_{i+1}$. For each $t \in\left[t_{i}, t_{i+1}\right]$ we have

$$
\begin{aligned}
d_{P}(\alpha(t), \beta(t)) \leq & d_{P}\left(\alpha(t), \alpha\left(t_{i}\right)\right)+d_{P}\left(\alpha\left(t_{i}\right), \mu_{i}\right)+d_{P}\left(\mu_{i}, \beta(t)\right) \\
\leq & d_{P}\left(\alpha(t), \alpha\left(t_{i}\right)\right)+d_{P}\left(\alpha\left(t_{i}\right), \mu_{i}\right)+d_{P}\left(\mu_{i}, \mu_{i+1}\right) \\
\leq & d_{P}\left(\alpha(t), \alpha\left(t_{i}\right)\right)+d_{P}\left(\alpha\left(t_{i}\right), \mu_{i}\right)+d_{P}\left(\mu_{i}, \alpha\left(t_{i}\right)\right) \\
& +d_{P}\left(\alpha\left(t_{i}\right), \alpha\left(t_{i+1}\right)\right)+d_{P}\left(\alpha\left(t_{i+1}\right), \mu_{i+1}\right) \\
< & \frac{\epsilon}{5}+\frac{\epsilon}{5}+\frac{\epsilon}{5}+\frac{\epsilon}{5}+\frac{\epsilon}{5}=\epsilon .
\end{aligned}
$$

Clearly

$$
\sup _{t \in[0,1]} d_{P}(\alpha(t), \beta(t)) \leq \epsilon,
$$

as we wanted to show.

Lemma 3.1.10 Let $\mu$ and $\nu$ be two finitely supported measures. If

$$
X_{\mu}=\sum_{j=1}^{m} a_{j} \mathbb{I}_{A_{j}} \quad \text { and } \quad X_{\nu}=\sum_{j=1}^{m} a_{j} \mathbb{I}_{B_{j}}
$$

are such that $\operatorname{law}\left(X_{\mu}\right)=\mu$ and $\operatorname{law}\left(X_{\nu}\right)=\nu$ then

$$
\hat{d}\left(X_{\mu}, \bar{\alpha}(t)\right) \leq \hat{d}\left(X_{\mu}, X_{\nu}\right)
$$

where $\bar{\alpha}=\alpha_{X_{\mu}, X_{\nu}}$ is the segment joining $X_{\mu}$ to $X_{\nu}$.

Proof. Given $\epsilon>0$ we have

$$
\begin{aligned}
P\left(d\left(X_{\mu}, X_{\nu}\right) \geq \epsilon\right) & =\sum_{\left\{(i, j): d\left(a_{i}, a_{j}\right) \geq \epsilon\right\}} P\left(E_{i j}\right) \\
& \geq \sum_{\left\{(i, j): d\left(a_{i}, a_{j}\right) \geq \epsilon\right\}} P\left(\left[E_{i j}\right]_{t_{i, j}}\right) \\
& =P\left(d\left(X_{\mu}, \bar{\alpha}(t)\right) \geq \epsilon\right) .
\end{aligned}
$$

The conclusion of the lemma follows.

Using the previous lemma we can now show

Lemma 3.1.11 Let $\alpha:[0,1] \rightarrow \mathcal{M}(S)$ be a continuous path. Fix any $\epsilon>0$ and let $\beta$ be an arbitrary polygonal with vertices at measures of finite support and such that

$$
\sup _{t \in[0,1]} d_{P}(\alpha(t), \beta(t))<\epsilon .
$$

Then, given any continuous lifting $\bar{\alpha}$ of $\alpha$, there is a lifting $\bar{\beta}$ of $\beta$ such that

$$
\sup _{t \in[0,1]} \hat{d}(\bar{\alpha}(t), \bar{\beta}(t))<5 \epsilon
$$

Proof. Let $\bar{\alpha}$ be a continuous lifting of $\alpha$. Take a partition $t_{0}=0<t_{1}<$ $\cdots<t_{n+1}=1$ of the unit interval, in such a way that

$$
\hat{d}\left(X_{i}, \bar{\alpha}(t)\right)<\epsilon \quad \text { where } \quad X_{i}=\bar{\alpha}\left(t_{i}\right), \quad \text { for all } t_{i} \leq t \leq t_{i+1}
$$

Choose $Y_{i}$ for $i=0,1, \ldots, n+1$ so that law $\left(Y_{i}\right)=\beta\left(t_{i}\right)$ and $\hat{d}\left(X_{i}, Y_{i}\right)<\epsilon$, which can be done by Lemma 3.1.5. Then we have

$$
\hat{d}\left(Y_{i}, Y_{i+1}\right) \leq \hat{d}\left(Y_{i}, X_{i}\right)+\hat{d}\left(X_{i}, X_{i+1}\right)+\hat{d}\left(X_{i+1}, Y_{i+1}\right)<3 \epsilon
$$

Construct a lifting $\bar{\beta}$ of $\beta$, such that $\bar{\beta}$ restricted to the segment $\left[t_{i}, t_{i+1}\right]$ is a lifting of $\beta:\left[t_{i}, t_{i+1}\right] \rightarrow \mathcal{M}(S)$ with $\bar{\beta}\left(t_{i}\right)=Y_{i}$ (use segments joining $Y_{i}$ to $\left.Y_{i+1}\right)$. Then $\bar{\beta}$ is continuous and for $t \in\left[t_{i}, t_{i+1}\right)$ we have

$$
\begin{aligned}
\hat{d}(\bar{\alpha}(t), \bar{\beta}(t)) & \leq \hat{d}\left(\bar{\alpha}(t), X_{i}\right)+\hat{d}\left(X_{i}, Y_{i}\right)+\hat{d}\left(Y_{i}, \bar{\beta}(t)\right) \\
& \leq \hat{d}\left(\bar{\alpha}(t), X_{i}\right)+\hat{d}\left(X_{i}, Y_{i}\right)+\hat{d}\left(Y_{i}, Y_{i+1}\right) \quad \text { (by Lemma 3.1.10) } \\
& \leq \epsilon+\epsilon+3 \epsilon=5 \epsilon
\end{aligned}
$$

Finally, we prove the existence of liftings with fixed endpoints.

Theorem 3.1.12 Let $\alpha:[0,1] \rightarrow \mathcal{M}(S)$ be a continuous function. Let $X_{0}$ and $X_{1}$ be two elements of $L^{0}(\Omega, S)$ such that law $\left(X_{0}\right)=\alpha(0)$ and law $\left(X_{1}\right)=$ $\alpha(1)$. Then, there exists a continuous path $\bar{\alpha}:[0,1] \rightarrow L^{0}(\Omega, S),\left(L^{0}(\Omega, S)\right.$ endowed with the topology of the convergence in probability) such that

$$
\bar{\alpha}(0)=X_{0}, \quad \bar{\alpha}(1)=X_{1} \quad \text { and } \quad \operatorname{law}(\bar{\alpha})=\alpha
$$

Proof. Let $\left\{X_{n}^{0}\right\}$ and $\left\{X_{n}^{1}\right\}$ be two sequences of simple random elements in $L^{0}(\Omega, S)$ satisfying $X_{n}^{0} \rightarrow X_{0}, X_{n}^{1} \rightarrow X_{1}$,

$$
\hat{d}\left(X_{n}^{0}, X_{n+1}^{0}\right)<\frac{1}{5^{n+1}} \text { and } \hat{d}\left(X_{n}^{1}, X_{n+1}^{1}\right)<\frac{1}{5^{n+1}}
$$

Take a sequence of polygonals $\left\{\alpha_{n}\right\}_{n}$ with vertices at measures of finite support, in particular $\alpha_{n}(0)=$ law $\left(X_{n}^{0}\right)$ and $\alpha_{n}(1)=$ law $\left(X_{n}^{1}\right)$, such that

$$
\alpha_{n} \rightarrow \alpha \quad \text { and } \quad \sup _{t \in[0,1]} d_{P}\left(\alpha_{n}(t), \alpha_{n+1}(t)\right)<\frac{1}{5^{n+1}}
$$

Now, by induction we construct the liftings $\left\{\bar{\alpha}_{n}\right\}_{n}$. At the $n^{\text {th }}$ step, by Lemma 3.1.7, we can find $\bar{\alpha}_{n}$ associated to $\alpha_{n}$ with $\bar{\alpha}_{n}(0)=X_{n}^{0}$ and $\bar{\alpha}_{n}(1)=X_{n}^{1}$. Then, by 3.1.11, we can find $\bar{\alpha}_{n+1}$ associated to $\alpha_{n+1}$ so that

$$
\sup _{t \in[0,1]} \hat{d}\left(\bar{\alpha}_{n}(t), \bar{\alpha}_{n+1}(t)\right)<\frac{1}{5^{n}},
$$

which can be done because $\sup _{t \in[0,1]} d_{P}\left(\alpha_{n}(t), \alpha_{n+1}(t)\right)<\frac{1}{5^{n+1}}$. In fact, we can even take $\bar{\alpha}_{n+1}(0)=X_{n}^{0}$ and $\bar{\alpha}_{n+1}(1)=X_{n}^{1}$ because $\hat{d}\left(X_{n}^{0}, X_{n+1}^{0}\right)<\frac{1}{5^{n+1}}$ and $\hat{d}\left(X_{n}^{1}, X_{n+1}^{1}\right)<\frac{1}{5^{n+1 S S S S S}}$. Hence

$$
\bar{\alpha}_{n}(0) \rightarrow X_{0} \quad \text { and } \quad \bar{\alpha}_{n}(1) \rightarrow X_{1}
$$

It is clear by construction that $\left\{\bar{\alpha}_{n}\right\}$ is a convergent sequence. Let $\bar{\alpha}$ be its limit. Then, since the convergence is uniform, $\bar{\alpha}$ is continuous. By the continuity of the function law we must have

$$
\text { law }(\bar{\alpha}(t))=\alpha(t), \quad \forall t \in[0,1]
$$

This finishes the proof.

## Chapter 4

## Results

## 4.1 (C1)-continuity

In this section we prove that there is no (C1)-continuous representation unless $S$ contains only one point.

Theorem 4.1.1 Let $S$ be a Polish space containing more that one element. Let $\rho$ be a representation of $\mathcal{M}(S)$. Then $\rho$ cannot be (C1)-continuous.

Proof. Let $x_{1}, x_{2}$ be two different elements of $S$. Define $\mathcal{L} \subset \mathcal{M}(S)$ as

$$
\mathcal{L}=\left\{\mu_{\alpha}: \mu_{\alpha}=\alpha \delta_{x_{1}}+(1-\alpha) \delta_{x_{2}}, \alpha \in[0,1]\right\},
$$

where $\delta_{x_{1}}, \delta_{x_{2}} \in \mathcal{M}(X)$ are given by (1.2), Section 1.3.4.
Suppose that $\rho: \mathcal{M}(S) \times U \rightarrow S$ is a (C1)-continuous representation. Without loss of generality, we assume that $\rho_{u}: \mathcal{M}(S) \rightarrow S$ is continuous for all $u \in U$. It follows that $\rho\left(\mu_{\alpha}, \cdot\right): U \rightarrow S$ has distribution $\mu_{\alpha}$ and the set $\left\{u: \rho_{\mu_{\alpha}}(u) \in\left\{x_{1}, x_{2}\right\}\right\}$ has $\lambda$-measure equal to 1 . However, it may be false that

$$
\lambda\left(\left\{u: \rho_{\mu_{\alpha}}(u) \in\left\{x_{1}, x_{2}\right\}, \alpha \in[0,1]\right\}\right)=1 .
$$

In contrast, since $\mathbb{Q} \cap[0,1]$ is countable

$$
U^{\prime}=\left\{u: \rho_{\mu_{\alpha}}(u) \in\left\{x_{1}, x_{2}\right\}, \alpha \in \mathbb{Q} \cap[0,1]\right\}
$$

satisfies $\lambda\left(U^{\prime}\right)=1$.
We want to analyze how many $u \in U^{\prime} \subset(0,1)$ are mapped to $x_{1}$ and how many to $x_{2}$ for each $\mu_{\alpha} \in \mathcal{L}$, but more importantly, how the transition from one point to the other is going to be. Fix $u \in U^{\prime}$, then consider the sets

$$
\begin{aligned}
& A_{1}=\left\{\alpha: \rho_{u}\left(\mu_{\alpha}\right)=x_{1}, \alpha \in \mathbb{Q} \cap[0,1]\right\}, \\
& A_{2}=\left\{\alpha: \rho_{u}\left(\mu_{\alpha}\right)=x_{2}, \alpha \in \mathbb{Q} \cap[0,1]\right\} .
\end{aligned}
$$

Clearly $A_{1} \cup A_{2}=\mathbb{Q} \cap[0,1]$ and $A_{1} \cap A_{2}=\emptyset$. In addition, it is easy to see that $\overline{A_{1}} \cup \overline{A_{2}}=[0,1]$.

Now, consider the sets

$$
\begin{aligned}
B_{1} & =\left\{\alpha: \rho_{u}\left(\mu_{\alpha}\right)=x_{1}, \alpha \in[0,1]\right\} \\
B_{2} & =\left\{\alpha: \rho_{u}\left(\mu_{\alpha}\right)=x_{2}, \alpha \in[0,1]\right\}
\end{aligned}
$$

It's also clear that $A_{1} \subset B_{1}, A_{2} \subset B_{2}, B_{1} \cup B_{2} \subset[0,1]$, and $B_{1} \cap B_{2}=\emptyset$. In order to prove that $B_{1} \cup B_{2}$ is indeed the interval [0,1] we are going to show that $\overline{A_{1}} \subset B_{1}$. Take any $\alpha \in \overline{A_{1}}$, then there exists $\left\{\alpha_{n}\right\} \subset A_{1}$ such that $\lim _{n} \alpha_{n}=\alpha$. As a consequence $\mu_{\alpha_{n}} \Rightarrow \mu_{\alpha}$ and, since $\rho_{u}$ is continuous,

$$
\lim _{n \rightarrow \infty} \rho_{u}\left(\mu_{\alpha_{n}}\right)=\rho_{u}\left(\mu_{\alpha}\right) .
$$

Notice that the fact that $\rho_{u}\left(\mu_{\alpha_{n}}\right)=x_{1}$ for all $n \in \mathbb{N}$ (because $\alpha_{n} \in A_{1}$ ), implies $\rho_{u}\left(\mu_{\alpha}\right)=x_{1}$. Hence $\alpha \in B_{1}$.

Similarly we can prove $\overline{A_{2}} \subset B_{2}$, so that

$$
\overline{A_{1}} \cap \overline{A_{2}}=\emptyset, \quad B_{1}=\overline{A_{1}} \quad \text { and } \quad B_{2}=\overline{A_{2}}
$$

It is important to see that $B_{1}$ and $B_{2}$ are both closed (and open!) disjoint subsets of $[0,1]$ whose union is $[0,1]$ itself. Since this interval is connected either $B_{1}$ or $B_{2}$ is an empty set. In other words, $\rho_{u}: \mathcal{M}(S) \rightarrow S$ is a constant function. However, since $\rho_{\mu_{\alpha}}$ must have distribution $\mu_{\alpha}$

$$
\lambda\left(\left\{u: \rho_{u} \text { is constant }\right\}\right)=0 .
$$

In conclusion, the hypothesis of $\rho_{u}$ being (C1)-continuous is false when $S$ has more than one point.

## 4.2 (C2)-continuity

### 4.2.1 A Counterexample

As stated before, our version of $\rho$, given by (2.3), may fail to be (C2)continuous. Consider the following counterexample: let $S$ be the infinite dimensional Hilbert space

$$
S=\left\{x=\left(x_{1}, x_{2}, \ldots\right): x_{i} \in \mathbb{R}, \sum_{i=1}^{\infty} x_{i}^{2}<\infty\right\}
$$

with orthonormal basis $\left\{e_{i}\right\}_{i=1}^{\infty}, e_{i}=\left(\delta_{i, j}\right)_{j}$ where $\delta_{i, j}=1$ iff $i=j$. Let $D$ be a countable dense subset of $S$ given by

$$
D=\left\{y=\left(y_{1}, y_{2}, \ldots\right): y_{i} \in \mathbb{Q}, y_{i}=0 \quad \forall i \geq n, \text { for some } n \in \mathbb{N}\right\} .
$$

Let $m: \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}$ give the enumeration of the spheres $G_{1}, G_{2}, \ldots$, that is $G_{m(i, j)}=B\left(y_{j}, r_{i}\right)$, where $y_{j} \in D$ and $r_{i} \in \mathbb{Q}$. Then the function $c_{a}$ can be expressed as

$$
c_{a}(x)=\sum_{i, j} \frac{1}{3^{m(i, j)}} \mathbb{I}_{d\left(x, y_{j}\right)<a r_{i}} .
$$

For any $\alpha \geq 0, x \in S$ we have

$$
\left\|\alpha e_{n}-x\right\|^{2}=\alpha^{2}-2 \alpha x_{n}+\|x\|^{2} \rightarrow \alpha^{2}+\|x\|^{2} .
$$

Now, define the function $f$ given by

$$
f(\alpha)=\sum_{i, j} \frac{1}{3^{m(i, j)}} \mathbb{I}_{\alpha^{2}+\left\|y_{j}\right\|^{2}<a^{2} r_{i}^{2}},
$$

and compare with

$$
c_{a}\left(\alpha e_{n}\right)=\sum_{i, j} \frac{1}{3^{m(i, j)}} \mathbb{I}_{\alpha^{2}+\left\|y_{j}\right\|^{2}-2 \alpha y_{j, n}<a^{2} r_{i}^{2}},
$$

where $y_{j, n}$ is the $n^{\text {th }}$ term of $y_{j}$. Notice that every $y_{j}$ contains only a finite amount of non zero elements. Hence for a fixed $m$ we can find a large enough $n$ so that $2 \alpha y_{j, n}=0$ for all $j=1,2, \ldots, m$. It follows that

$$
\lim _{n \rightarrow \infty} c_{a}\left(\alpha e_{n}\right)=f(\alpha) .
$$

It's easy to see that, for $\alpha>0, f(\alpha) \notin c_{a}(S)$. Otherwise, because $c_{a}^{-1}$ is continuous on $c_{a}(S)$, we would have that the sequence $\left\{\alpha e_{n}\right\}_{n}$ is convergent, which is a contradiction. However, $f(0)=c_{a}(0) \in c_{a}(S)$.

The function $f$ is right continuous and strictly decreasing. To see this, take any sequence $\alpha_{n} \downarrow \alpha$, for a large enough $n$

$$
\begin{array}{lll}
\alpha^{2}+\left\|y_{j}\right\|^{2}<a^{2} r_{i}^{2} \quad \text { implies } \quad \alpha_{n}^{2}+\left\|y_{j}\right\|^{2}<a^{2} r_{i}^{2} \\
\alpha^{2}+\left\|y_{j}\right\|^{2} \geq a^{2} r_{i}^{2} \quad \text { implies } \quad \alpha_{n}^{2}+\left\|y_{j}\right\|^{2} \geq a^{2} r_{i}^{2}
\end{array}
$$

in other words $\mathbb{I}_{\alpha^{2}+\left\|y_{j}\right\|^{2}}=\mathbb{I}_{\alpha_{n}^{2}+\left\|y_{j}\right\|^{2}}$. Then choose an appropriate (finite) amount of $j, i$ in $J$ so that

$$
\left|f\left(\alpha_{n}\right)-f(\alpha)\right|=\left|\sum_{i, j \notin J} \frac{1}{3^{m(i, j)}}\left(\mathbb{I}_{\alpha^{2}+\left\|y_{j}\right\|^{2}<a^{2} r_{i}^{2}}-\mathbb{I}_{\alpha_{n}^{2}+\left\|y_{j}\right\|^{2}<a^{2} r_{i}^{2}}\right)\right| \leq \epsilon,
$$

for any $\epsilon>0$. In other words $f\left(\alpha_{n}\right) \rightarrow f(\alpha)$. We have shown that $f\left(\alpha_{n}\right)$ increases strictly to $f(\alpha)$ and $f\left(\alpha_{n}\right) \in \overline{c_{a}(S)}$ for all $n$. Thus, for every $\alpha>0$ there exists an increasing sequence $\left\{w_{n}\right\} \subset c_{a}(X)$ whose limit is $f(\alpha)$. Let $x_{n} \in S$ be such that $c_{a}\left(x_{n}\right)=w_{n}$, i.e. $x_{n}=h\left(w_{n}\right)$. Without loss of generality we may assume $\left\|x_{n}\right\| \leq 2 \alpha$ and $w_{n} \leq f(2 \alpha)$ for all $n$.

Fix $u \in(0,1)$ and define the probability measure

$$
\mu_{\alpha}=u\left(\sum_{n=1}^{\infty} \frac{1}{2^{n}} \delta_{x_{n}}\right)+(1-u) \delta_{0}
$$

where $\delta_{x}$ is given by (1.2), Section 1.3.4. Notice that $\mu_{\alpha} \Rightarrow \delta_{0}$ as $\alpha \rightarrow 0$. Also notice that

$$
J_{a}\left(\mu_{\alpha}\right)=u\left(\sum_{n=1}^{\infty} \frac{1}{2^{n}} \delta_{w_{n}}\right)+(1-u) \delta_{c_{a}(0)} .
$$

We arranged things so that $\rho^{*}\left[J_{a}\left(\mu_{\alpha}\right), u\right]=f(\alpha) \notin c_{a}(S)$. This means that

$$
\rho_{a}\left(\mu_{\alpha}, u\right)=\bar{h}\left[\rho^{*}\left(J_{a}\left(\mu_{\alpha}\right), u\right)\right]=x^{*}
$$

which does not converge to $\rho_{a}\left(\delta_{0}, u\right)=\bar{h}\left[\rho^{*}\left(J_{a}\left(\delta_{0}\right), u\right)\right]=0$ as $\alpha \rightarrow 0$, for this we require $x^{*} \neq 0$. In other words, every value of $u$ and $a$ is a discontinuity
point for some sequence converging to $\delta_{0}$. This proves that our new version of $\rho$ fails to be (C2)-continuous.

Remark: In a similar way we can take $w=(1,0,0, \ldots)$ instead of 0 and get a sequence of measures converging to $\delta_{w}$ for which the representation is not continuous at $u$ for any $u$.

### 4.2.2 (C2)-continuity on $\mathbb{R}$

(C2)-continuity seems to be a very strong kind of continuity for a representation of $\mathcal{M}(S)$, however when $S=\mathbb{R}, \rho^{*}$ has this property. If, instead of taking the complete real line we only take a Borel subset $B$ of it, we would like to know whether or not is possible to construct a (C2)-continuous representation of $\mathcal{M}(S)$. Then, our intuition will probably lead us to try with $\rho^{*}$ restricted to the set $B$. The first problem we find is that the values taken by $\rho^{*}(\mu)$, the pseudoinverse of $\mu$, may be outside $B$, (see Section 1.3.2). So, it will be necessary to modify the function in order to get a well defined representation. Still, the way we redefine $\rho^{*}$ outside $B$ has to somehow preserve continuity. In the next two lemmas we show the existence of such a representation of $\mathcal{M}(B)$ when $B$ satisfies certain properties. Before that, we recall that $B^{\prime}$ represents the closure of $B \subset \mathbb{R}$ in the upper limit topology $\mathscr{T}_{u}$, while $\bar{B}$ represents the closure in the usual topology.

Lemma 4.2.1 Let $B$ a Borel set such that $\left(\overline{B^{\prime} \backslash B}\right) \cap B=\emptyset$. Then the function $\overline{\rho^{*}}: \mathcal{M}(B) \times(0,1) \rightarrow B$ given by

$$
\overline{\rho^{*}}(\mu, u)=F_{\mu}^{(-1)}(u) \mathbb{I}_{F_{\mu}^{(-1)}(u) \in B}+b^{*} \mathbb{I}_{F_{\mu}^{(-1)}(u) \in B^{\prime} \backslash B}
$$

where $b^{*}$ is an arbitrary element of $B$, is a (C2)-continuous representation of $\mathcal{M}(B)$.

Proof. First of all, notice that joint measurability of $\overline{\rho^{*}}$ follows from the measurability of its components. Now, take any $\mu \in \mathcal{M}(B)$ and define

$$
N_{\mu}=\left\{u \in(0,1): F_{\mu}^{(-1)}(u) \text { is discontinuous at } u\right\} \cup\left\{F_{\mu}^{(-1)}(u) \in B^{\prime} \backslash B\right\}
$$

Lemma 1.3.10 guarantees that $\operatorname{Ran} F_{\mu}^{(-1)} \subset B^{\prime}$. Clearly $\lambda\left(N_{\mu}\right)=0$.

We claim that for a fixed $u \notin N_{\mu}$

$$
\overline{\rho^{*}}\left(\mu_{n}, u\right) \rightarrow \overline{\rho^{*}}(\mu, u) \quad \text { whenever } \quad \mu_{n} \Rightarrow \mu \text {. }
$$

Before we prove this, recall that $F_{\mu_{n}}^{(-1)}(u) \rightarrow F_{\mu}^{(-1)}(u)$ for every $u \notin N_{\mu}$. Let

$$
C_{1}=\left\{n \in \mathbb{N}: F_{\mu_{n}}^{(-1)}(u) \in B\right\} \quad \text { and } \quad C_{2}=\left\{n \in \mathbb{N}: F_{\mu_{n}}^{(-1)}(u) \in B^{\prime} \backslash B\right\} .
$$

Clearly $C_{1} \cap C_{2}=\emptyset$ and $C_{1} \cup C_{2}=\mathbb{N}$. Suppose that $C_{2}$ is an infinite set. Then, let's rewrite $C_{2}=\{n(k)\}_{k}$ so that $n(k)<n(k+1)$. Then

$$
\lim _{k \rightarrow \infty} F_{\mu_{n(k)}}^{(-1)}(u)=F_{\mu}^{(-1)}(u),
$$

but $F_{\mu_{n(k)}}^{(-1)}(u) \in B^{\prime} \backslash B$ and $F_{\mu}^{(-1)}(u) \in B$, hence $F_{\mu}^{(-1)}(u) \in\left(\overline{B^{\prime} \backslash B}\right) \cap B$, which is a contradiction. Therefore $C_{2}$ must be finite. Note that no matter what sequence $\left\{\mu_{n}\right\}$ we take, this set is always finite. This means that there exists $N$ such that $\overline{\rho^{*}}\left(\mu_{n}, u\right)=F_{\mu_{n}}^{(-1)}(u)$ for all $n \geq N$. Hence

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \overline{\rho^{*}}\left(\mu_{n}, u\right) & =\lim _{n \geq N} \overline{\rho^{*}}\left(\mu_{n}, u\right)=\lim _{n \geq N} F_{\mu_{n}}^{(-1)}(u) \\
& =F_{\mu}^{(-1)}(u)=\overline{\rho^{*}}(\mu, u),
\end{aligned}
$$

and the proof is complete.

The previous lemma give us a construction of a (C2)-continuous representation of $\mathcal{M}(B)$, when $B$ satisfies an additional property. For instance, if $B$ is an open set then

$$
B^{\prime} \backslash B \subset \partial B \quad \text { and } \quad\left(\overline{B^{\prime} \backslash B}\right) \cap B=\emptyset
$$

Similarly, when $B$ is closed then we have $B^{\prime}=\bar{B}=B$ ( $\mathscr{T}_{u}$ is finer than the usual topology) and $B^{\prime} \backslash B=\emptyset$, in which case $\overline{\rho_{\mu}^{*}}$ is just $F^{(-1)}$ restricted to the set $B$.

In fact, the last lemma can be generalized to the next lemma

Lemma 4.2.2 Let $B$ a Borel set such that

$$
\left(\overline{B^{\prime} \backslash B}\right) \cap B \quad \text { is a closed set. }
$$

Then the function $\overline{\rho^{*}}: \mathcal{M}(B) \times(0,1) \rightarrow B$ given by

$$
\begin{equation*}
\overline{\rho^{*}}(\mu, u)=F_{\mu}^{(-1)}(u) \mathbb{I}_{F_{\mu}^{(-1)}(u) \in B}+f\left(F_{\mu}^{(-1)}(u)\right) \mathbb{I}_{F_{\mu}^{(-1)}(u) \in B^{\prime} \backslash B} \tag{4.1}
\end{equation*}
$$

(where $f: \mathbb{R} \rightarrow B$ is the projection in $\left.\left(\overline{B^{\prime} \backslash B}\right) \cap B\right)$ is a (C2)-continuous representation of $\mathcal{M}(B)$.

Proof. First of all, let's define the function $f: \mathbb{R} \rightarrow B$ so that

$$
|x-f(x)|=\inf \left\{|x-y|: y \in\left(\overline{B^{\prime} \backslash B}\right) \cap B\right\} .
$$

In plain words, $f(x)$ is the closest (or one of the closest) point in $\left(\overline{B^{\prime} \backslash B}\right) \cap B$ to $x$. Since $\left(\overline{B^{\prime} \backslash B}\right) \cap B$ is a closed set, the function is well defined. Clearly, if $\left\{x_{n}\right\}_{n=1}^{\infty} \subset B^{\prime} \backslash B, x \in B$ and $x_{n} \rightarrow x$ then $x \in\left(\overline{B^{\prime} \backslash B}\right) \cap B$. Thus

$$
\left|f\left(x_{n}\right)-x\right| \leq\left|f\left(x_{n}\right)-x_{n}\right|+\left|x-x_{n}\right| \leq 2\left|x-x_{n}\right| \rightarrow 0
$$

implying

$$
\begin{equation*}
\lim _{n \rightarrow \infty} f\left(x_{n}\right)=x \tag{4.2}
\end{equation*}
$$

Take any sequence $\left\{\mu_{n}\right\} \subset \mathcal{M}(B)$ converging to $\mu \in \mathcal{M}(B)$ and $\overline{\rho^{*}}(\mu, u)$ as in (4.1). Let

$$
N_{\mu}=\left\{u \in(0,1): F_{\mu}^{(-1)} \text { is discontinuous at } u\right\} \cup\left\{F_{\mu}^{(-1)}(u) \in B^{\prime} \backslash B\right\} .
$$

Again, $\lambda\left(N_{\mu}\right)=0$. We claim that, for a fixed $u \notin N_{\mu}, \overline{\rho^{*}}\left(\mu_{n}, u\right) \rightarrow \overline{\rho^{*}}(\mu, u)$. To prove this, define

$$
C_{1}=\left\{n \in \mathbb{N}: F_{\mu_{n}}^{(-1)}(u) \in B\right\} \quad \text { and } \quad C_{2}=\left\{n \in \mathbb{N}: F_{\mu_{n}}^{(-1)}(u) \in B^{\prime} \backslash B\right\} .
$$

Clearly $C_{1} \cap C_{2}=\emptyset$ and $C_{1} \cup C_{2}=\mathbb{N}$. If $C_{2}$ is a finite set then

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \overline{\rho^{*}}\left(\mu_{n}, u\right) & =\lim _{n \rightarrow \infty, n \in C_{1}} \overline{\rho^{*}}\left(\mu_{n}, u\right)=\lim _{n \rightarrow \infty} F_{\mu_{n}}^{(-1)}(u) \\
& =F_{\mu}^{(-1)}(u)=\overline{\rho^{*}}(\mu, u)
\end{aligned}
$$

Let's suppose now that $C_{2}$ is an infinite set. Then for $n \in C_{2}$ we must have $F_{\mu_{n}}^{(-1)}(u) \in B^{\prime} \backslash B$ and $F_{\mu}^{(-1)}(u) \in B$. Recall that $F_{\mu_{n}}^{(-1)}(u) \rightarrow F_{\mu}^{(-1)}(u)$. Hence $F_{\mu}^{(-1)}(u) \in\left(\overline{B^{\prime} \backslash B}\right) \cap B$, and by (4.2)

$$
\lim _{n \rightarrow \infty, n \in C_{2}} \overline{\rho^{*}}\left(\mu_{n}, u\right)=\lim _{n \rightarrow \infty} f\left(F_{\mu_{n}}^{(-1)}(u)\right)=F_{\mu}^{(-1)}(u)=\overline{\rho^{*}}(\mu, u) .
$$

Since $F_{\mu_{n}}^{(-1)}(u)$ and $f\left(F_{\mu_{n}}^{(-1)}(u)\right)$ both converge to $F_{\mu}^{(-1)}(u)=\overline{\rho^{*}}(\mu, u)$ the representation is (C2)-continuous.

Finally, joint measurability follows from the measurability of the components of $\overline{\rho^{*}}$.

### 4.2.3 (C2)-continuity in a Locally Compact Polish Space

In Section 4.2.1 of this chapter we modified the original Blackwell and Dubins representation but we lost (C2)-continuity. However, in Section 4.2 .2 we prove that under some conditions of $B$ a Borel subset of $\mathbb{R}$ we may redefine $\rho^{*}(\mu, u)=F_{\mu}^{(-1)}(u)$ to get a (C2)-continuous representation of $\mathcal{M}(B)$.

In the rest of the section we prove that if $S$ is a locally compact Polish space, then we can find a (C2)-continuous representation. Before we prove this, we show some other results. In the next lemma $\left\{H_{n}\right\}_{n}$ is an enumeration of open balls with centers in a countable dense subset of $S$ and rational radius, as in (2.2).

Lemma 4.2.3 Let $S$ be a locally compact Polish space. The basis $\left\{H_{n}\right\}_{n}$ of the topology in $S$ may be reduced to a collection $\left\{H_{n(k)}\right\}_{k}$ where $\overline{H_{n(k)}^{a}}$ is compact for all $k$ and all $a \in[1,2]$.

Proof. First of all, notice that if $\overline{H_{n}^{2}}$ is compact, then it remains true for $\overline{H_{n}^{a}}$, when $a \in[1,2]$. As usual, let $D=\left\{x_{n}\right\}_{n}$ be the (countable dense) set of all centers of $\left\{H_{n}\right\}_{n}$. Let

$$
s(n)=\sup \left\{\frac{1}{k}: \overline{B\left(x_{n}, \frac{2}{k}\right)} \text { is compact, } k \in \mathbb{N}\right\} .
$$

Clearly, $s(n)>0$ because $S$ is locally compact. Then define

$$
C_{n}=\left\{B\left(x_{n}, r\right): r \leq s(n), r \in \mathbb{Q}\right\} .
$$

It is very easy to see that

$$
\bigcup_{n} C_{n} \subset\left\{H_{n}\right\}_{n}
$$

Then we take $\left\{H_{n(k)}\right\}_{k}=\bigcup_{n} C_{n}$. We must show now that this is a basis of the topology in $X$.

Take any open set $U$ and choose $x \in U$. Let $r \in \mathbb{R}$ be small enough to make the the closure of $B(x, r)$ compact and $B(x, r) \subset U$. Because $D=\left\{x_{n}\right\}$ is dense, we can find $x_{n^{*}} \in D$ such that $d\left(x, x_{n^{*}}\right) \leq \frac{r}{4}$. Then $x \in B\left(x_{n^{*}}, r^{*}\right)$ where $r^{*} \in\left(\frac{r}{4}, \frac{r}{2}\right)$ and $r^{*} \in \mathbb{Q}$. Clearly

$$
\overline{B\left(x_{n^{*}}, r^{*}\right)} \subset \overline{B(x, r)}
$$

as a consequence, $r^{*} \leq s\left(n^{*}\right)$ and $B\left(x_{n^{*}}, r^{*}\right) \in\left\{H_{n(k)}\right\}_{k}$. We just proved that for any $x \in U$ there exists an element in $\left\{H_{n(k)}\right\}_{k}$ contained in $U$ and at the same time containing $x$.

For simplicity, in this section $\left\{H_{n(k)}\right\}_{k}$ will be denoted just by $\left\{H_{n}\right\}_{n}$ but it is important to keep in mind the the closure of this sets are compact sets. Now, we redefine the function $c$ introduced in Section 2.2, let $\bar{c}:[1,2] \times S \rightarrow \mathbb{R}$ be given by

$$
\bar{c}(x)=\sum_{n=1}^{\infty} \frac{1}{3^{n}} \mathbb{I}_{H_{n}^{a}}(x)
$$

where, as established before $\left\{H_{n}^{a}\right\}$ is based on the "reduced" basis. Because $\left\{H_{n}\right\}_{n}$ is a basis of the topology in $S \bar{c}$ has all the properties that $c$ has. For instance, $\bar{c}_{a}$ is an injective, continuous function in the complement of $\bigcup_{n} \partial H_{n}^{a}$ and measurable.

This slight change in $c$ will allow us to obtain an continuous extension of the (already continuous in $\bar{c}([1,2] \times S)$ ) inverse of $\bar{c}$.

Lemma 4.2.4 There exists a continuous function $g: \bar{c}(A \times S)^{\prime} \rightarrow S$ such that

$$
g[\bar{c}(a, x)]=x \quad \text { for all } \quad x \in S, a \in[1,2] .
$$

Proof. In this proof $h$ represents the projection in $S$ of the inverse of $\bar{c}$. In Lemma 2.3.4 we showed that such function is continuous in $\bar{c}([1,2] \times S)$. So, we only need to find a way to extend $h$ outside $\bar{c}([1,2] \times S)$.

Let $y \in \bar{c}(A \times S)^{\prime} \backslash \bar{c}(A \times S)$. Then, there exista a sequence $\left\{y_{n}\right\}_{n}$ in $c(A \times S)$ converging to $y$. Let $\left(a_{n}, x_{n}\right)$ be the (unique) pair of numbers that give us $\bar{c}\left(a_{n}, x_{n}\right)=y_{n}$. Denote by $\left\{\alpha_{i}\right\}_{i=1}^{\infty}$ and $\left\{\alpha_{n, i}\right\}_{i=1}^{\infty}$ the ternary expansion of $y$ and $y_{n}$ respectively, that is

$$
y=\sum_{i=1}^{\infty} \frac{\alpha_{i}}{3^{i}}, \quad y_{n}=\sum_{i=1}^{\infty} \frac{\alpha_{n, i}}{3^{i}}, \quad \alpha_{i}, \alpha_{n, i}=0,1 \text { for all } i, n
$$

To see that $\alpha_{i}$ cannot be equal to 2 for any $i$, notice that $\bar{c}(A \times S)$ is a subset of the Cantor-like set

$$
\mathcal{C}=\left\{y \in \mathbb{R}: y=\sum_{n} \frac{\beta_{n}}{3^{n}}, \beta_{n}=0,1, n \in \mathbb{N}\right\}
$$

which is already closed. Hence $\bar{c}(A \times S)^{\prime} \subset \mathcal{C}$ (the upper limit topology is finer than the usual topology).

Now, since $y_{n} \rightarrow y$, we must have $\alpha_{n, i} \rightarrow \alpha_{i}$, for all $n, i$, in fact $\alpha_{n, i}=\alpha_{i}$ for all sufficiently large $n$. The fact that $y \notin \bar{c}(A \times S)$ implies that, for any $a \in A$

$$
\bigcap_{i=1}^{\infty}\left(H_{i}^{a}\right)^{\alpha_{i}}=\emptyset,
$$

where

$$
\left(H_{i}^{a}\right)^{\alpha_{i}}=\left\{\begin{array}{ccc}
H_{i}^{a} & \text { if } & \alpha_{i}=1 \\
\left(H_{i}^{a}\right)^{c} & \text { if } & \alpha_{i}=0
\end{array}\right.
$$

However, for any $n \in \mathbb{N}$, there exists a large enough $m$ so that

$$
x_{k} \in \bigcap_{i=1}^{n}\left(H_{i}^{a_{k}}\right)^{\alpha_{i}} \subset \bigcap_{i=1}^{n} \overline{\left(H_{i}^{*}\right)^{\alpha_{i}}}, \quad \text { for all } k \geq m
$$

where $H_{i}^{*}=H_{i}^{2}$ if $\alpha_{i}=1$ and $H_{i}^{*}=H_{i}^{1}$ if $\alpha_{i}=0$. Since $\bar{c}(A \times S)$ is contained in $(0, \infty)$, which is closed in the upper limit topology, we have $\bar{c}(A \times S)^{\prime} \subset(0, \infty)$ and so $y \neq 0$. The sets $\bigcap_{i=1}^{n} \overline{\left(H_{i}^{*}\right)^{\alpha_{i}}}$ are closed and eventually compact. We say eventually compact because $y \neq 0$ implies the existence of
$k$ such that $\alpha_{k}=1$, and $\overline{H_{k}^{*}}$ is compact. Hence, these compact sets have the finite intersection property. Therefore

$$
\lim _{n \rightarrow \infty} \bigcap_{i=1}^{n} \overline{\left(H_{i}^{*}\right)^{\alpha_{i}}}=\bigcap_{i=1}^{\infty} \overline{\left(H_{i}^{*}\right)^{\alpha_{i}}} \neq \emptyset
$$

Suppose that $x_{1}$ and $x_{2}$ are both elements of this set. If $x_{1} \neq x_{2}$, find $H_{i}$ so that $x_{1} \in H_{i}^{1} \subset H_{i}^{2}$ but $x_{2} \notin \overline{H_{i}^{2}}$. So, if $\alpha_{i}=1$ then $x_{1} \in\left(H_{i}^{*}\right)^{\alpha_{i}}=H_{i}^{2}$ while $x_{2} \notin\left(H_{i}^{*}\right)^{\alpha_{i}}=H_{i}^{2}$. On the other hand, if $\alpha_{i}=0$ then $x_{1} \notin\left(H_{i}^{*}\right)^{\alpha_{i}}=\left(H_{i}^{1}\right)^{c}$ while $x_{2} \in\left(H_{i}^{*}\right)^{\alpha_{i}}=\left(H_{i}^{1}\right)^{c}$. This contradicts the fact that both $x_{1}$ and $x_{2}$ belong to $\bigcap_{i} \overline{\left(H_{i}^{*}\right)^{\alpha_{i}}}$. Therefore we may take the unique element $x$ of this set and define $g(y)=x$, while $g(y)=h(y)$ if $y \in \bar{c}(A \times S)$.

The function $g: \bar{c}(A \times S)^{\prime} \rightarrow S$ can be seen as an extension we are looking for. Of course $\bar{c}(g(y))$ may not be equal to $y$, but we claim that if $\left\{z_{n}\right\}_{n}$ is a sequence in $\bar{c}(A \times S)^{\prime}$ that converges to $z \in \bar{c}(A \times S)^{\prime}$ then

$$
\lim _{n \rightarrow \infty} g\left(z_{n}\right)=g(z)
$$

To prove our claim, let $\left\{\beta_{i}\right\}$ and $\left\{\beta_{n, i}\right\}$ be the ternary expansion of $z$ and $z_{n}$ respectively. Then

$$
\{g(z)\} \in \bigcap_{i=1}^{\infty} \overline{\left(H_{i}^{*}\right)^{\beta_{i}}}
$$

similarly,

$$
\left\{g\left(z_{n}\right)\right\} \in \bigcap_{i=1}^{\infty} \overline{\left(H_{i}^{*}\right)^{\beta_{n, i}}}
$$

and $\beta_{n, i} \rightarrow \beta_{i}$. Fix any $\epsilon>0$, we must show $d\left(g\left(z_{n}\right), g(z)\right)<\epsilon$ for a large enough $n$. Since $\left\{H_{n}^{2}\right\}_{n}$ is a basis of the topology in $X$, there exists $H_{k}^{2}$ such that $g(z) \in H_{k}^{2}$ and the radius of $H_{k}^{2}$ is less than $\epsilon$. Then, find $m \in \mathbb{N}$ large enough so that

$$
\left\{g\left(z_{i}\right)\right\}_{i=m}^{\infty} \subset \bigcap_{i=1}^{k} \overline{\left(H_{i}^{*}\right)^{\beta_{i}}} \subset \overline{H_{k}^{2}}
$$

Therefore

$$
d\left(g\left(z_{n}\right), g(z)\right) \leq \epsilon, \quad \forall n \geq m
$$

which proves $g\left(z_{n}\right) \rightarrow g(z)$.

Lemma 4.2.5 Let $S$ be a locally compact Polish space, in particular $S$ may be $\mathbb{R}^{n}$. Then there exists a (C2)-continuous representation of $\mathcal{M}(S)$.

Proof. Define $\rho: \mathcal{M}(S) \times[1,2] \times(0,1) \rightarrow S$ as

$$
\rho(m, a, u)=g\left(\rho^{*}\left(\bar{J}_{a}(m), u\right)\right)
$$

where $\bar{J}_{a}(\mu)$ is the distribution of $\bar{c}_{a}: S \rightarrow \mathbb{R}$ in the probability space $(S, \mathcal{B}(S), \mu)$. Notice that $\bar{J}_{a}$ has the same properties of $J_{a}$, as in Section 2.2.

Suppose $\mu_{n} \Rightarrow \mu$, then if $\mu\left(\bigcup_{n} \partial H_{n}^{a}\right)=0$ (condition that holds for almost every $a$ ), $J_{a}\left(\mu_{n}\right) \Rightarrow J_{a}(\mu)$. Since $\rho^{*}$ is a (C2)-continuous representation of $\mathcal{M}(\mathbb{R})$, for any $u \notin N_{\mu}$, where

$$
N_{\mu}=\left\{u: \rho^{*}\left(\bar{J}_{a}\left(\mu_{n}\right), u\right) \rightarrow \rho^{*}\left(\bar{J}_{a}(\mu), u\right)\right\}^{c}
$$

we must have

$$
g\left(\rho^{*}\left(\bar{J}_{a}\left(\mu_{n}\right), u\right)\right) \rightarrow g\left(\rho^{*}\left(\bar{J}_{a}(\mu), u\right)\right)
$$

Clearly $\lambda\left(N_{\mu}\right)=0$, moreover $N_{\mu}$ is a countable set.
On the other hand, notice that all the components of $\rho$ are jointly measurable. Overall, we can conclude that $\rho$ is a continuous representation of $\mathcal{M}(S)$.
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