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ABSTRACT

In this thesis, a new blt-by-bit jitter measurement technique is
described. This technique has been used to determine the jitter
performance of a self-sustaining monostable multivibrator clock
recovery circuit.

This Jjitter measurement scheme provides a time and amplitude
quantized histogram estimate for the probability density function of
timing jitter. A numerical description of the jitter phenomenon is
obtained in terms of the mean and RMS values. It has a measurement
precision of the order of 1.7 ps.

An experimental optical fiber transmission system using the NRZ
code, with a self-sustaining monostable multivibrator as the timing
extraction circuit, was designed and developed. The signalling rate
was 50 Mb/s. The signal was transmitted over S km of multimode graded
index fiber, using a laser dicde @ 830 nm and a silicon avalanche
photodetector.

The experimental results demonstrate that the measured RMS jitter
increases as the number of transitions in the received pattern
decreases. It is approximately 2.5° for the "1000 0000 0CO0 0000" data
pattern. The variation of the measured RMS jitter with recelved
optical power 1indicates that, in the normal operating range,
pattern-dependent jitter is the main source of jitter in the recovered
clock. The systematic jitter varied between 1.5° to 2° for a 16-bit
fixed word pattern, and 2° to 2.5° for PRBS word lengths of 2'°-1 and

223

-1, respectively. The overall jitter due to fixed or PRBS data
patterns and random noise, lies between 3° and 4°, depending on the

optical power level.
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CHAPTER 1
INTRODUCTION

Digital transmission has become reasonably well established as the
bacis for modern‘telecommunication networks all around the world. Its
primary advantage, compared to analog transmission, is that it offers
an inherent noise immunity which can provide an end-to-end transmission
Ggual y almost independent of distance; secondary advantages include
increased capacity on existing networks, compatibility with digital
switching, and simple interfacing with the growing proportion of data
traffic from digital sources. The feasibility of such networks is
dependent on the attainment of substantially impairment-free operation,
irrespective of the traffic carried, with transmission links connected
directly together in tandem, or indirectly through digital switches and
multiplex equipment [1].

Although the noise immunity of digital systems is high, relatively
sharp thresholds exist which, if exceeded, result 1in a rapid
deterioration of system performance. Amplitude noise in digital
systems can be controlled by regeneration. Timing noise, usually known
as "timing jitter", displaces the transitions between adjacent digits,
and is not so easily controlled, because of the practical and economic
difficulties of obtaining jitter-free clocks for regeneration at points
remote from the original clock source. Timing Jjitter is especlally
important because the information content of digital signals 1is
essentially carried by the transitions between digits and a knowledge
of the expected digit spacings; timing Jjitter affects both of these
and, like noise, has cumulative properties so that, without adequate

control, it can grow to an amplitude such that the jittered clock will



sample the data at non-ideal times.

A digital telecommunication system must operate correctly in the
presence of jitter and hence the topics of Jitter origination,
accumulation, and control, are important in any digital system. It is
the objective of this project to measure the jitter variance in an
optical fiber communication system, to determine its statistical
properties and to study how jitter degrades the bit error performance.
1.1 Definition of Jitter

In an ideal digital transmission system, the pulses of the digital
pulse stream would arrive at times that are integral multiples of the
pulse repetition period T. However, in real systems, pulses arrive at
times that differ from the ideal times of integral multiples of T. This
unwanted pulse position modulation of the pulse stream 1is called
“Jitter". Jitter 1is formally defined by the CCITT as short-term
variations of the significant instants of a digital signal from their
ideal positions in time. Longer-term variations are defined by the
CCITT as "wander". The "significant instant"” referred to in the
definition can be any fixed arbitrary point on a digital signal that is
clearly identifiable, such as the leading or trailing edges, or the
mid-points of pulses. Figure 1.l1a shows a train of unit impulses
initially spaced equally in time; after either transmission or signal
processing these unit impulses become spaced slightly irregularly in
time (Figure 1.1b). The time deviations from integral multiples of T
form a discrete time, continuous amplitude sequence e[nT]. This
sequence represents the fundamental description of Jjitter; e[nT] has
dimensions of time in amplitude, at integer multiples of T. Throughout

this thesis, square brackets denote a discrete time function, while
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Fig.1.1 Defining Jitter. Jitter is the effect of the real clock edges
varying in time relative to an ideal clock [2].



parentheses denote a continuous time function. The units in which
jitter amplitudes are specified and measured are generally in terms of
the unit interval (UI), which is equal to one bit period, or in terms
of phase, by defining one bit period T as equal to 360°. In digital
transmission systems e[nT] 1is a random function of time called a
stochastic process [2].
1.2 The Importance of Timing in Digital Systems

Digital telecommunication systems invariably use serial digit
transmission, and the ability to be able to correctly identify each
digit at any point in a system is of the utmost importance. The
inherent noise immunity of digital signals allows. substantially
error-f; =e decisions to be made on the magnitudes of individual digits
in the presence of significant noise, but this is only possible if the
digits are correctly identified in time from the preceding or
succeeding digits. When an optical signal is transmitted along an
optical fiber, dispersion mechanisms within the fiber cause broadening
of the optical pulses as they travel along the channel. This causes
distortion in both digital and analog transmission. The amount of
broadening depends on the distance that the optical pulses travel along
the optical fiber before they are regenerated. The dispersion or
broadening of the pulses may occur to such an extent that neighbouring
pulses may start to overlap one another, and thus become
indistinguishable at the receiver input. This effect is known as
Intersymbol Interference (ISI).

In the presence of ISI, the digital symbols have rise and fall
times of the order of a symbol period. For no overlapping of light

pulses to occur in an optical fiber link, the max.mum bit rate BT or



transmission bandwidth (for return-to-zero pulses) should be less than
the reciprocal of the broadened pulse duration (2t), i.e.
BT = 1/2t.

ISI may be reduced by equalization, where a filter is used to partially
restore the shape of the pulses. Figure 1.2 shows an eye diagram which
is open, and where the decision time corresponds to the centre of the
eye opening. The effect of ISI and noise is to close the eye pattern.
In this case the margin against amplitude nnise {or in other words, the
SNR), decreases rapidly as the decision time moves away from the
nominal centre of the eye. Thus, the presence of timing jitter will
cause an average decrease of SNR, and a consequent increase in the BER.
1.3 Clock Transmission and Recovery

In baseband digital systems, the output of the receiver must be
sampled at precise sampling instants in order to recover the original
signal. To perform this sampling, a clock signal is needed at the
receiver that is synchronized with the clock signal at the transmitter.
Three general methods by which this synchronization can be obtained are
[71):
a) derivation of clock information from a primary or secondary
standard; for example, the transmitter and receiver can be slaved to a
master clock through a separate channel.
b) transmitting a synchronizing clock signal over the same channel as
the signal.
c) derivation of the clock signal from the received signal waveform
itself.

The first method is often :iployed in large data communication

networks. Due to the high cost of this method, point-to-point data
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transmission normally does not use this method. A more economical
method is to transmit the clock signal along with the data, which means
that a small part of the channel’s information capacity is used by the
clock signal. The third method, known as self-synchronized or
self-timed, is a very efficient method of synchronization between
receiver and transmitter. Digital transmission equipment is generally
arranged to be self-timed, with timing signals or clocks derived by
nonlinear processing of the incoming digital signal. This process is
known as timing extraction [3]. This processing ylelds two
frequency-domain components. The first, consisting of discrete
spectral lines at the symbol rate and its harmonics, results from the
periodic nature of the symbols; the other component, which 1is
continuous and somewhat noise-like, arises from the information content
or line coding of the digital signals. The timing clock may be
recovered from the symbol rate component by the use of a narrowband
bandpass filter, which usually consists of a simple LC "tank" circuit,
a surface-acoustic-wave (SAW) device, or a phase-locked loop (PLL).
Practical bandpass filters, having nonzero bandwidths, will pass
not only the required spectral line components but aiso that part of
the continuous spectrum adjacent to the spectral line. These unwanted
sidebands effectively modulate the recovered clock both in amplitude
and phase, the latter appearing directly as timing jitter. A useful
figure of merit is the ratio between the power contained in the
discrete clock spectral line to the power contained in the continuous
spectrum that falls within the passband of the clock recovery circuit.
In practice, amplitude modulation may also cause additional jitter

through the process of amplitude-to-phase conversion. The suppression



of this amplitude and phase modulation is determined by the timing
recovery filter bandwidths, and 1s limited by the tuning accuracy and
stability of the filters. Mistuning of a fllter passband centre
frequency relative to the symbol rate gives rise to pattc-a-sensitive
timing jitter in the recovered clock, which can result in large phase
transients [4]. The amplitude of the recovered clock is proportional
to the timing density or number of transitions per unit time between
symbols in the transmission code, and amplitude variations can
therefore be limited by the use of a line code having sultable bounds
on its timing density. (Line coding in fiber optics is discussed in
the next section).

Intersymbol interference resulting from bandwidth restrictions and
misequalization in the transmission path also causes Jjitter through
pulse shape variations, and hence spectral variations, at the timing
recovery fllter input.

Any Jjitter present on a recovered clock will be imparted to the
digital data stream in any associated processing such as regeneration.
Jitter within the timing recovery bandwidths of a digital tr -smission
system is therefore added to the regenerated signals in a cumulative
manner. Unfortunately, the predominant sources of jitter tend to be
additive since they are related to modulation components of the digital
signals; the accumulation of this jitter is consequently more rapid
than that of jitter from noncoherent sources. This 1s one of the
factors which could, if not properly controlled, 1limit the performance
of a digital network.

1.4 Line Coding in Optical Fiber Communications

The function of coding 1is to adapt a sigznal source to a



transmission medium for the purpose of efficient and reliable
communications. The subject of coding is divided into source coding
and c<hannel coding [5]. Source coding 1is the conversion of the
messages produced by a source into a string of binary digits. Channel
coding, on the other hand, is the transformation of the bilnary digits
generated by the source into a form suitable for a specific
transmission medium. Line coding is a wubset of channel coding that
normally does not include error correction codes and 1is mainly
concerned with matching the transmitted signal spectrum to the
transmission characteristics of the channel, so as to limit impairments
such as timing jitter, ISI, baseline wander, etc. [6].

A ine code that is &attractive for optical fiber communications
should possess the following characteristics [7-11]:

a. Frequent transitions.

b. Z2ero dc and small low frequency content.

c. Two level (binary}.

d. Bit sequence independent.

e. Bandwidth efficient.

f. Moderate redundancy.

g. Simple implementation.

A brief discussion of the desirability of some of these
requirements is now presented. The line code must have frequent
transitions in order that a stable clock signal (with minimum jitter)
may be extracted at the receiver, as explained in the earlier section.
Furthermore, the longest interval between transitions must be
restricted to a small value in order to prevent the clock recovery

circuit from falling out of 1lock with the data source and losing



synchronization. Ideally, the line code should provide a transition
for every source bit.

The dc component in the signal power density spectrum should be
zero and the low frequency components should be small, in order to
minimize baseline wander, which is the shifting of the receiver output
in the pfesence of a long string of ones or zeros due to AC coupling in
the receiver. Baseline wander is undesirable because it results in a
reduction of the signal amplitude at the sampling instant, and hence in
a reduced receiver sensitivity.

The optical signal should be binary, due to the unipolar nature of
light intensity. Multilevel transmission increases the information
capacity of a fiber optic channel, but suffers from the following
problems:

a) Due to signal-dependent shot noise, the recelver threshold
levels for multilevel systems need to be non-uniformly spaced, which
complicates the receiver design.

b) Lasers are non-linear devices, making the generation of
multilevel signals more difficult than the generation of binary
signals.

A line code is bit sequence independent if the communication link
can function properly regardless of what bit stream is emitted by the
source. For example, if the message source were to emit all ones, the
line code should still provide sufficient transitions so that the
system perfcrmance would not degrade due to baseline wander or drifting
of the clock signal. In .general, a line code 1is bit sequence
independent if it contains only a small amount of low frequency energy;

i.e., a long string of ones or zeros is not possible.
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In high bit rate systems, a careful choice of line code with as
little redundancy as possible is required especially when the pulse
dispersion is significant [12]. The required system bandwidth is
proportional to the amount of redundancy added. As the system
bandwidth increases, the noise power at the receiver output increases,
and the receiver sensitivity decreases. Several line codes for fiber
opti communications have been proposed previously. These include
simple 1B2B codes (where one data bit is coded by two line code pulses,
see Figure 1.3) such as the Manchester Code [13], Miller Code [8], or
Petrovic Code [14] and some other complex block codes such as the
3B-4B, 5B-6B, 7B-8B and 13B-14B codes [12-22]. However, the majority
of commercial fiber optic systems developed to date employ the
nonreturn-to-zero (NRZ) format because of 1its simplicity of
implementation. The NRZ code finds wide application in long haul
systems where it is necessary to minimize the system bandwidth and
maximiie the receiver sensitivity. Among the two-level codes, the NRZ
code requires the least amount of bandwidth and provides the greatest
sensitivity for a given data rate. A data scrambler is required
because the NRZ code can give rise to a long string of ones or zeros,
which may cause base line wander problems at the receiver. As
mentioned earlier, this is due to the nonzero power spectral density at
dc (w = 0), of the NRZ code. Also, the NRZ code has the disadvantage
that it has no error detection or correction capability. Figure 1.4
shows the power spectral density of various binary line codes [14].

The NRZ type of line coding was used in this thesis, without a
data scrambler. The main reason for using this code is as follows: -

a) Simple to use, as it requires no coder or decoder.
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b) Most of the commercial fiber optic systems use the NRZ code.
c) It is interesting to study the timing jitter behaviour of the NRZ
code without a data scrambler, since, in this case long sequence of
ones or zeros may be present. Thus, the timing jitter should be worse
than any of the other binary level codes, which have control over the
number of continuous ones or zeros that may occur. Hence, it |is
worthwhile to study the timing jitter behaviour of the NRZ code, since
all other line codes would give better results no matter which method
of clock recovery is employed.
1.5 An Optical Fiber Communication System

Figure 1.5 shows the block diagram of a basic digital fiber-optic
communi .ation system. M electrical data signals, with well defined and
standardized rate, 1line code, and pulse shape, arrive at the
multiplexing terminal. These M electrical signals are synchronized,
the necessary overhead bits are added, and the signals are then
interleaved to form a higher rate electrical signal [2]. The
electrical multiplexer output signal is clocked by a local timing
signal. Therefore, the output pulse stream leaves the multiplexer with
negligible jitter with respect to the local multiplexer output clock.
However, the primary sources of jitter in digital transmission systems
are regenerators and multiplexers. The process of synchronizing and
inserting overhead bits onto the tributary signals results in jitter
appearing on the tributaries after demultiplexing. In this thesis, we
concentrate only on the jitter introduced by the line regenerators.

The high speed electrical signal which is now the source of blnary
ones and zeros is coded by the encoder. There are many code formats

by which the oinary data may be coded, the most common being the
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nonreturn-to-zero (NRZ coding) which is examined here. The coded
electrical data then drives a laser transmitter that generates a light
signal whose intensity is proportional to the signal-dependent
injection current. The requirements of an optical source for a high
bit rate link are a narrow spectral width, a small beam area, a high
electrical-to-optical power conversion efficiency, good high frequency
resp :se, a long life span and the emission of light at wavelengths
that are. compatible with the optical fiber characteristics. The
transmission channel could be single-mode or multimode fiber, depending
on the system requirements.

After transmission through the fiber, the optical signal |is
converted back to an electrical signal using either a PIN or avalanche
photodiode (APD). The signal after detection is corrupted by two
sources of noise. These are (a) the photodiode shot noise and {(b) the
receiver thermal noise. In the case of fiber optic systems using
direct detection and PIN photodiodes or APDs with average gains less
than twenty, shot noise can be neglected [2]. Also, in most cases, it
is the thermal noise of the preamplifier which dominates the total
noise of the receiver. Hence, we assume thatv the overall noise is
mainly due to the receiver thermal noise and that shot noise ls
negligible. For this condition the noise will have Gaussian
statistics. Once the electrical signal is amplified and reshaped, a
timing signal will be extracted from 1t and the regenerated electrical
data signal will be produced. This regenerated signal can either go to
another laser transmitter in the case of a regenerator (a back-to-back
receiver-transmitter combination), or, at the end of the system to a

demultiplexing termina.. At the demultiplexing torminal the higher
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rate electrical signal is separated into its tributaries, the overhead
bits are removed, and the M electrical signals are recovered.

1.5.1 Fiber Optic Regenerator

Digital transmission systenms, in particular fiber-optic
transmission systems, use line regenerators to send information over
longer distances than is possible through a single laser-fiber-receiver
span. The line regenerator receives the weak and dispersed incoming
optical signal, and attempts to regenerate the original signal as
closely as possible, for retransmission by its laser transmitter. When
regenerators are cascaded an accumulation of jitter results [21.

Figure 1.6 shows the block diagram of a self-timed fiber optic
regenerator. An optical receiver containing a photo-detector converts
the optical signal from the incoming optical fiber into an electrical
signal. As the output signal from this detector is normally very
small, a low noise preamplifier is used, coupled directly to the
photo-detector to amplify the signal level with minimum noise penalty.
A certain amount of thermal noise is introduced by this preamplifier,
and an APD is often preferred to a PIN photodiode, in order to achieve
a higher receiver sensitivity [23]. For a transmission channel
degraded by white noise, the noise level increases linearly with
increasing channel bandwidth. Hence a filter is normally incorporated
into the recelver to limit the noise. The optimum bandwidth of the
filter depends on the signal bandwidth, and is chosen to maximize the
signal-to-noise ratio (SNR).

The main amplifier further amplifies the signal to a voltage level
that can trigger the clock recovery and decision circuits. This

amplified electrical signal is then passed through an equalizer and an
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automatic gain control (AGC) amplifier that produces an outous. signeal
rN(t). The function of the equalizer 1is to raduce ~larsymb b
interference (ISI). The signal rN(t), received by the MNuh  Tegenaraior
in a long chain of cascaded regenerators, is corrupted by receiver
noise and iitter accumulated from the previous N-1 regeneratoers. We

express rN(t) as
+00

ry(t) =§E: a gN(t-nT—eN_l[nT]) L R (1.1)

n=-o

where a, 6{0,1}, gN(t) is the amplified and equalized received pulse,
nN(t) is additive receiver noise, and eN_l[nT] is the time deviation
from time nT of the Nth pulse’s zero crossing. The eN_llnT] Jitter
sequence is the accumulated jitter from the previous N-1 regenerators.

The received signal is sampled by the decision circuit and a
regenerated output signal is produced, based on decisions made about
rN(t) at the sampling instants. The timing signal used for sampling is
derived from the timing extraction circuit, which extracts either a
sinusoidal waveform or a square wave of frequency 1/T from rN(t).

Since timing extraction is imperfect, the timing signal is given by

2
sy(t) = |ayl sin[—'% (t—-eN(t)_)_-l ..... (1.2)

where ]AN| is a constant amplitude, and eN(t) is the Jjitter on the
timing signal, which is a continuous time phase modulation of sN(t);
eN(t) is caused by imperfections of the timing extraction process, the

input jitter e (nT], and the receiver noise nN(t).

N-1
When sN(t) rises to a voltage V, rN(t) is sampled and the decision
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circuit creates a regenerated output signal, that in turn modulates a

laser transmitter. The regenerated output signal is given by

+

rN(t) = }E: a fN(t-nT-eN[nT] + T + to) ..... (1.3)

n=-ew

,

where a, is the regenerated bit sequence, fN(t) is the output pulse, to
and Tt are static phase shifts and eN[nT] 1s the output jitter of the
Nth regenerator, a sampled eN(t). The term to is caused by the
non-zero sampling threshold of the decision circuit. A V = 0 sampling
threshold eliminates this static phase shift. Hence, DC offsets in the
sampling portion of the decision circuit should be minimized. The
static phase offset T is caused by the physical separation of the
timing and decision circuits. This static phase alignment between the
data and the timing signals must be set either by choosing the length
of a coaxial cable between the timing and decision circuits or by some
electronic phase shifting network so that the data signal 1s sampled at
an optimum time. Therefore, the timing signal jitter is impressed onto
the output data signal. Equations (1.1) to (1.3) mathematically
describe the signal processing carried out in a line regenerator. We
see that jitter is present on both the input and the output signals.
Without adequate control, it is possible for timing jitter to
accumulate in digital networks to the extent that it could degrade the
cverall performance. This could happen in two ways.
a) Jitter can increase the probability of error, by causing the signal
sampling time instants to deviate about the eye centre and thus lead to
a reduction in the SNR.

b) In the case of a digitally encoded analog signzl, jitter in the bit
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stream arriving at the decoder finally leads to the decoded analog
samples appearing in a slightly irregular manner. This is sometimes
known as "absolute jitter" [1,27,30,31].

Digital impairments such as errors are dependent on the difference
between the jitter on the received signal to be sampled and the jitter
sn the extracted clock signal that determines the sampling times. This
rela: se difference is known as "alignment jitter" [29, 32].

1.6 Thesis Objectives and Organization

1.6.1 Objectives

The purpose of the research work reported in this thesis is to
study the jitter performance of an all-digital, self-sustaining
monostable multivibrator clock recovery circuit in a fiber optic
communication system. Haviny done this, it was proposed to study
experimentally, the performance of a fiber optic transmission system in
terms of the bit error rate (BER) in the presence of timing jitter. To
keep the project scope within the M.Sc. range, the investigation was
limited to the study of only the jitter performance of the monostable
clock recovery circuit.

Hence, the main objectives of this thesis are as follows:

1. To develop a bit-by-bit Jitter measurement technique to
determine the statistics of the jitter phenomenon.

2. To develop a computer program to control the digitizing
oscilloscope in order to make the acquisition to and transfer the data
on to the computer.

3. To develop a computer program to process the data and determine
the mean, variance and probability density function (pdf) of the timing

jitter.
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4. To design and develop a monostable clock recovery circuit. An
experimental optical fiber transmission system operating at 50 Mb/s was
then set up.

S. To experimentally measure the RMS jitter as a function of
various data patterns, and to study the time dependent nature of the
Jjitter probability density function.

6. To experimentally measure the RMS jitter against received
optical power for various data patterns, so as to obtain the
relationship between the systematic and random components of the jitter
and the signal-to-noise ratio.

1.6.2 Organization

Chapter 1 introduces the topic of jitter, clock recovery and the
importance of timing in digital systems. We also present the
characteristics that a 1line code should possess in optical fiber
systems, how the NRZ code compares to these characteristics and why we
chose to work with this code.

Chapter 2 deals with the theoretical analysis of timing extraction
and jitter in self-timed regenerators. It presents the varlious sources
of Jitter, a theoretical Jjustification of the existence of a timing
signal at the signalling rate and the process of clock extraction. It
also Iintroduces the topics of accumulation of jitter in 1long haul
fiber-optic systems with several repeaters, and the performance of an
optical communication system in the presence of jitter.

Chapter 3 describes the self-sustaining monostable clock recovery
circuit and analyze its clock Jitter. A simple meodification te the
original clock recovery circuit will be proposed. Chapter 4 reviews

the various jitter measurement techniques, the method that was tried at
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first,and the method finally used. The experimental fiber-optic system
and the jitter measurement system will be described in chapter S.
Chapter 6 will present the experimental results that were
obtained. It will show that the clock jitter increases as the number
of transitions in the received bit sequence decreases. In the normal
operating range of the receiver, it is found that the effect of random
noise on the jitter is quite small, and that pattern-dependent jitter
is dominant. The random jitter is dominant only at very low optical
power levels. Chapter 7 presents a summary of the results, together
with the conclusions. Suggestions for further research in this area

are also given.
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CHAPTER 2
TIMING EXTRACTION AND JITTER

. this chapter the various sources of jitter are discussed. The
structure of the received signal will be explored to show that it
contains timing information which can be used to reconstruct the clock
signal. A mathematical analysis of a clock recovery circuit using an
Exclusive~OR gate as a non-linear element is presented to show that it
generates a discrete spectral line at the symbol frequency. Finally,
the accumulation of jitter in a long haul system with several repeaters
and the effect of jitter on the performance of a communication system
are presented.

2.1 Sources of Jitter
Jitter can arise from a variety of sources in digital transmiss:.n
systems and networks. The majority of sources fall into one of the
following categories {24].
2.1.1 Jitter produced by the Electronic Components
Two mechanisms account for the presence of jitter on timing
signals originating from oscillators. The first is the in:irinsic phase
noise generated by components, called flicker noise, and the second is
the phase noise in logic circuits arising as a result of signal
transition uncertainties. Both of these are dominated by low frequency
components. This jitter 1is usually negligible compared to other
mechanisms.
2.1.2 Jitter produced by the Digital Regenerators
2.1.2.1 Systematic (pattern-induced) Jitter
Most of the significant sources of jitter produced by digital

regenerators are strongly dependent on the pattern content of the
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digital signal being transmitted [25-29]. The continually changing
patterns of the digital signals produce spectral components which fall
within the passband of the timing recovery filter, and hence cause
variations in the time of occurrence of the reccv:red clock. These
effects are augmented by other repeater imperfections such as
intersymbol interference, pulsewidth effects and amplitude-to-phase
conversion as described earlier. Values for systematic jitter for a
single regenerator typically fall in the range of 0.4 to 1.5% of a unit
interval r.m.s., for all data rates [30].
2.1.2.2 Random Jitter
Random sources of jitter in regenerative repeaters include

differential pulse delay in the output stages of repeaters for
multilevel transmission codes, non-systematic mistuning of the timing
recovery rilter resulting from incorrect initial adjustment and aging,
temperature and other environmental effects, noise, interference and
crosstalk.

2.1.3 Jitter produced by the Optical Systems

Optical transmission systems produce an additional timing jitter
contribution from sources such as laser control circuits, optical
receiver noise, mode hopping, and dispersion [1].

2.1.4 Vander

Variations in the propagation delays of cables resulting from
temperature changes can cause an apparent phase change of several tens
of bit periods over a long period of time. Such variations occur very
slowly and are considered as wander.
2.2 Existence of Timing Signal

For complete regeneration, a locai sourcs of timing information is
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required at each regenerator. The preferred means of providing this is
by extraction of t. timing information from the received signal. By
performing a spectral analysis of the received signal we can show that
it contains a discrete component at the pulse repetition frequency.
The spectral characteristics of a stochastic signal are obtained by
computing the Fourier transform of the autocorrelation function [33].
.onsider a noiseless, jitterless received signal rN(t) given by

Equation (1.1). We assume that the sequence an € {0.1} is

statistically independent and equiprobable. The mean of rN(t) is

[+:]
e} = efa) Zg,,(t-n-n o
=-
and its autocorrelation is
» »
Rrr(t,t+r) = E{rN(t)rN(t+r)} , where rN(tJ is the complex conjugate
of rN(t).
( © ©
= gl }: angN(t-nT) Z a, gN(t-kT+t) ... (2.2)
n=-w k=~

>} [+ 4]
= E.4 Z Z anan+m gN(t-nT) SN(t—nT-mT+T) PR (2. 3)

n=~-w MN=-w
\ where k=n+m
[ o«

- ZE: 2{: E{anan+m} gN(t-nT) gN(t-nT—mT+t) ... (2.4)

n=-0 mn<-w

It is seen that both the mean and the autocorrelation of rN(t) are
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periodic with T. A stochastic process with a periodic mean and
autocorrelation is referred to as cyclostationary [27]. Because rN(t)
is cyclostationary with period T, a timing signal with period T can be
extracted from it [34].

The time dependence of Rrr(t,t+r) can be eliminated by averaging over

the period T. This results in an average autocorrelation
T/2

R__(7) = 1[ R__(t,t+t) dt ...(2.5)
rr T rr
~-T/2 )
> o0
T/2-nT
- E{anan+m} 1 [ gN(t) gN(t—mT+r) dt ...(2.6)
m=-0 n==-o T ~T/2-nT

Since a, is wide-sense stationary, E{a a } does not depend on n;

n n+m
00
00
therefore ﬁrr(r) = E{anan+m} 1 J gN(t)gN(t-mT+r) dt L (2.7)
m=-o Tl
+00
By defining Rgg(t) = j gN(t) gN(t+t) dt and Raa[m] = E{anan+m}
-0
...(2.8)
and substituting in equation (2.7), we have
[+:]
Rrr(t) = % ZE: Raa[m] Rgg(r-mT)
==00
[+ ]
= * -
% Rgg(T) ZE: Raa[m] 8 (t~-mT) ... (2.9)
m =-w

Fourier transforming (2.9) ylelds the average power spectrum of rN(t)

s _ 2
as Srr(f) = % |GN(f)| Saa(f) ... (2.10)
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where GN(f) is the Fourier transform of gN(t), and Saa(f) is the power

spectrum of the message sequence {an} defined as

s, () = Z R__ [n] o~ J2ufm? (2011

=—00

Equation (2.10) shows that the average power spectrum of rN(t) is
dependent on the pulse shape and the statistics of the message
sequence. The effect of message sequence statistics will be examined

first for two cases.

CASE I: If the message sequence, {an} € {0,1} 1s independent and

equiprobable, then from equation (2.8), the autocorrelation of a, is

Raa[m] = 1/4 &[m] + 1/4 and

-]
s, ()= 1 + 1 z a[f—_] . (2.12)
4 4T T
m=-o

Substituting (2.12) in (2.10) ylelds an average power spectrum of the

received signal rN(t) of

o0
S ()= 1 |ge) %+ 1 Z |GN[ ?]
r mr aT

m=-ow

2
a[f - @] ... (2.13)
T

Therefore, for an independent message sequence, grr(f) has a continuous
spectrum of Jjust the pulse shape magnitude squared plus discrete
components at f = m/T.

CASE 1I: If the message sequence has some periodicity, such as a bit
sequence produced by a shift register pattern generator, Raa[m] will be
periodic, with period v bits [94]. The autocorrelation of a, then

becomes, from equation (2.8),
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Raa[m] = 1/4 (1+1/v) &im] + 1/4 (1-1/v) ... (2.14)
for m = 0 to v and Raa[m+kv] = Raa[m]' for all integer values of k.

Inserting (2.14) into (2.11) yields

-] [+ ]
s (f) = 1 (1+1/v)§ a[ - 1;.] + 1 (1-1/v) E a[f - g] ...(2.15)
aa ! vd 3T T
k=~ m=-co

Substituting (2.15) into (2.10) yields an average power spectrum of the

received signal rN(t) of

- ]
- k 2
Ser(f) = L (1+1/0) |GN[ ;)T] 6[f- ET]
k=~ v
[+ ]
+ 1 (1-1/v) IG [ = ]| 5[f - _] ...(2.16)
—4—.-1.-2 = N{ T T

Therefore, for a periodic shift register pattern, §rr(f) has a discrete
spectrum with impulses at fk = k/vT. The magnitudes of the impulses
are shaped by the pulse shape magnitude squared.

In the limit as v tends to infinity equation (2.16) reduces to
(2.13). In other words, the spectrum of a periodic message sequence
consists of impulses spaced 1/vT Hz apart and as v tends to infinity
this portion of the power spectrum becomes a continuum. Cases I and Il
illustrate the effect of the message statistics on the received
signal’s power spectrum.

To 1limit the intersymbol interference, and therefore the
probability of error, a raised cosine pulse shape from the Nyquist

family is chosen, having a transform
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GN(f) = T/72 [1— sin nT[f - l/ZT)] 0<f <1/s7T

Figure 2.1 shows the plot of equation (2.10) using the above GN(f) for
an independent message signal (2.13) and for a periodic message signal
(2.16). We see that for bcth cases, there is no power at the bit
repetition frequency 1/T, although we know that a timing signal exists
since rN(t) is cyclostationary with period T. To extract a timing
signal, the received signal should be subjected to some nonlinear
operation, as explained in the next section.
2.3 Timing Extraction

The received pulse trains cannot be used directly as timing
signals, since they still do not contain pulses in every time slot and
further operations are needed to generate a repetitive train of clock
pulses. The received data signal is first applied to a non-linear
circuit and then to a clock recovery circuit. The output of the clock
recovery circuit is used to sample the recelv.: signal. The block
diagram of such a self synchronization scheme is shown in Figure 2.2.

The non-linear element generates a discrete tone at the symbol
rate frequency [3]. If a spectral line already exists in the line
code, e.g. RZ, CMI or Manchester codes, then the non-linear element is
omitted. The non-linear element essentially converts the negative
transitions in the input signal into positive ones, thus producing a
signal that has positive transitions at integral multiples of the bit
period T, which will give rise to a discrete spectral component at the
desired bit rate of 1/T. The non-linear function may be implemented by
various techniques, such as a delay-and-multiply bit synchronizer [35],

a full-wave rectifier [27], a squarer [36,37], a threshold crossing
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circuit [38], a fourth-power circuit [39], or an Exclusive-OR circuit
[40-44].

The clock recovery circuit is generally an LC bandpass filter, a
phase-locked-loop (PLL) [45], a high-Q surface-acoustic-wave (SAW)
filter [37], or a dielectric resonant filter (DRF) [35,46] tuned to the
pulse repetition frequency. It has been reported that a high gain,
second-order PLL is superior to an LC filter for timing extraction
[(45,47]. A PLL is advantageous because it has a constant output
amplitude, whereas the output of a bandpass filter is a function of its
input bit sequence. In the absence of pulses at the input, the output
will decay exponentially at a rate that is linversely proportional to
the Q of the filter [S5]. Also, in a PLL, the static phase error and
noise bandwidth can both be made small at the same time. In a bandpass
filter, a small static phase error is possible only if the noise
bandwidth is increased, i.e. its Q is decreased [48]. The SAW filter
uas the advantage of high Q but also has a high insertion loss. The
dielectric resonator filter (DRF) has been used at extremely high data
rates both, since the PLL and a SAW filter are difficult to implement
at very high frequencies [46].

In this thesis, an Exclusive-OR gate was used as the non-linear
element in order to generate a discrete spectral line at the signalling
rate. The timing extraction circuit is shown in Figure 2.3. As shown
in this figure, the received baseband signal z(t) is converted to a
binary data stream using the hard-limiter (40,49,50]. The binafy data
stream zn(t) resembles an NRZ signal. The spectrum of zD(t) does not
contain any discrete spectral lines. To obtain a modified

return-to-zero (RZ) signal which does contain a discrete spectral
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component at the signalling frequency 1/T, the signal zD(t) and its
delayed version zD(t-d) (where 0 < d < T) are passed through an
Exclusive-OR gaté. The clock is then extracted by employing a narrow
bandpass filter centered at the signalling frequency.

The random signal zD(t) is represented as

o«
z, (t) = Yz . g(t-nT) ... (2.17)

n=-o

where z =a, or 0 with probability 1/2 and

g(t-nT) = { 1, nT < t s (n+1)T
o, elsewhere.

The power spectrum SzD(f) of equation (2.17) is given by ([91] as

Sz (£) = (a°/8) . T . sinc® (nfT) .. (2.18)
which is shown in Fig. 2.4. As can be noted from Fig. 2.4, there are
no discrete spectral lines at the symbol rate frequency which can be
extracted for synchronization purposes.

The output of the Exclusive-OR gate sD(t) is

[+
sD(t) = Y} s(t-nT) ... (2.19)
n=-0
hl(t-nT) with probability 1/2
where s(t-nT) =

hz(t-nT) = 0 with probability 1/2

a, nT<ts (nT +d)

and hl(t—nT)
O, (nT +d) <ts(n+ 1)T

The power spectral density of sD(t) is given by [91]

. - _ 2 2 2
Sp(f)=(172T) [H (f) - H (£)|%+ (174 T°) |H (0) + H (0)|" &(f) +

. -]
(1/2T%) . T |H (wT) +H,(n/T)|? 8(F - m/T) ... (2.20)
m=1
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+o

where —yamet
H (f) = h (t) e 3 dt
-0
= ad sinc(nfd) e J™¢ ... (2.21a)
+00
and -j2nft
H(f) = h(t) e dt = 0 ... (2.21b)

-

Substituting (2.21a), (2.21b) into (2.20), the power spectral density

at the output of the Exclusive-OR gate becomes
s_(£) = (2% ¢/ T) sinc® (nfd) + (a° a%/ T%)

[+ ]
.[:a(f) + 27 sinc® {Jﬂgij . 8(f - m/T):] ... (2.22)

m=1
and is shown in Fig. 2.5.

A delay d = T/2 yields the maximum power of the discrete spectral
line at the symbol rate frequency [38,40,49]. However, this does not
guarantee the optimum performance. The best performance is determined
by the ratio of the discrete to residual continuous spectral power,
since it is this ratio which determines the amount of jitter on the
recovered clock. The discussion which follows proves that this power
ratio is equal to the quality factor Q of the narrow band filter,
centered at the signalling frequency.

From equation (2.22) the power contained in the discrete spectral
line at 1/T is given by

D(1/T) = (2 a% d°/ T°) . sinc?(nd/T) ... (2.23)
The residual power contained in the continuous part of Ssn(f)’ which
falls within the bandwidth of the narrow band filter contributes to the
timing jitter. Assuming that the filter has a very narrow bandwidth,
so that the continuous spectrum is flat within che bandwidth, the power

contained in the continuous part is given by (from eyuation (2.22))
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C(1/T) = BW . (2 a° d°/ T) . sinc’(nd/T) .. (2.24)
The signal-to-noise ratio in the bandwidth BW is then given by

(SNR)BH = D(1/T) / C(1/T) = 1/ (BW.T) =Q ...(2.25)
Thus, it is the quality factor Q of the filter which determines the
output jitter rather than the delay time d of the non-linear element.
2.4 Accumulation of Timing Jitter

Timing Jjitter will arise from several sources in digital line
links consisting of self-timed regenerator sections connected in
tandem. Random sources of jitter such as noilse and crosstalk will, in
general, be present 1in each regenerator section but will be
uncorrelated. Thus, the resulting jitter falling within the bandwidth
of tae snerator timing recovery circuits will accumulate on a power
basis. The predominant source of jitter in each regenerator section is
usually the pulse pattern sensitivity of the regenerator timing
recovery circuits; Jjitter from sources of this type, known as pattern
induced or systematic jitter, will occur in phase in each regenerator
section or in otherwords will be correlated, because the same pulse
pattern passes through all the regenerators. These cumulative
components will add on an amplitude basis [54].

Since noise-dependent Jjitter is uncorrelated with that generated
by the other regenerators in the chain, this jitter will accumulate
randomly. The pattern-dependent jitter will accumulate systematically
since it 1is correlated with the jitter generated by the other
regenerators in the chain. The random Jjitter generated in each
regenerator is assumed as a zero-mean, white stochastic process. For a
chain of N cascaded nonidentical regenerators the rms value of the

accumulated random jitter at the end of the chain is [2]
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1/T
_ R
o [Nl = J ¢N(f) daf ... (2.26)

-1/T
where ¢:(f) is the random jitter power spectral density at the end of
the chain for |[f]| < 1/T.

Assuming that the systematic jitter generated at each regenerator
is a zero-mean, white stochastic process, the rms values of the
accumulated systematic Jjitter at the end of a chain of N cascaded

nonidentical regenerators is [2]

/7

c_[N] = J ¢:(f) ar ... (2.27)
A -1/T

where ¢:(f) is the systematic jitter power spectral density at the end
of the chain for |f] < 1/T.

Since random and systematic Jjitter are uncorrelated, the total
Jitter power spectrum ¢h(f)’ and the total rms jitter o[N], at the
cutput of the Nth cascaded regenerator, are

9, (£) = ¢:(f) + ¢:(f) ... (2.28)

and olN] = 4 G2IN) + o2IN] ... (2.29)
In particular, in repeatered digital line transmission systems with
identical repeaters, random jitter accumulates with an amplitude
proportional to the fourth-root of the number of repeaters and
systematic jitter accum:.. ~s with an amplitude proportional to the
square-root of the number oi repeaters [28,29,54].

The current trend towards higher-capacity optical links has placed

increased emphasis on system verification with respect to jitter
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accumulation prior to installation. Jitter accumulation is
particularly important on trans oceanic routes which contain many
repeaters. A number of Jjitter accumulation measurement experiments
have been reported which feature either cascaded electrical or looped
optical regenerators [51-62].
2.5 Effect of Jitter on Transmission Quality

hre performance of an optical communication system depends
critically on the signal-to-noise ratio (SNR) of the transmitted signal
at the receiver. Timing jitter causes the decision point, nominally
set at the bit centre, to fluctuate around its mean value. This
variation of the sampling time can lead to performance degradation if
the jitter occurs over a significant fraction of the bit pericd.

A correct bit decision is not dependent on the magnitude of the
input nor the output jitter but the difference between the two (i.e.
the alignment jitter). Added to this, a correct bit decision depends
on several other factors such as the shot noise, thermal (circuit)
noise, laser noise, received pulse shape, the decision threshold, the
bit sequence before and after the present bit decision and the static
phase offset. As a result there is a power penalty, associated with
time jitter.

The origin of power penalty due to time jitter is as follows.
Because of decision-time fluctuations, different portions of the
received waveform are sampled from bit to bit. Resulting signal
fluctuations generate additional noise and degrade the SNR. To
maintain the same SNR, the average received power should be increased.
The relative increase in the received power is referred to as the power

penalty. The power penalty depends on the received waveform being
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sampled by the decision circuit. The received waveform in turn depends
on the transmitter through relaxation oscillations, frequency chirping
etc., the dispersion of the fiber, and on the receiver through the
equalizer, filter etc. [63].

As the probability of making a correct bit decision depends on the
decision threshold, DC offsets in the sampling portion of the decision
circuit should be minimized. Ideally, a sampling threshold of V=0 is
selected. A static phase offset is caqsed.by the physical separation
of the timing and decision circuits. This static phase alignment
between the data and the timing signals is set by choosing the length
of a coaxial cable between the timing and decision circuits such that
the data signal is sampled at an optimum time.

It is reported that (2], with no alignment Jjitter, the effect of
optimum static phase on transmission performance is small. A power
penalty of less than 0.5 dB occurs for static phase offsets as large as

-]

34" (bit period T=360°) from the optimum with zero alignment jitter.
However when alignment jitter is present, static phase offset becomes
important. The regenerator becomes less tolerant of accumulated
alignment jitter when static phase offset is present. Thus, the statlc
phase offset must be minimized in order to minimize the effect
accumulated alignment jitter has on the probability of error Pe' The
performance degradation of optical communication systems due to jitter
could be evaluated by assuming different probability distributions tfor
the alignment jitter. It is reported, that depending on the
approximation, we may either under- or over- estimate the ~<¢f‘ormance

degradation by a significant amount [64]. Sinusoidal alignment jitter

results in power penalties that are about one dR larger than those
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caused by truncated Gaussian distribution [2]. Timing Jjitter also
affects the system performance by degradation of the measured receiver
sensitivity. It lowers the optical gain of the avalanche photodiodes
and will reduce the improvement in receiver sensitivity of using
avalanche photodiodes over PIN detectors [6S].

The performance of a heterodyne M-PSK coherent optical fiber
communication system has been investigated with respect to the time
jitter [66]. The extent of degradation due to time jitter was almost
the same for all values of M, for a fixed jitter variance. The power
penalties show a sharp rise above a certain threshold value of time
jitter, irrespective of the value of M. The time jitter thus does not
affect the choice of the order of the system. The performance of a
digital communication system is usually shown by the curves of bit
error rate (BER) versus SNR with constant values of jitter variance as
a parameter [67,68]. However, in any real practical system, the
variance consists of a relatively small constant component (cri) and a
component which is inversely propertional to the SNR (ci). Hence the
curves of BER versus SNR with variance (o = o'i+ o':) as a parameter atre
more realistic [69].

In the next chapter we discuss in detail, the operation of the

self-sustaining monostzble multivibrator clock recovery circuit which

has been used in this thesis.
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CHAPTER 3
THE SELF-SUSTAINING MONOSTABLE MULTIVIBRATOR CLOCK RECOVERY CIRCUIT

A novel clock recovery circuit using a self-sustalning monostable
multivibrator, shown in Figure 3.1, was reported by Witte and Moustakas
[70]. This timing extraction device is very attractive because it is
simple to implement, inexpensive and, since it 1is digital, can be
constructed using logic gate array technolngy. Furthermore, this clock
recovery circuit is not restricted to the NRZ code with a scrambler
(the application reported in [70]), it can also be used with any other
line code that has a reasonable restriction placed on the number of
consecutive ones and zercs allowed; e.g., simple 1B-2B codes, such as
the rfet::vic [14], CMI, DMI and Miller. The original paper on this
clock recovery circuit concentrates on the circuit operation and gives
an equation for determining the maximum number of consecutive ones or
zeros allowed in the input signal for proper operation. It also glves
experimental verification of the circuit operation for a 16 Mb/s fliber
optic local area network employing NRZ signalling with a scrambler.
However, the original clock recovery circuit does not adequately
suppress the Jjitter in the Incoming data stream, resulting in an
increased BER at low values of signal-to-noise ratio. Subsequently, a
modified clock recovery circuit, which significantly reduces the jitter
present in the output signal, was proposed and implemented in an
experimental fiber optic system using the Petrovic code (S].

In this project, the high frequency Jjitter performance of the
self-sustaining monostable multivibrator clock recovery circuit is
examined more rigorously on a bit-by-bit basis. It has been

implemented in an experimental fiber optic sys‘em employing NRZ
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signalling without a data scrambler.
3.1 Circui! Operation

A tixing diagram of the self-sustaining monostable multivibrator
clock recovery circuit is shown in Figure 3.2 (from [70]). For the
sake of simplicity, it is assumed here that the propagation delay of
all the gates and of the monostable multivibrator (MM) is zero between
thei1: respective inputs and outputs. In order to understand the
operation of the circuit, consider the circuit response, after being
turned on, to the input bit sequence 10001, waveform S1 in Figure 3.2.
(S1 is obtained directly from the receiver output). The transition
detector generates a pulse on every rising and falling edge of the
input signal, as shown by S2 in Figure 3.2. (Referring to Figure 2.2
in Section 2.3, the transition detector constitutes the non-iinear
element which is required to generate the clock spectral !ine). The
width of these pulses is equal to the delay Tp and is not a critical
design parameter [40], as long as it is of sufficlient duration to
trigger the MM, In Figure 3.2, Tp is arbitrarily chosen to be T/5,
where T is the bit interval. A monostable multivibrator with a
feedback path around it follows the transition detector. The MM
produces a pulse on every rising edge of its input (S4). It can be
triggered by the pulses generated by the transition detector, here
referred to as the primary pulses, or by the feedback pulses (S5 in
Figure 3.2). The feedback delay Tl is chosen to be slightly greater
than T; i.e., Tl= T + A, where A is a small positive quantity. Thus,
the feedback pulse triggers the MM only when the primary pulse lis
missing (or 1late). In practice, A is chosen to be as small as

possible. The third and fourth bit interval of the input signal shown

44



S1

s2

S3

S4

S5

Fig.3.2 Timing Diagram of the Self-Sustaining Monostable Clock
Recovery Circuit for a 10001 Input Bit Sequence

1 0 0 1
T
Tp —
6—_
A 24
fe— —| |e—
—> |38 |¢—

45



in Figure 3.2 do not contain transitions. Hence, the transition
detector does not produce a pulse during these intervals. In this
situation, the feedback pulse triggers the MM to produce the clock
pulse A seconds after the ideal time for the third bit interval and 2A
seconds after the ideal time for the fourth bit interval. In the fifth
bit interval, a transition from a O to 1 occurs in the i»nut bit stream
and hence a primary pulse triggers the MM at the ideal c¢.me. Thus, we
see that, when a long sequence of zeros or ones occur in the input, the
clock signal advances in time by A seconds during each bit interval
until a transition occurs. This is a simplified description of the
circuit operation and is valid only when the signal Jjitter s
negligible; the effect of Jjitter w... be considered in the next
section.

The feedback delay must not be less than the bit interval T. If
this is not so, the positive edges of S4 will not coincide with the
input bit transitions. As a result, the clock will drift out of phase
(oscillates at a frequency of 1/T1) and synchronization will never be
attained. The maximum number of consecutive ones or zeros that can
occur in the input with synchronization still being maintained |is
determined by how small A can be made; 1i.e., how closely Ti1
approximates T, but with the restriction T1 > T. This minimum depends
on the variation of propagation delays of the logic gates and the delay
network with temperature.

In addition, the recovery time of the MM, Tr, affects the maximum
interval between transitions by limiting the maximum possible phase
shift. The recovery time of the MM is defined as the time required by

the MM, after its output has returned to the stabie state, before it
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can be triggered again. The maximum possible phase shift that is
allowed is T-To-Tr, wh<:'2 Tm is the MM output pulse width. Thus, the
maximum number of consecu!ive one¢Z or zeros allcw:d in the input bit
stream, N, is [70]:
N=1+(T-Tn-Tr)/ A ... 1301)

The "1" in the above equation accounts for the fact that the first
bit in the input has already been received before the MM output begins
to drift out of phase. From this eguation, we see that, for high bit
rate operation (i.e., small values of T), Tm and Tr should be made as
small as possible. Also, notice that, for fixed values of T, Tm and
Tr, the value of A increases as the number of consecutive ones or zeros
in the ...put signal, N, decreases. It is advantageous to make N small,
since it is easlier to construct a delay network that provides a delay
of T+A seconds for large values of A than for small values of A. Thus,
implementation of this clock recovery circuit is easier for line codes
that have a reasonable restriction placed on the number of consecutive
ones or zeros which may occur. In this project, although we used an
NRZ code without a data scrambler, the number of consecutive ones or
zeros which may occur could be preset on the data generator.
3.2 Jitter Generated in a Self-Sustaining Monostable Multivibrator

Clock Recovery Circuit

In the ideal case with zero input jitter, the pulses generated by
the transition detector, referred to as primary pulses, trigger the MM
at integral multiples of the bit interval T. In practice, the arrival
times of the primary pulses will fluctuate or jitter around the ideal
arrival times nT. The jitter in the threshold crossings of the primary

pulses is assumed to have a zero-mean Gaussian probability density
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function (pdf) with a variance cf. Regenerators in digital systems
generally experlience a Gaussian jitter distribution at their input
[2,721. Figure 3.3 shows how the bit transition jitter is generated
due to the effect of the noise. Ideally, the received signal will
cause the gate to trigger at exact multiples of T seconds (= bit
period). However, due to the noise contained in the input signal, the
thresnold crossings will deviate from the ideal times. Ideally it
should cross at to, but due to noise it actually crosses at t1' The
difference to— tl is the bit transition jitter Ja(t) which is present

at the input of the clock recovery circuit. Following [41] we have,

Jl(t) = n(t)/ Slope of the signal
= n(t)/ A ... (3.2)
where tr = rise time of the input signal
n(t) = receiver noise characteristic
A = amplitude of the logic gate output in the high state

Thus, the jitter is a function of the receiver nolse characteristics
and is directly proportional to the rise time tr of the input signal.
In addition, the jitter variance depends on the channel and receiver
bandwidth, received optical pulse shape, type of 1line coding used,
received optical power, comparator threshold level etc.

Let us next determine the output jitter pdf of the self-sustaining
monostable multivibrator clock recovery circuit for a Gaussian input
Jitter pdf. For the sake of clarity, it 1is assumed that the delay of
the gates and of the MM can be neglected. Assume that initially a
primary pulse triggers the MM at the ideal time (i.e. J‘(t) = 0),
causing the delayed output pulse to arrive at the OR gate of Figure 3.1

T+A seconds later. If the input Jjitter J‘(t) < A, then the primary

48



Gite
syl

(volts) signal + noise,
v

72 s(t) + n(t)

A—-

signal s(t)
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pulse will trigger the MM because it reaches the OR gate before the
delayed output pulse. In this case, the output pulse will occur Js(t)
seconds away from the ideal time and hence the output jitter jo(t) will
be equal to ji(t). On the other hand, if ji(t) > A, then the delayed
output pulse will trigger the MM and Jo(t) will be equal to A,
irrespective of the value of j‘(t). Note that the feedback loop has
prevented any primary pulse arriving A seconds or more after the ideal
time from triggering the MM. The output jitter pdf for this case is
shown in Figure 3.4. An impulse exists at t=A to ensure that the area
under the Probability distribution function (PDF) is equal to unilty
[73]. The ratio of the input jitter variance to the output Jitter
variance, oﬁ/ of, for A = 01/10 is equal to 0.505 [74].

Although the input jitter has a zero mean, the output jitter pdf
will have a non-zerc mean. As the value of A increases, the output
Jjitter increases and hence the value of the ratio c:/cf increases. The
output jltter pdf is not time independent. When primary pulses are
missing or late, the MM is triggered by the feedback signal. In such a
case the pdf exients to the right by A seconds for each missing primary
pulse. For example, if a primary pulse is missing and the delayed
output pulse triggers the MM A seconds after the ideal arrival time,
then the output jitter pdf for the next bit interval will be as shown
in Figure 3.5. Thus an exact average for af/ af will be difficult to
evaluate. However, if A « o it can be seen intuitively that the
average value of oz/ af will be approximately equal to 0.5 ({74].
The value of A cannot be less than zero, otherwise the MM clock
recovery circuit will self-oscillate at a frequency of 1/T+A Hz (s].

The smallest value of A is limited, in practice, by the tolerance on
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the incoming signal bit-rate, and possible variations in the time
delays associated with the MM circuit.
3.3 Modified Monostable Clock Recovery Circuit

Recently, a modified MM clock recovery circuit was proposed by
Visvanatha [74], in order to reduce the output jitter in the recovered
clock. A substantial reduction in the output jitter variance will
occur if early primary pulses were inhibited from triggering the MM as
well as the late arriving ones. If all the primary pulses that arrive
earlier than A’ seconds before the ideal time are made to trigger the
MM only A° seconds early and the late pulses are inhibited as before,
then the output jitter PDF will take the form shown in Figure 3.6 (for
the case when a primary pulse triggers the MM in the previous time slot
with J (t) = 0). If A’= A = ¢,/10, then 02/ ¢% = 0.01027, which is
approximately 50 times less than when the early primary pulses are not
inhibited [74). Here too, it was observed that when A’ was less thaa
0.1 + 0.01ns, the modified clock recovery circuit lost synchronization
with the transmitter clock [5]. Thus we note that there exists a
minimum width of the window (A - A’) for proper operation of the clock
recovery circuit.

Primary pulses that arrive too early can be prevented from
triggering the MM by simply gating the transition detector output with
a delayed version of the output recovered clock, as shown in Figure
3.7. The outer feedback path pulls the AND gate low until A’ seconds
before the ideal time. The inverter in the feedback path is essential;
otherwise the primary pulses will never be able to trigger the MM,
since the output of the MM would initially ye in the low state. The

delay T2= T - Tq- 4A’, where Tqis equal to the MM output pulse width.
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3.3.1 A New Version of the Modified MM Clock Recovery Circuit

It was observed durirg the course of this project that, due to the
finite slope and uncqual rise times and fall times of the received
signal, the pulses generated at the output of the transition detector
(EX-OR gate) due to the rising and falling edges of the input signal,
were not separated by an integral multiple of the bit interval T.
However, pulses due to the rising edges were all at integral multiples
of the bit period T; this was true also for the pulses due to the
falling edges. A similar problem has been observed by Hill and Butler
[75]. They state that, whenever an EX-OR gate 1is used as phase
detector, it gives rise to a positive and negative phase/ocutput voltage
characteristic, each having a siightly different gradient due to
differences in the EX-OR gate threshold levels. Therefore, to obtain
accurate results, it is essential that the same phase characteristic be
used for each measurement. This phenomenon was identified only Lkecause
of the bit-by-bit transilion Jjitter measurements carried out in this
project. It could have gone unnoticed if the jitter measurements had
been performed by other possible techniques (described in the next
chapter). Hence, in order to obtain a clear understanding of the
Jitter performance of the monostable clock recovery circult, primary
pulses were generated only at the rising edges of the recelved signal.

The block diagram of the new version of the modified MM clock
recovery circuit is shown in Figure 3.8. It only differs from Fig.3.7
in that the EX-OR gate type of non-linear element is replaced by a
monostable multivibrator (MM1) which generates primary pulses only on
the rising edge of the received signal. The operation of this circuilt

can be understood by considering the circuit response to the input bit
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sequence 10001 (S1), shown in Figure 3.9. The waveform S1 is obtalned
from the receiver output. The transition detector (MM1) generates a
pulse only on every rising edge of the input signal, as shown by S2 1in
Figure 3.9. The width of these pulses is of sufficient duration to
trigger the monostable multivibrator (MM2) of the clock recovery
circuit. The monostable multivibrator (MM2) produces a pulse on every
rising edge of its input (S4). It can be triggered by the primary
pulses of the transition detector, or by the feedback pulses (SS in
Figure 3.9). As can be noted from Figure 3.9, the second, third and
fourth bit intervals do not contain a rising edge transition. As a
result, the transition detector does not produce a pulse during these
intervals (S2). In this situation the feedback pulse triggers the
monostable multivibrator (MM2) to preduce the clock pulse A, 2A and 3A
seconds after the ideal time for the second, third and fourth bit
intervals, respectively. In the fifth bit interval, a transition from
a 0 to 1 occurs in the input bit sequence and hence a primary pulse
triggers the monostable multivibrator (MM2) at the ideal time. Thus,
when a long sequence of ones or zeros occur in the input, the clock
signizl advances in time by A seconds during each bit interval until a
rising edge transition occurs. This is a simplified description of the
new version of the modified MM clock recovery circult which 1is valld
only when the input Jjitter is negligible. The remaining detalls of
this circuit are the sa2me as that mentioned in Sections 3.1 and 3.3,

respectively.
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The next chapter reviews the various jitter measurement techniques
and presents the novel jitter measurement scheme implemented in this

thesis.
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CHAPTER 4
THE MEASUREMENT OF JITTER

Ji‘ter measurement basically involves the detection and
measurement of variations in time delay between the significant
instants of the digital signal under test with those of the reference
signal. The importance of controlling Jitter in digital
telecommunication systems has been mentioned earlier in this thesis.
In order to quantify this important parameter, a number of jitter
measurement techniques have been developed. These techniques include
approximate estimates of the peak-to-peak Jitter, straight-forward
phase comparison suitable for commercial applications, and specialized
laboratory applications with direct symbol-by-symbol Jitter
measurement. A brief review of the various jitter measurement methods
that have been developed [75-77,81-83] is given first. Later, the
technique which was investigated in this project and the method finally
adopted are explained.
4.1 Various Methods for Measuring Jitter

4.1.1 Oscilloscope

An estimate of the jitter present on a signal can be obtained by
using a high frequency oscilloscope with a very stable linear time
base. Using high-speed sampling plug-in modules and adjusting the time
axis so that a leading or trailing edge is just within the boundaries
of the display, an estimate of the peak-to-peuk Jitter due to
repetitive sources of phase deviation can be read directly from the
oscilloscope [75]. This is 1llustrated in Figure 4.1, where the
peak-to-peak Jitter is the time interval between the two vertical

markers. This scheme gives a relatively good estimate of the jitter

61



Volts

i
— teg—— Peak-to-Peak
Jitter

XX Y
e @ - - -

Time

o

Fig.4.1 Oscilloscope Display of Peak-to-Peak Jitter

62



level, provided that the phase excurslons are repetitive in nature or
at least, occur frequently. This method 3 simple but does not allow
for an accurate measurement; also, effects due to random ‘itter will go
unnoticed.

4.1.2 Calibrated Baseband Phase Demodulator

As defined earlier, jitter is an unwanted phase modul tion present
on the received digital signal or on the extracted timing signal. Using
a phase demodulator, the received jittered signal may be demodulated
and thus converted to a baseband signal that contains the low frequency
jitter information. This scheme requires a highly stable phase
reference signal which establishes the ideal jitter-free positions in
the time domain. The signal under investigation is then compared
against the phase reference signal. The calibrated phase demodulator
measurement scheme is shown in Figure 4.2.

The two inputs are each passed through a divide-by-two frequency
divider, in order to make the phase detector immune to small amplitude
differences and wave slopes, and to facilitate jitter measurements
whose amplitudes may be several unit intervals (UI) (1 UI= 1 bit
period). However, this frequency division reduces the overall accuracy
of the measurement.

The "divided down" signals are then applied to an EX-OR phase
sensitive detector, whose output contains a stream of pulses whose
widths are proportional to the phase difference between the signal
under test and the reference signal [76]. A slightly different version
of the calibrated phase demodulator produces a stream of pulses at the
output of the phase detector whose amplitudes are proportional to the

Jitter.

63



Acquired
Points

Variable .
—>—— delay STQ?ZHCY
Phase line vider
Reference
Clock
. Phase
" |Sensitive
’ Detector
N frequency
Recovered divider
Clock
1 Spectrum
Analyzer
Low
> Pass Amplifier >
Filter
RMS
Voltmeter

Fig. 4.2 Schematic of Calibrated Phase Demodulator

— e amm mm me e e mme e e wm G e e e e e mm e e eee = me o

!

[

Lty reegrrrrepeepeeevp vy ryrteriartiity

N Uniform time intervals

Fig. 4.3 Digital Processing Oscilloscope Display [75]

Voltage
Window

64



The output of the phase detector, which contains either a pulse
width modulated (PWM) or a pulse amplitude modulated (PAM) stream of
pulses, is passed through a low pass filter (LPF) to remove the line
frequency component [77]. The LPF output is a continuous analog signal
representing the jitter present on the stream of pulses under test.
This output is amplified and applied to a RMS voltmeter or to a
spectrum analyzer. The voltmeter gives the RMS value of the jitter,
defined by o. The spectrum analyzer gives the power spectral density
of the jitter. Ignoring the DC offset, which is due to the static
phase shift between the stream of pulses under test and the reference
signal, the area under the spectrum is proportional to the Jitter
power. If we assume that the input jitter is Gaussian, then the jitter
power is equal to the jitter variance.

There are certain problems associated with the calibrated baseband
phase demodulator [24]. These are:-

a) Sensitivity to amplitude and wave-shape changes at the demodulator
input.

b) Poor linearity to small phase deviations if there exists a large
static phase shift at its input. This is because the phase demodulator
may be driven into its non-linear region. A varlable delay line should
be used to adjust the static phase shift to 0°.

c) A phase comparator can typically measure a peak-to-peak Jjitter of
upto about 180°. A high amplitude, low-frequency Jjitter in excess of
180° drives the demodulator into the non-linear region. The phase
detector then reads a low value for jitter due to the limiting action
of the amplifier and filter following it. Thus the calibrated phase

demodulator has poor linearity for wide phase deviations.
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d) A balanced phase detector gives rise to both positive and negative
phase/output voltage characteristic having different gradients. This
is due to the difference in the threshold levels of the EX-OR gate for
the rising and the falling edges. As a result, the detector operates
for either a 0° or 180° static phase offset between its two inputs.
For good repeatability, the same phase characteristic has to be used
for each measurement. Thus the calibrated phase demodulator suffers
from an imbalance between phase deviations of opposite sign. A similar
problem was observed during this project when an EX-OR gate was used as
a transition detector as discussed in Section 3.3.1,

Although the c&’' ~-ted phase demodulator technique has been
widely wused 1in the ... gcial development of jittef measuring
instruments [78-8(.". ¢ is not suitable for a detailed statistical
analysis of Jjitter properties. The main drawback of this method of
measuring jitter is that the LPF attenuates the high-frequency Jjitter
components. It disguises the discrete nature of Jjitter, which is
defined only once per symbol at the ideal timing instant. The LPF
provides a readily measurable analog signal representative of jitter,
but does not allow assignment of precise jitter values on a
symbol-by-symbol basis. The study of high~-frequency Jjitter \is,
however, important for the understanding of the way in which Jjitter
accumulates in long-haul systems [81].

4.1.3 Digital Processing Oscilloscope

A more detailed description of the statistical phenomena of jitter
is obtained using a digital processing oscilloscope (DPO) (82,83].
This measurement scheme gives a time and amplitude quantized histogram

estimate for the probablility density function (pdf) of the transition
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times of a digital signal. Jitter is measured on the signal directly
without any translation of the signal to baseband. This technique is
1n&ependent of the data rate or format of the signal under test.

The jittered signal is displayed on the DPO using the reference
unjittered signal as the trigger. The portion of the Jjittered signal
having the maximum slope is centered on the display of the scope and is
made to pass through a voltage window in the minimum time. Hence the
exact time at which the signal passed through the window is known, and
any spreading which occurs due to the jitter between the two signals at
the input is observed. Also, by using high-speed sampling plug-in
units, the time axis is extended until the jittered signal is just
containe ! within the boundaries of the display.

The timing instants at which the signal passes through the window
can be determined more accurately by decreasing the height of the
voltage window and increasing the resolution of the time axis. The
time axis is divided into a number of uniform intervals. Points on the
waveform are acquired by equivalent time sampling [84]. Each of these
acquired points lies in a particular time interval. The sampling
process continues until at least a single point is acquired in each
time interval. This corresponds to a single scan of the sampling
process (Fig. 4.3).

The number of points lying within each interval is then multiplied
by an indicator function which is unity for points falling within the
voltage window and zero for all other points. Non-zero values for the
indicator function denote the time interval during which signal
transitions have been detected.

A number of waveforms are acquired and the same operation is
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performed on each of them. By summing up the number of points falling
within each time interval, for every waveform acquired, a histogram
estimator for the pdf of jitter is built up. Using the histogram the
peak-to-peak jitter can be obtained by measuring the displacement of
the extreme points along the time axis. The RMS jitter between the
signal under test and the reference signal may also be evaluated.

"his method gives a direct estimate of the jitter pdf. On the
other hand, it suffers from the same limitations as that of the
calibrated phase demodulator. That 1is, it does not give the
high-frequency bit-by-bit jitter on a single-shot basis and hence does
not throw light un how Jjitter accumulates in a regenerator. The
measurements rely heavily on the selection of the window width.
Choosing a large window size reduces the measurement time but
introduces some inaccuracy into the results. If a small window |is
chosen, a severe measurement time penalty is involved as a rnumber of
scans have to be made toc obtain a smooth reproducible pdf. In such a
case, the equipment has to be stable for the duration of the
measurement. Thus, this measurement scheme depends to a great extent
on the operator settings.

4.1.4 Symbol-by-Symbol Jitter Measurement

This technique measures the jitter present in a digital symbol
stream, on a symbol-by-symbol basis. The phase reference signal and
the jittered signal under investigation are used to generate two
streams of pulses. Both streams of pulses are required to have the
same width, height and flatness. The difference between these two
derived pulse streams is integrated to generate a stream of pulses

whose heights are made proportional to the timing jitter between the
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two input streams. By measuring the pulse heights, a record of the
symbol-by-symbol Jjitter 1is obtained. This scheme also has a
measurement sensitivity independent of the data rate, being dependent
only on the amplitude of the generated pulse stireams and on the
integrator gain constant [81].

Jitter amplitudes as low as 1 ps can be measured using this scheme
prov: :d that the necessary components and equipment arc\.available.
The widé bandwidth of the PAM waveform propeortional to jitter implies a
need for precision in the pulse generation, since any irregularities in
pulsewidth, height or flatness appears as noise on the waveform. The
design of the integrator presents the greatest challenge for
implementation, requiring Op-Amps with a unity-gain bandwidth as large
as 1 Ghz.

4.2 PUM to PAM conversion technique

A timing jitter measurement scheme is presented, which allows
measurement of the Jjitter in a digital bit stream on a bit-by-bit
basis. The output of the phase detector circuit is a series of
rectangular pulses whose widths are proportional to the phase
difference between the transmitter clock and the extracted clock. The
clock is extracted from the received digital signal using a monostable
multivibrator clock recovery circuit. The output of the phase detecicr
can be considered to be pulse width modulated (FWM) by the amplitude of
the timing jitter on a bit-by-bit basis. By Iintegrating the widths of
the pulses at the output of the phase detector, a stream of pulses ls
obtained whose heights or amplitudes are proportional to the time
delays between the two clocks (Fig.4.4). By measuring the amplitudes

of these pulses, a record of the bit-by-bit timing jitter is obtained.
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The measurement sensitivity is independent of the data rate. It is
dependent only on the amplitude of the reference and extracted clock
pulse streams and on the integration time; i.e., on dVs/dt. In our
jitter measurement system the amplitude of the pulses for worst case
jitter is 1 Volt and the peak-to-peak Jitter allowed is 22.4 ns (+ 11.2
ns). Thus, the measurement sensitivity is 44.6 uV/ps (1V/22.4 ns).
Ultimate measurement resolution depends on the vertical resolution of
the digitizing oscilloscope and on the noise in the measurement systen.

Frequency Divider and Phase Detector Circuit

Figure 4.5 1illustrates the block diagram of the jitter
measurement system which was initially developed for this project. The
circuits were implemented on three different printed circuit (pc)
boards. In order to minimize reflections, fifty ohm microstrip
transmission lines were used and the interconnections were kept as
short as possible. Since high speed operation was desired, MECL 10KH
gates were used. Careful circuit layout and strict adherence to a
matched-transmission line environment were followed throughout. The
signalling is done at the DS-3 rate (44.736 Mb/s). In order toc have
sufficient time for sampling, and discharging the capacitor in the
integrate and dump circuit the clock frequency is divided by two. As a
resuit, a clock waveform of period 44.8 ns is used for the Jitter
measurement process. The extracted clock signal is also divided by two
(Fig. 4.4). Frequency division of the two clock signals 1is
accomplished by using T - flip flops (IC 1 & IC 2) shown in Figure 4.6.
Both the ciock signals have a duty cycle of S0%. Initially, the
extracted .lock signal (V) which has jitter present on it is adjusted

to have a static phase offset of 11.2 ns (+ 90°) with respect to the
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phase reference clock (Va). With such an arrangement the recovered
clock could either arrive 11.2 ns earlier or 11.2 ns later than the
ideal reference clock. In other words, the peak-to-peak jitter allowed
is 22.4 ns (* 11.2 ns). The phase detector is an R-S flip flop (IC 3)
which triggers only on the rising edge. The rising edge of the
reference or transmitter clock sets the flip-flop and the rising edge
of ..2 recovered or extracted clock resets the flip-flop. Thus the
outpul of the phase detector is a stream of pulses whose widths are
proportional to the timing jitter. As the peak-to-peak jitter allowed
is £ 11.2 ns, the output of the phase detector is a stream of pulses
whose widths lie between 0 to a maximum of 22.4 ns (worst case jitter).
Hence, the maximum integration time is 22.4 ns. Out of the remaining
22.4 ns available before the beginning of the next cycle, 11.2 ns each
is allcted for sampling and dumping. Since high speed operation is
desired, emitter coupled logic (ECL 10KH family) gates were used.
These have a propagation delay of 1 ns and typical transition times of
1.8 ns. Figures 4.7 (a) and (b) show the waveferms at the output of
the frequency divider and phase detectér.

Integrate-and-Dump Filter

The integrate-and-dump filter is required to convert the pulse
width proportional to jitter (output from the phase detector), to pulse
amplitude. The basic requirement of this filter is that the output
voltage be linearly proportional to the width of the pulse.

The integration «cycle 1is accomplished by using a BJT
differential-pair configuration, as shown in Figure 4.8. It consists
of two matched transistors, Q3 and Q4, whose emitters are Jjolned

together and biased by a transistor (Qz) constant-current source. A
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capacitor (C6) at the collector of 03 is charged for a length of time
that is equal to the width of the pulse from the phase detector. The
transistors Qz' Qsand Q4 are all DC biased such that they remain in the
active region for the amplitude range of the input signal. The base of
Q4 is AC grounded. With the configuration of Fig. 4.8, Q3 conducts
only when the signal at its input goes negative. Thus the inverted
version of the phase detector output (proportional to jitter) is
applied to the input of the differential amplifier. Since
Q=CV
... (4.1)
I = dQ/dt = C dv/dt.

The phase detector output has an amplitude of 1 V (dV) and the maximum
pulee w ith is 22.4 ns (dt). Choosing a capacitance of 150 pF for Cs’
the required bias current I is equal to 6.7 mA. When the input signal
(Ve) to the differential amplifier is in the low state, the transistor
Q3 is switched on and the entire bias current I flows through the
collector of 03 to charge the capacitor Cs' The capacitor is charged
for the duration of time that the input signal is in the low state.
When Ve changes state, the transistor 03 switches off and the
integration cycle is completed.

A VMOSFET (VN1OKM) across the capacitor (Cs) is used to discharge
the capacitor (dump cycle). In order to provide a short period of time
during which the peak output voltage may be samp'=d by the digitizing
oscilloscope, the FET (Q5 of Fig. 4.8) 1is arraaged to turn on
approximately 11.2 ns after the integration period. The FET is used as
an analog switch. Whenever the gate signal Vp (amplified dump pulse)
is above the pinch-cff voltage of the FET (in this case 2.0 V), the FET

is turned on such that the drain-source resistance (rds) is very small



(approx. 5 ohms). Then, the charged capacitor (C6) discharges through
the FET and the voltage across it becomes equal to zero.

Dump Pulse Generator and Amplifier

The schematic diagram of the dump pulse generator and amplifier is
illustrated in Figure 4.9. The dump pulse serves as the control signal
to turn the FET on and off in order to charge and discharge the
capacitor. The dump pulse is generated by a NOR gate. Signals Vini
and VAo {Fig. 4.4) are applied to the NOR gate. A dump pulse of width
11.2 ns, which is equal to the time the two input signals are in the
low state, is generated. The pulse also occurs 11.2 ns after the
integration cycle is completed, to allow for sampling the peak voltage
across the capacitor (CGL

Since the pinch-off voltage <f the FET is approximately 2 volts, a
signai of amplitude larger than 2 volts is required to turn the FET on.
As the output from the ECL NOR gate has an amplitude of only 1 volt, it
needs to be amplified further before it can serve as the control signal
to the gate of the FET. This amplification is carried out by the
common base amplifier shown in Figure 4.9. The amplified dump pulse
(Vp) is then used to control the FET. The gain of the common base
amplifier was around 3. A high frequency Motorola npn transistor BFR
91, having an fT of 5 GHz, was used. Figures 4.10 (a), (b) and (c)
show the waveforms at the input of the common base amplifier, the
amplified output which is applied to the gate of the FET and the signal
at the drain of the FET, respectively.

Figure 4.11 shows the waveform at the output of the
integrate-and-dump circuit. As can be seen from this figure, for an

input square wave of period 44.8 ns, the capacitor charges for 22.4 ns,
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then holds and dumps the voltage in the remaining time of 22.4 ns.

In principle, the measurement scheme described in this section is
perfectly good. However, the practical performance of this Jitter
measurement system was not satisfactory at the signalling speed of
22.37 MHz. As it is apparent from Fig.4.11, the charging of the
capacitor is not linear with respect to the integration time. This
might be due to the fact that, in Fig. 4.10 (a), the width of the input
pulse is 11.2 ns and the period is 44.8 ns. After amplification the
duration of the pulse increases to 45.15 ns (Fig. 4.10 (b)). Because
of this the conduction cycle of the FET is greater than 20 ns (Fig.
4.10 (c)), whereas ideally the time allowed for the discharge of the
capacit r is only 11.2 ns. This necessitates a better design for the
common base amplifier and the use of a FET having 2a higher switching
speed. Secondly, the noise present at the gate was capacitively
coupled to the drain and hence to the charging capacitor. As a result,
the output of the integrate-and-dump circuit shown in Fig.4.11 |is
distorted.

The performance of the same circuit was tested using a square wave
at 3.00 MHz. Figure 4.12 shows the output of the integrate-and-dump
filter at this rate. It can be seen that the filter performs well at
this frequency. The capacitor charges linearly up to a maximum of 7.3V
during the time the input signal is in the low state (166.67 ns). It
can also be observed from this figure that, there is an undershoot and
ringing for a period of about 50 ns before the output settles down to
zero volts.

This indicates that the circuit with the components shown can be

used up to about 10 MHz. For higher speeds, a better design of the
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electronic circuit is required using components having a very large
bandwidth. Thus, as precise measurements of timing jitter could not be
obtained at the signalling rate of 22.37 MHz, thls scheme of
measurement was abandoned and other methods were explored.

4.3 Jitter Measurement Using a Digitizing Oscilloscope

A new experimental jitter measurement technique was developed to
overcome the limitations of the method described in Section 4.2. A
measurement method was sought that would eliminate the integrate and
dump filter, which was the main limitation of the PWM to PAM conversion
technique. The Jjitter inherent in the recovered clock c¢ould be
measured by taking advantage of the feature of the high speed
digitizing oscilloscope viz., that it can instantaneously sample and
store the voltage on a real-time basis. The hardware complexity is
reduced to a great extent as no extra circuitry is required. This
scheme provides a time and amplitude quantized histogram estimate for
the probability density function (pdf) of the transition times of the
recovered clock signal. Thus it provides a numerical description of
the jitter phenomenon.

In order to acquire a sample at the same point on the waveform
during each cycle, the clock frequency must be an integer multiple of
the oscilloscope sampling rate of 200 MSamples/s (this was a limitation
of the HP54201A oscilloscope). Hence, the signalling rate was changed
from the DS-3 rate (44.736 Mb/s) to S0 Mb/s. Thus, the recovered clock
has a frequency of 50 MHz (period = 20 ns), a linear rise time of 2.0
ns and an amplitude of 0.7 V. It is applied to Channel 1 of the
digitizing oscilloscope. The digitizing scope is made to trigger on

the positive crossings of Channel 1. The trigger level is set to S0%
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of th: peak-to~peak amplitude. The time base is ad justed for a range
of 10 us. At this range the scope has a sampling rate of 100 MS/s
(sample period = 10 ns). We assume that the sampling clock of the
digitizing oscilloscope is ideal, l.e. it has no inherent jitter, so
that it can be used as the reference clock, to determine the timing
jitter present on the recovered clock. Once triggered, the scope
acqu res 1000 samples on a single-shot basis (real-time sampling mode)
of the recovered clock. Since the recovered clock waveform has a
period of 20 ns and a pulse width of 5 ns, then we obtain for each
cycle one sample on the rising edge of the clock pulse and another when
the recovered clock pulse is low. (See Figure 4.13). Hence, for each
acquisition 500 samples were obtained on the rising edge of the clock
waveform, taken at precise intervals of 20.0 nanoseconds.

From these voltage samples, an estimate of the timing jitter on
the recovered clock can be determined, using the following argument.
In the absence of jitter, the scope acc ‘res a sample at the same point
on the waveform (trigger level crossing) during each cycle. However,
when the recovered clock pulse arrives later than the ideal time, a
sample is taken below the trigger level, while, on the other hand, when
the clock pulse arrives earlier than the ideal time, the sample is
taken above the trigger level. Using the slope of the rising edge of
the clock waveform the voltage differences can be used to determine the
time shift, since

s(tl) - Trigger level AV

at = = ... (4.2)
dss/dt Slope of the Signal

We have used the convention here that when the recovered clock pulse

arrives earlier than the ideal time, then the timing jitter amplitude
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At is positive. The peak-to-peak jitter allowed is only for the time
range during which the rising edge is linear, which in our case was 2.0
ns. Thus, the recovered clock pulses could arrive a maximum of 1 ns,
earlier or later than the ideal time. This time duration is sufficient
to measure the high frequency Jjitter that may be expected in most
practical sjstems. The trigger level (50% peak-to-peak amplitude) is
the mean position around which signal transitions take place.

The amplitude scale (Y-axis) on the display of the digitizing
oscilloscope is uniformly partitioned up to a maximum of 64 levels (63

intervals), which we denote as w1, W, ...... W . Subsequent to a

2

single acquisition, a histogram estimate for the probability density

function of the voltage differences of the recovered clock is obtained

using:
1 N(W)
p) = . i 3= 1,2, ..... 64
W F R ... (4.3)
where AW = W - W, is the width of each interval on the amplitude

i+ J
scale in volts. N(W ) is the number of samples s(ti) which lie on each

level HJ (Z N(WJ) = 500]. The mean and varlance is then estimated from
J
the histogram data in terms of the amplitude in volts by using:

NW) . W

% Hy) - ¥, ...(4.4)
T N(W )
e
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J

2
T [N(UJ).Wj] - {g [Nw)w ] }

Y N(W)
I ]

Variance = o¢ = ...{4.5)

Y NW) -1
J
J
By performing further acquisitions we obtain histograms with

distributed means and variances 03‘. The Standard Deviation (¢t) or the

mean R.M.S. jitter value may then be found using:

- = J Mean of the Variances ...(4.6a)

Slope of the signal

N (=1 |
c = ...{4.6b)

Slope of the signal

2
v

Tk

where 1 =1, ...... N is the number of histograms obtained.

In order to test this measurement principle, an NRZ input
data pattern of 1000000000000000 at S0 Mb/s was applied to the original
Monostable Muitivibrator (MM) clock recovery circuit (EX-OR gate as the
transition detector). It is a 16-bit repetitive fixed word pattern.
The digitizing scope was set for the conditions mentioned at the
beginning of this section. Figure 4.14(a) illustrates the pattern of
occurrence of the recovered clock pulses. Each dot represents a sample
acquired by the #.ope on the rising edge of the recovered clock pulse
stream. The two dots on the rising voltage level represent the clock
pulses at the output of the clock recovery circuit when the MM is
triggered by the primary pulses from the transition detector. The

wransition detector generates only 2 pilmary pulses for each 16-bit
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fixed word pattern, one on the rising edge and the other on the falling
edge of the "1" bit (refer section 3.1). The remaining 14 dots on the
decreasing voltage level stream represent the clock pulses when the MM
is triggered by the feedback pulses. Each pulse on the downhill occcurs
A seconds after the previous pulse until a transition from a 0 to 1
occurs.

rom Figure 4.14(a) it can also be observed that the two samples
on the rising voltage level do not occur at the same amplitude level.
Ideally, they should be at the same level, because these clock pulses
should occur at integral multiples of the bit period T (=20 ns) of the
input data. The reason for this non-ideal behaviour has been discussed
in Sections 3.3.1 and 4.1.2.

In order to eliminate this undesirable effect the clock recovery
circuit was modified by re-designing the transition detector. The
EX-OR gate was replaced by a Monostable Multivibrator, which generates
pulses only on the rising edge of the input data signal. In this
thesis, this is referred to as the "new version of the modified MM
clock recovery circuit"” (Section 3.3.1). The same input data pattern
of 1000000000000000 was applied to the modified clock recovery circuit.
Figure 4.14(b) 1illustrates the voltage samples obtained from the
recovered clock pulse stream. It can be observed from the figure that
for this new clock recovery circuit, the primary pulses from the
transition detector, give rise to samples that occur at the same
amplitude level, or in other words at integral multiples of the bit
period T. Following the "1" bit, we have 15 pulses of decreasing
voltage level, as the clock recovery circuit is triggered by the

feedback pulses.
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The construction of the histogram estimate for the pdf of the
transition times and the numerical evaluation cf the jitter variance,
etc. will be presented in Chapter 6. The next chapter discusses the

experimental fiber optic system which was set up, and the wmeasurements

which were performed.



CHAPTER 5
THE EXPERIMENTAL FIBER OPTIC SYSTEM

An experimental optical fiber communication system employing the
nonreturn-to-zero (NRZ) code was designed and constructed. The main
objectives for setting up this experimental system were the following:

1.To investigate the performance of the self-sustaining monostable
multivibrator clock recovery circuit when used with the NRZ code.

2. To measure the absolute jitter present on the recovered clock
on a symbol-by-symbol basis.

3. To obtain a graphlcal representation of the probabllity density
function of jitter which would enable detalled jittrir statistics to be
derived, facilitate the identificatio;: ¢ any deterministic structure
to the Jjitter and serve as a valuable diagnostic tool 1in the
investigation of random and data-depenrient systematic jitter effects.

A block diagram of the experimental fiber optic system is shown in
Figure 5.1, The experimental system consists of a data generator,
laser transmitter, multimode optical fiber, avalanche photodiode
detector (APD) preamplifier, main amplifier and a clock recov#ry
circuit. The data generator generates binary NRZ data at 50 Mb/s when
clocked externally by a 50 MHz sinusoidal, synthesized signal source.
The data generator is capable of generating 10 or 16 bit repetitive
fixed word patterns with any number of 1s or Os and also pseudo-random
binary sequences (PRBS) of length 210-1, 2'5.1 and 22%-1 bits. This
data stream then modulates the laser transmitter. The optical signal
from the laser diode, which operates at a wavelength of 0.83 um, is fed
to a multimode optical fiber. At the recelving erd, the weak and noisy

optical signal is converted to an electrical signal ty an APD detector.
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The signal current produced by the APD 1s amplified to a useful level
with a low noise preamplifier followed by a main amplifier. The output
of the main amplifier is, ideally, the original binary NRZ data which
was transmitted. The sampling clock required in the decision circuity
of the decoder 1is derived from the received signal by the new
self-sustaining monostable clock recovery circuit. In this chapter,
the design and operation of each of the experimental components is
described in detail.
5.1 Laser Transmitter

A General Optronics sihort wavelength 830 nm single longitudinal
mode laser diode was used for the optical source. This laser diode has
the drive circuitry, which incorporates automatic power and temperature
control and performance warning alarm, bullt into the same package
{model GO-ANA). The laser can be modulated over a frequency range of
20 Hz to 1.25 GHz, has an average coupled output power of 1 mW, and has
a fairly 1linear output power versus current characteristic. The
electrical input to the laser transmitter is capacitively coupled and
has an impedance of approximately S0 ohms. The laser is biased at the
centre of its linear operating region. An input peak-to-peak voltage
swing of 0.8 volts is sufficient to turn off the laser for the zero
level.
5.2 Optical Fiber

The experimental fiber optic system utilizes graded Iindex,
multimode fiber manufactured by Northern Telecom. This fiber has a
numerical aperture of 0.2, an average attenuation of 2.75 dBskm, and a
dispersion of 1.5 ns/nm-km (FWHM) at a wavelength of 0.83 um. The

experimental system was tested with 5 km. of fiber. A variable optical
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attenuator with the matching fiber optic connectors was not avallable
in the laboratory. In order to control the ahount of optical power
incident on the APD detector, a short length of fiber was wound around
a glass rod of approximately % cm. in diameter. In this way, power
loss was achieved by microbending of the optical fiber [85].

Multimode optical fiber was used in this project because it was
read. .y available in the laboratory, together with the proper
connectors for the laser source and the APD receiver. Single mode
fiber and a long wavelength source at 1300 nm or 1500 nm could also be
used, in which case, a considerably longer length of fiber would have
been required because of the lower dispersion of the single mode fiber
and the lower fiber attenuation at longer wavelengths. However, since
a sufficient length of single mode fiber with proper connectors was not
available in the laboratory it could not be used.

The 3 dB electrical bandwidth of the fiber (FadB) can be easily
determined from the well-known equation [86]:

F3 a8 = 311/D MHz.km e (5.1)

where D = Pulse dispersion in ns/km (at FWHM)

Since the source has a spectral width of 0.84 nm, the pulse

dispersion D 1.5 ns/nm-km . 0.84 nm

1.26 ns/km
The 3 dB electrical bandwidth from equation (5.1) is then,

F 3 dB

311/1.26 MHz.km

246.83 MHz. km
Since 5 km of optical fiber was used, the bandwidth for the total
section is approximately 246.83 / 5 = 49.37 MHz. This is only a rough

estimate; the actual bandwidth may be greater, because the dispersion
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should be smaller due to mode mixing, which 1s caused by microbending
and splices [86].

The bandwidth of the fiber should be sufficiently large or else a
power penalty is incurred at the receiver. According to Senior [87],
the maximum bit rate that can be used, without any SNR penalty at the
receiver is given approximately by

BT (max) £ 0.2 /¢ bits® ... (5.2)

where ¢ = 0.5 x RMS pulse width of impulse response of the fiber

2.355 D

2.97 ns for the experimental fiber.

Therefore, 0.2/c = 67 Mb/s. Thus, the bandwidth of the fiber
should be sufficient to transmit an NRZ data stream at 50 Mb/s.
5.3 Optical Pre-amplifier

The optical receiver consists of a detector, preamplifier, and
main amplifier. The optical detector/preamplifier unit used in this
thesis was originally designed and developed by Kumar S. Visvanatha
[S]. The sensitivity of the receiver is determined mainly by the noise
sources in the preamplifier stage. In order to achieve a low BER, it
is necessary to minimize the noise contributions from the optical
‘detector and the front-end electronics, while maintaining the signal
integrity. Thus, a proper design of the preamplifier stage s
essential for good system performance.

The experimental optical receiver employs a silicon APD followed
by a low gain bipolar transimpedance preamplifier. The detector used
is an RCA C30908E APD. The main features of this APD are as follows:
operating voltage and breakdown voltage of 228 V and 241 V

respectively; dark current of 18 nA; responsivity of 55 A/W and a noise
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current of 0.2 pA/Hz. A transimpedance design was used because it
offers a wide dynamic range and does not need equalization [5].

A schematic diagram of the preamplifier is given in Figure S.2.
The preamplifier consists of 3 stages. The first stage is a low gain
common emitter amplifier. This is followed by a differential pair and
finally a common collector stage. Bipolar transistors, each with an fT
of 4 GHz (BFR 90) were used for the active devices.

The first stage should have sufficient gain, so that noise
generated by succeeding stages will be small when referred to the input
of the first stage. Also it should have low input capacitance (Cl)
since the bandwidth is ;nversely proportional to Cl. The mid-band gain
of the first stage is approximately -2.3.

The differential pair provides adequate gain, and has a good high
frequency response. The output impedance of the preamplifier is
approximately 50 ohms to minimize reflections between the preamplifier
and the main amplifier. The value of Rt determines the baﬁdwidth and
transimpedance of this circult. The transimpedance is directly
proportional to the value of Rr but the bandwidth 1is inversely
proportional to it. The preamplifier had a bandwidth of about 100 MHz.

The preamplifier was constructed on a 4 cm x 5 cm printed circuit
board which was enclosed in a die-cast metal chassis, with the APD
mounted to one of its sides. High quality RF capacitors were used for
decoupling the vcc and APD bias voltage lines. Care was also taken to
block stray RF energy from entering the preamplifier by using short,
twisted pair wires with ferrite beads placed in series between the

power supply and the preamp chassis.
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5.4 Main Amplifier

The output of the preamplifier is applied to a Keithley
Instruments Pulse Amplifier (model 105). This amplifier provides a
voltage gain of 100 (40 dB), has a bandwidth of 500 MHz, and an input
impedance of SO ohms. At low levels (around -48 dBm to -50 dBm) of
optical power incident on the detector, the output of this amplifier is
approximately 0.2 V peak-to-peak. Since this is too low to trigger ECL
gates, it was amplified further by a HP 461A pulse amplifier, which has
a voltage gain of 10 (20 dB) and a bandwidth of 150 MHz.

5.5 Clock Recovery Circuit

The self-sustaining monostable clock recovery circuit described in
Chapter 3 was used to recover the clock signal from the incoming NRZ
data. A schematic diagram of the experimental clock recovery circuit
is shown in Figure S5.3. The original circuit developed by Witté and
Moustakas [70] is obtained by connecting point C to point B and leaving
point H open. The modified clock recovery circuit is obtained by
joining point H to point C as shown in Figure 5.3.

The clock recovery circuit board has been designed for power
supply voltages of +2 V and -3.2 V. This allows the 51 ohm resistors
at the output of each gate to be returned to ground (0 V), with VEE for
each ECL chip equal to -3.2 V. The earlier threshold level of -1.3 V
to trigger each ECL gate 1is now shifted to +0.7 V (+2 - 1.3). Since
the optical receiver is ac coupled, the signal entering the clock
recovery circuit is symmetrical about the 0 volt level (i.e. it has
zero dc content), so that in order to trigger the ECL gates the
received signal must be level shifted to +0:7 V. This level shifting

is accomplished by resistors R1, R2 which form the components of a
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voltage divider circuit. The potentiometer R2 was adjusted to set
point A to 0.7 V. At the same time, the values of Rl and R2 were
chosen so that the effective resistance of R1 and R2 in parallel is
about 50 ohms, thus minimizing reflections between the malir amplifier
and clock recovery circuit.

The incoming level-shifted signal is applied to the transition
detector, taich produces a = A ns wide pulse at each rising and falling
edge. The EX-CR and the ctransition detector form the non-linear
element required to generate a spectral line at the incoming NRZ bit
rate. The transition detector is realized by a NAND gate, an EX-OR
gate, and a coaxial delay line (see Figure 5.3). On every input
transition, a pulse is generated at the output of the EX-OR gate
because its two inputs have unequal propagation delays (due to the
delay line). The duration of the pulse is equal to the length of the
delay. In the experimental system, a 0.78 m long coaxial delay line
was used (RG 174/U). This corresponds to a pulse length of 3.9 ns,
which iz of sufficient duration to trigger the monostable multivibrator
(MM).

The pulses from the transition detector, which will be referred to
here as the primary pulses, are fed to an AND gate (IC 1B). if the
criginal clock recovery circuit is desired, both the inputs to this
gate are tied together and hence its output will be equal to its input.
However, for the modified circuit, the transition detector output is
gated (by an AND gate) with the delayed clock output (delay < T), so
that, triggering of the MM by pulses that arrive too early |is
inhibited. whenever this occurs, the MM will be triggered by the

delayed clock pulse. Since this occurs closer to the ideal time, a
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reduction of overall clock jitter can be obtained. The output of the
AND gate forms one of the inputs to an OR gate (IC 3A). The other
input tc the OR gate is the output clock signal delayed by the inner
feedback loop by Tl seconds (T1 > T). If the primary pulse is late or
missing, this delayed clock signal will trigger the MM.

The monostable multivibrator (MM) is realized by logic gates [88].
It produces a 5.0 ns pulse on every rising edge of its input signai.
The output of the M is at 50 MHz (the NRZ input bit rate).

When the input to the clock recovery circuit is left open, the
circuit oscillates at a free running frequency of 1/T1. This
oscillation is started by a transient pulse triggering the MM when the
power 1is turned on. Due to the inner feedback, the MM 1is then
repeatedly triggered every T1 seconds. By measuring the frequency of
oscillation (using an HP 5326A Timer-Counter), the exact value of the
delay Tl can be established. The frequency of oscillation changes by a
few hundreds of KHz, when the +2 V power supply is adjusted slightly.
This occurs because the amplitude of the gate outputs are changed
slightly, resulting in changes in effective gate delay times due to
amplitude-to~-phase conversion that occurs because of non-zero gate
thresholds. When the input to the clock recovery circuit is connected,
the frequency of oscillation locks on to the bit rate of SO MHz.

A new version of the modified MM clock recovery circuit was later
developed due to the reasons mentioned in Sections 3.3.1 and 4.1.2.
The only change compared to Figure 5.3 is in the transition detector.
The NAND gate and the EX-OR gate were replaced by a MM (see Figure
5.4). It triggers only on the rising edge of the incoming

level-shifted signal. Thus, we have pulses at *he output of the
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transition detector only on the risling edge of the input signal. These
pulses have a duration equal to 4ns (the propagation delay of the four
OR gates IC 2A to IC 2D).

Both clock recovery circuits were constructed on 15 cm x 10 cm PC
boards. Delay 1 was realized by a 3.4 m coaxlial line (RG 174/U), whose
delay of approximately 16 ns together with the propagation delay of the
gates make T1 = 20.033 ns. Delay 2 was realized with two AND gates and
a 3.5 m coaxial line (T2 = 19.88 ns). Coaxial BNC connectors (50 ohm)
were used at the input and the output. Circult interconnections were
kept as short as possible. In order to avoid problems due to
reflections, fifty ohm microstrip transmission 1lines were wused
throughout. Power supply lines on the pc board were decoupled to
ground by high quality RF (mylar) capacitors (0.1 uf, 47 pf and 100 uf)
at several points.

Most of the jitter measurement experiments and analysis were done
only with the original monostable clock recovery circuit. Referring to
Figure 5.3, the inputs to the AND gate (IC 1B) were tied together and
the feedback loop of delay 2 was not used. The main objective of this
thesis was to develop a suitable technique to mea:ure the timing jitter
on a bit-by-bit basis. The jitter of the self-sustaining monostable
clock recovery circuit was later measure¢ using this measurement
technique.

5.6 Jitter Measurement System

The experimental system used i~ measure timing Jitter on a
bit-by-bit basis is illustrated in Figure S.S. It consists of a
HP54201A digitizing oscilloscope connected to a HP-85 computer througt:

a Hewlett Packard Interface Bus (IEEE-488 Bus). The HP-85 serves as a
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controller. It has been programmed to automatically acquire a wa-eform
and store the digitized data on the tape cartridge. The data can also
be transferred to a printer which is connected to the digitizing
oscilloscope through an IEEE-488 bus.

The HPS4201A is a dedicated, two channel, +waveform-acquiring
digital storage oscilloscope with full HP-IB programmability, and
digitized waveform data output. It has a 300 MHz repetitive bandwidth
and a single-shot digital storage bandwidth of SO MHz (200
Megasamples/second). In the real-time sampling mode, the sample rate
depends on the time range selected. For example, using the 10 us time
range (1 ps/cm) the sample rate is 100 Mzga Samples/second. The scope
can acquire a maximum of 1000 samples on each acquisition, on a
single-shot basis. The minimum input voltage range is 40 mV (S mV/cm).
It has a vertical resolution of 6 bits. Hence, the maximum number of
quantization levels is 64 (2%).

As an indication of the ultimate resolution attainable with this
equipment, the lowest jitter level that can be measured for a signal
slope of 3.684 x 10 is (using equation (4.2))

At = 40 mV/ 64 levels = 1.7 ps.

3.684 x 10°

The measurement technique has been discussed in detail in Section 4.3.
The ultimate accuracy of the scheme is limited by the temporal and
vertical resolution, and the stability of the sampling, triggering and
DC offset circuitry of the oscilloscope. It should be noted that the
peak-to-peak Jjitter range is limited to the linear rise time of the
signal. If the Jjitter exceeds this limit then samples may be taken on

the falling edge, in which case the results will no* be correct.
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The greatest problem found in using the digital processing
oscilloscope (DPC) is that it critically depends on the operator
settings. The trigger level and the sensitivity controls have to be
adjusted to give a stable signal on the display. The trigger level and
the delay have to be manually optimized until a good response is
obtained. This leads to difficulty in repeating the results.

In the next chapter we present the system operation and waveforms
at various points of the experimental fiber optic system. The
experimental jitter measurement results are also presented and

discussed.
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CHAPTER 6
EXPERIMENTAL RESULTS AND DISCUSSION

“.e experimental optical fiber communication system employing the
NRZ code, described in the previous chapter, was set up and various
measurements were made. The overall system specifications are glven in
Table 6.1. The relationship between the RMS jitter and the received
optical power level, for various transmitted bit patterns were
obtained. The performance of the optical receiver, clock recovery
circuit and the jitter measurement system are presented first. Next,
the experimental relationship between the systematic RMS jitter, total
RMS jitter and the transmitted bit patterns are discussed. Finally,
the relationship between tha total RMS jitter and received optical
power level is discussed, with respect to various data patterns and
pseudo-random bit sequences.

An examination of these results will be useful in understanding
the jitter performance of the self-sustaining monostable multivibrator
clock recovery circuit. The results also enable us to obtain the
jitter statistics, which are useful in determining the performance of
an optical communication system in the presence of timing Jjitter.

6.1 System Operation and Waveforms

6.1.1 Data Generator

Figure 6.1 illustrates the output waveform of the data generator.
It is an NRZ 16-bit repetitive sequence of 1001001001001001 at SO Mb/s.
This signal modulates the laser transmitter. As the input impedance of
the laser driver amplifier is 50 ohm and requires an RF input of less
than 20 mA peak-to-peak for S0% modulation depth, the amplitude of the

output of the data generator is adjusted for 0.8 V peak-to-peak.
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Table 6.1 System Specifications

Parameters

Data rate

Type of line code
Source type

Source wavelength
Source spectral width

Fiber type

Fiber attenuation

Fiber dispersion

Length of the fiber
Bandwidth-distance product
Power coupled into the fiber

Detector type

Specifications

S0 Mbits/s

NRZ

Laser Diode

830 nm

0.84 nm

Graded index
Multimode fiber

2.75 dB/km

1.5 ns/nm-km

S km

246.83 MHz-km

-20 dBm

APD



6.1.2 Optical Receiver and Main Amplifier

Figure 6.2 shows the signal at the output of the preamplifier for
the same transmitted data pattern as mentioned in the above section.
The optical power level at the receiver is -42 dBm.

Figures 6.3 (a) and (b) show the eye diagram at the output of the
main amplifier for an NRZ pseudo-random bit sequence (of length 223-1)
applied to the laser transmitter, at received optical power levels of
-35.8 and -50.5 dbm, respectively. For these diagrams, the low pass
filter at the output of the preamplifier, i.e. the capacitor C8 (Fig.
5.2), is rerov. 1. Note in Fig. 6.3 (a), that the eye diagram is skewec.
slightly. This might be due to the large amount of optical power
falling upon the detector. However, the eye is open in both cases,
which implies that the fiber-receiver bandwidth 1is sufficient for a
signalling rate of 50 Mb/s. The transimpedance of the preamplifier
circuit is approximately 1980 ohms (into a S50 ohm load). The 3 dB
bandwidth of the receiver, with C8 absent, is approximately 65 MHz [5].

6.1.3 Clock Recovery Circuit

Figure 6.4 demonstrates the operation of the original
self-sustaining monostable multivibrator clock recovery circuit (refer
to Fig. 5.3). The input signal to the clock recovery circuit 1is a
16-bit repetitive NRZ sequence of 1001001001001001 at a received
optical power level of -49 dBm, as shown in Fig. 6.4 (a). The output
of the original clock recovery circuit, for this input is shown in Fig.
6.4 (b).

The operation of the new version of the original monostable clock
recovery circuit (Fig. 5.4) 1is demonstrated in Fig. 6.5. The input to

the clock recovery circuit is a 16-bit repetitive NRZ sequence of
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1010101010101010 at a received optical power level of -45 dBm. The
slope of the signal as measured on the analog oscilloscope (Tektronix
2465) is 3.68 x 10° (0.7 V/ 1.9 ns).

It was observed while performing the measurements that, as the
received optical power level was varied, the potentiometer R2 of the DC
level shifter {refer to Fig. 5.3) had to be adjusted for proper
¢peration of the clock recovery circuit. The reason for this behaviour
is that when the received optical power is changed, the amplitude of
the main amplifier output changes, since automatic gain ccatrol (AGC)
is not incorporated in the optical receiver. This amplitude <change
results in a slight phase shift in the output of the EX-NOR gate (IC2B,
see Figure 5.3) due to the incoming signal crossing the ECL gate
threshold at a slightly different time. This phenomenon is more
commonly referred to as amplitude-to-phase conversion. This problem
could be overcome by employing an amplifier which delivers an output
of constant amplitude and phase shift for a large dynamic range of the
input signal.

The recovered clock 1s applied next to the Jjitter measurement
system. The results of the jitter measurement will be discussed in
Section 6.2.

6.1.4 Jitter Measurement Systen

The output of the clock recovery circuit is applied to the
experimental jitter measurement system (see Fig. 5.5). The clock lis
recovered using the new version of the monostable circult. The
recovered clock signal 1is applied to channel 1 of the digitizing

oscilloscope. The oscilloscope is set for the following conditions:
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Sample rate: 100 MSamples/sec. (10 ps time range)

real-time sampling mode.

Amplitude range: 93.8 mV/div.

DC Offset: 350 mv.

Trigger source: Channel 1

Trigger slope: Positive

Trigg=r level: 50% of peak-to-peak amplitude

Figures 6.6 (a), (b), (c), (d) and (e) illustrate the acquired
patterns as seen on the screen of the digitizing oscilloscope for the
16-bit repetitive data sequénces, 1010101010101010, 1000100010001000,
1000000010000000, 1000000000000000 and for PRBS 2231, respectively.
Figures 6.7 (a), (b), (c), (d) and (e) illustrate the corresponding
histogram estimate for the probability density function of the
recovered clock timing jitter obtained from Equation (4.3). The
amplitude scale of the oscilloscope in volts shown in Figures 6.6, is
converted to the time scale using Equation (4.2).

In Figures 6.7(a) to 6.7(d), the vertical bar to the right and the
vertical bars to the left represent the time of occurrence of the
recovered clock when the clock recovery circuit (Fig.5.3) is triggered
by the primary pulses and by the feedback pulses, respectively. The
clock recovery circuit is triggered by the primary pulses whenever
there is a positive transition in the input data to the clock recovery
circuit, and by the feedback pulses in the absence of a positive
transition, for each bit interval T.

Note from Fig.6.7(a), that the recovered clock due to the feedback
pulses occurs 0.095 seconds after the ideal time. Theoretically, the

recovered clock should occur only A seconds (x 0.033 ns) later than the
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ideal time, since the feedback delay is greater than the bit interval T
(20 ns) by that amount. Thus a 1 to O transition gives much too long a
delay. Observing Figures 6.6(b) and 6.7(b) we again note that, when
there is a transition from 1 to O in the input data to the clock
recovery circuit, or in other words, when the clock recovery circuit is
triggered by a primary pulse and a feedback pulse in succession, the
"recc :red clock pulses are not separated by A seconds but by a
significantly longer time. However, when the clock recovery circuit is
triggered only by the feedback pulses, the recovered clock pulses are
separated by A seconds in time as expected. A similar phenomenon is
observed in Figures 6.7(c) and 6.7(d), except that the separation
between the recovered clock pulses due to a primary pulse and a
feedback pulse is about 0.13 ns and 0.16 ns, respectively.

Thus, in general, from Figures 6.7(a) to 6.7(e), the measured
results show that when the clock recovery circuit is triggered by a
primary pulse and then by a feedback pulse, the time interval between
the two recovered clock pulses is greater than T1 (T+A) seconds. On
the other hand, when the clock recovery circuilt is iriggered only by
the feedback pulses the recovered clock pulses occur every Tl seconds.

In order to verify the above statement, the time interval between
the recovered clock pulses was measured directly on the oscilloscope
for different, 16-bit data patterns applied to the input of the clock

recovery circuit. The results are shown in Table 6.2.
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Table 6.2
Measured time interval between two

successive recovered clock pulses when
Transmitted bit sequence|the input data to the clock recovery circuit

(16-bit repe;tt;zi) has a D to1l | hasa 1 to O has no
p transition transition transitions

1010101010101010 19.73 * 0.05ns|20.39 £ 0.05ns|  ~————-
1000100010001000 19.68 + 0.04ns|20.28 % 0.04ns 20.08 * 0.05ns
1000000010000000 19.55 + 0.05ns|20.28 * 0.03ns 20.08 * 0.05ns
1000000000000000 18.94 * 0.04ns|20.44 * 0.04ns 20.08 + 0.05ns

It can be seen that, when there is a transition from a 0 to 1 in
the input data, the time interval between two recovered clock pulses
decreases, as the number of consecutive zeros in the transmitted bit
sequence increases. This is to be expected because, in the absence of
a primary pulse, the recovered clock pulse advances A seconds later
than the ideal time during each bit interval until a transition occurs.
But, when there is a transition from 1 to O in the input data, the time
interval between two clock pulses is greater (20.44 * 0.04ns) than the
interval between two clock pulses in the absence of transitions (20.08
+ 0.05ns). The interval between the clock pulses when a 1 to o
transition occurs, depends on the transmitted bit sequence. Ideally,
one would expect the time interval to be independent of the transmitted
bit sequence. This unusual behaviour is also evident in Figures 6.7
(a) to (d) where the time interval between the recovered clock pulses
(due to a primary and feedback pulse) varies from 0.095 ns to 0.16 ns.

The most probable reason for the difference in performance of the
clock recovery circuit when triggered by a primary pulse and a feedback

pulse is that the two pulse shapes are not exactly the same. To
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investigate this further, the two pulse shapes present at pin numbers 4
and 5 of IC3A (Fig.5.3) were measured, as shown in Figure 6.8(a) and
(b). As is clearly evident from this figure, the primary pulse and the
feedback pulse have different rise times and different slopes. It can
be seen from Figure 6.8 that, the feedback pulse takes 0.8 ns longer
time to reach the trigger level of 0.35V (504 of peak-to-peak
amplitude). Since the feedback pulse has a smaller slope and larger
rise time, it crosses the gate threshold at a time greater than T+4
seconds. Thus, the recovered clock due to a feedback pulse occurs at a
time greater than A seconds after the ideal time. Also the amplitude
difference between the two pulses might be giving rise to
amplitude-to-phase conversion.

The plausible reason for the larger rise time of the feedback
pulse can be attributed to the distortion in the pulse shape which
occurs as the pulse traverses through 4m. of RF coaxial cable (delay 1,
Fig.5.3). The RF coaxial cable not only attenuates the pulse amplitude
slightly, but also filters some high frequency components, thereby
increasing the rise time of the pulse. Thus, even with this non-ideal
behaviour the time difference is still very small and hence does not
have much effect on the overall jitter performance.

In the next section we discuss the numerical results of the jitter
measurement.

6.2 Bit-by-bit Jitter Measurements

The RMS value of the absolute Jjitter for the recovered clock
depends on several parameters, i.e. laser dliode, the flber dispersion,
the received power, the receiver transfer function and bandwidth, the

received pulse shape, the APD gain, transmitted bit pattern, etc. In
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this section, results are presented showing the variation of the RMS
jitter for different transmitted bit patterns, and for received power
levels.

The jitter measurement technique described in Section 4.3 has been
used to quantify Jjitter, given by the RMS value o. The results
presented here are for measurements done on the new clock recovery
circuit. The recovered clock is at 50 MHz. Delay 1 was of duration
20.033 ns ‘A = 0.033 ns). The slope of the signal used to evaluate the
timing jitter in Equation (4.9) was 3.68 x 108 volts/second. The
digitizing oscilloscope was set to a sampling speed of 100 MSamples/s
on the real-time sampling mode. A transimpedance type of preamplifier
was used, that had a frequency bandwidth of about 65 MHz; the low
frequency 3 dB point was 20 KHz.

6.2.1 RMS Jitter versus Transmitted Data Pattern

Figure 6.9 illustrates the plot of Systematic RMS Jitter o versus

transmitted data pattern. " The transmitted bit sequences are

represented in terms of the number of consecutive zeros (Table 6.3).

Table 6.3
Transmitted Data Sequence No. of consecutive
(16-bit repetitive pattern) Zeros
1010101010101010 1
1000100010001000 3
1000000010000000 7
1000000000000000 15

The measurement results shown in Figure 6.9 were performed electrically
using an RF coaxial cable as the communication link. The random jitter
o which is caused by the noise present in the communication system
now consists of only the thermal noise from the recelver amplifier

electronics. We assume that this thermal noise is i.egligible and hence
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that the random jitter, oL caused by this noise is also negligible.

Since
" 2 2
o, = l oL+ o ... (6.1)
where,
o, = Total RMS jitter
o, = Systematic RMS jitter
o = Random RMS jitter

the measured total RMS jitter is approximately equal to the systematic
jitter i.e. o= O

It can be noted from Figure 6.9 that the systematic RMS jitter,
i.e., pattern-dependent jitter oy increases with increasing A. This
is to be expected because, as the number of continuous zeros or ones
increases, the recovered clock pulse advances by A seconds (relative to
the ideal time) during each bit interval, until a 0 to 1 transition
occurs. In other words, as the number of transitions in the received
bit pattern decreases, the RMS systematic Jjitter T increases. The
systematic jitter varies between 0.89° to 2.56° for 1 to 15 consecutive
ones or zeros.

Measurements of jitter were also made with 5 km. of optical fiber
in place. The amount of optical power falling upon the APD was -48
dBm. The average received optical power was measured using a Photodyne
model 22XI.A optical power meter, which has an accuracy of ¢ 0.1 dB.
Figure 6.10 illustrates the relationship between the Total RMS jitter

o, versus the Transmitted data pattern. Again, the transmitted bit

sequences are represented in terms of the number of cenasecutive ones or
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zeros (Table 6.3).

The measured total RMS jitter oL Dow consists of the systematic
RMS jitter;i.e., pattern-dependent jitter o and the random RMS jitter
oo according to Equation (6.1). The random jitter is now caused
mainly by the receiver shot noise due to the statistical nature of the
photon-electron interaction.

We can observe from Figure 6.10 that the total RMS jitter o, also
increases with an increase in A and it follows the sw=me trend as in
Figure 6.9. Comparing the two figures, we observe that o is greater
than O for all the transmitted bit patterns except for
1000000000000000. 7This can be explained as follows:

Wh..n the measurements are performed electrically, only the
pattern-dependent jitter or systematic jitter is present. For this
case, therefore, the recovered clock pulses occur at the ideal time
only when a 1 is present and advances A seconds later than the ideal
time for the remaining 15 zeros, as the monostable multivibrator (MM)
is triggered by the feedback pulses (see Fig.6.11). On the other hand,
when the experiment is performed optically;i.e., when both systematic
and random jitter are present, the recovered clock dces not necessarlily
advance for 15 continuous bits giving the negative slopes in Fig.6.11.
The MM is triggered not only by feedback pulses but also by pulses
generated by noise. The pulses due to noise can occur at any time
before the ideal time, so that, the overall spread of the occurrence of
the clock pulses is less when both systematic and random jitter are
present, than when only systematic jitter is present. See Fig.6.12.
Hence, o, is less than L for the bit sequence 10000000000C0000. For a

povwer level of -48 dBm, a} varies between ? 79° to 2.48° for 1 to 15
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consecutive ones or zeros.

6.2.2 Total RMS Jitter versus Received Optical Power

Figure 6.13 illustrates the relationship between the Total RMS
Jitter vT against Received Optical Power Level, for various 16-bit
repetitive NRZ input data patterns. As an optical attenuator with
proper matching connectors was not available, the amount of optical
power falling upon the detector was varied by winding the optical fiber
around a glass rod of diameter 2 cm. This gives rise to a controlled
amount of microbending loss.

As can be observed from Fig.6.13, the total RMS jitter oL
decreases as the received optical power level increases. This is to be
expected, because the jitter variance is inversely proportional to the
signal-to-noise ratio (SNR). As the power level increases, the random
Jitter o due to noise decreases, whereas the systematic or
pattern-dependent jitter does not change appreciably over the normal
operating range. This can be seen by the flattening of the curves in
Fig.6.13 for optical power levels above -48 dBm. The total RMS jitter
o settles down to a value of 1.5° to 2° in the normal operating range
(above -48 dBm), which is essentially the systematic RMS jitter; l.e.,
o= O But at very low power levels, (less than -50 dBm) it is the
random jitter which is dominant . Hence in the normal operating range,
the systematic Jjitter is the primary cause of the recovered clock
timing jitter.

From Fig.6.13 we also observe that, for a given recelved optical
power level, the total RMS jitter vr increases as the number of
transitions in the NRZ input data pattern decreases. This can be

explained by the same argument as given in Section 6.2.1.
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Figure 6.14 illustrates the relationship between the Total RMS
Jitter against Received Optical Power Level for NRZ pseudo-random bit
sequences (PRBS) of length 2°-1 and 223—1 respectively. Again the
various optical power levels were achieved by winding the optical fiber
around a glass rod.

It can be noted from Fig.6.14 that the total RMS jitter oL mainly
consists of the systematic RMS jitter T in the_normal operating range
of -49 dBm and above. It lies between 2° to 2.5° and is slightly
larger than that for fixed word patterns. The systematic RMS jitter is
higher for the PRBS of length 223—1, as it has more pattern variations
than the PRBS of length 2'°-1.

At icw power levels of -50 dBm and below, the random jitter due to
noise, oo is dominant. It lies between 3° to 4°. This large value is
because, as the received optical power level decreases, more and more
primary pulses trigger the MM earlier than the ideal time, causing the
Jitter variance to increase. As the optical signal power increases,
the random jitter decreases significantly.

The RMS jitter for the two PRBS at low power levels (-51 dBm)
should be close toc each other around 4°. The wide difference in our
case shown in Fig.6.%4 might be due to some experimental measurement
error. Nevertheless, the results presented in this chapter are
comparable with other measurement techniques made on different clock

recovery circuits [35,46,92,93].

138



Degree

RMS Jitter,

Total

L { ® PRBS 2°°10-1

® PRBS 2°°23-1
.\x
NN
\ ],
i B — el
-52 -51 -50 49 48 47 -46 -45

Received Optical Power, dBm

Fig.6.14 Measured Total RMS Jitter against
Received Optical Power for
Pseudo-Random Bit Sequence

139



CHAPTER 7
SUMMARY ANDU CGNCLUSIONS

Telecommunication networks are increasingly employing digital
technology to provide higher quality, less expensive, and more varied
services to an increasing number of users. In a digital transmission
system one important function of a communication receiver is to recover
a s. “iciently stable clock signal such that precise sampling instants
can be generated in order to recover the original message signal. An
unstable or jittering clock signal will impair the system BER
performance. In other words, the BER deteriorates as the clock jitter
increases. In order to quantify this important parameter and to assess
the influence of jitter on the performance of an optical communication
system, measurements of the amplitude distribution and RMS value of
jitter are necessary [89,90].

Clock recovery at the receiver is normally a process of extracting
a discrete component of the received signal spectrum at the pulse
repetition frequency or one of its higher harmonics. As the spectral
distribution of the received signal also contains the continuous
spectrum, which tends to cause interference in the timing extraction
process, the quality or stability of the recovered clock signal will
depend on two major factors, namely: 1) the timing content of the
received signal and 2) the characteristics of the timing extraction
circuit at the recelver.

In this project, a bit-by-bit jitter measurement technique using a
digitizing oscilloscope has been implemented to quantify the jitter
generated in the new self-sustaining monostable multivibrator (MM)

clock recovery circuit, originally developed by Witte and Moustakas
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[70]. An NRZ type of line coding has been used for the input data.

A jitter measurement scheme has been impliemented which provides a
tim=? and amplitude quentized histogram estimate for the probability
density function of the timing Jjitter. It provides a statistical
description, in that we can obtain the mean and the RMS value of the
jitter phenomenon. The lowest jitter amplitude that can be measured is
1.7 ps. The peak-to-peak jitter that can be measured is limited by the
linear rise time of the signal which in our case was 1.9 ns. The
measurement scheme 1is dependent on the slope of the signal. The
ultimate accuracy of the scheme is limited by the temporal and vertical
resolution, the stability of the sampling, and the triggering and DC
offset circuitry of the oscilloscope. Compared to earlier methods
[{75-83], this method has the advantage that an accurate estimate of the
jitter variance can be obtained with no extra hardware circuitry.
Also, the measurement scheme ls independent of the data format. The
measurement sensitivity could be improved by utilizing a digitizing
oscilloscope having more bits of vertical resolution.

An =sxperimental SO Mb/s optical flber communication system
employing the NRZ code, and using the self-sustaining monostable clock
recovery circuit was constructed and set wup. Bit-by-bit jitter
measurements were performed for various data patterns and for various
received optical power levels.

During the course of the project it was observed that the primary
pulses at the output of the transition detector in the original clock
recovery circuit [70] did not occur at integral multiples of the bit
period T. This was because the rising and falling edges of the input

pulse had different gradients and hence they crossed the EX-OR gate
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threshold level at slightly different times. Thir was lidentifiable in
this project only because the jitter measuremelits were made on a
bit-by-bit basis, otherwise it could have gone unnoticed. This problem
was overcome by replacing Lhe EX-OR gate type of transition detector in
[70]) by a monostable multivibrator which triggers only on the rising
edge. This has been referred to in this thesis as the "new version of
the MM clock recovery circuit”.

On obtaining the histogram estimate for the pdf of the timing
jitter of the recovered clock, it was noted that the performance of the
clock recovery circuit is different when it is triggered by a primary
pulse or by a feedback pulse. Whenever there is a transition from a 1
to a 0 in the input data to the clock recovery circuit, the clock pulse
due to the O bit does not occur A seconds after the ideal time
(feedback delay Ti = T +A), but occurs 0.095 ns to 0.16 ns later,
depending on the transmitted bit sequence. This is due to the
difference in the shapes of the primary pulse and the feedback pulse.
The distortion in the feedback pulse shape is probably due to the
filtering of high frequency components by the RF coaxial cable
(feedback delay 1 of Fig.5.3), thereby increasing the rise time of the
signal. A small improvement in the measured values might be possible,
if some other means of providing feedback delay 1is incorporated.

The experimental results of measured RMS jitter versus transmitt:oc
data pattern confirm that the monostable clock recovery circuit
inhibits the late arfiving data pulses from triggering the monostable
multivibrator. The clock Jjitter variance 1is proportional to the
difference between the feedback delay and the bit interval, represented

by A. The measured RMS jitter increases as the number of transitions
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in the data pattern decreases. At jow received power levels the clock
recovery circuit is triggered not only by the feedback pulses but also
by false pulses caused by noise. This may cause the measured RMS
jitter to decrease, especially if the bit sequence contains a long
sequence of ones Or zeros.

The measured RMS Jjitter against received optical power level
demonstrates that the total RMS jitter decreases -: the power falling
on the detector increases. In the ncrmal operating range, it ls the
systematic or pattern-dependent jitter that is dominant and it remains
more or less constant throughout this region. Thus the jitter on the
recovered clock in the normal operating range is due to the randomness
of the . :ceived bit pattern. At low received power levels, the random
jitter or bit transition jitter <aue to APD shot noise and additive
circuit noise is dominant. The random jitter Increases with decreasing
optical power, but in the normal operating range, the pattern-dependent
Jjitter is dominant.

Although this thesis has experimented with various jitter
measurement techniques and investigated the jitter performance of the
self-sustaining monostable clock recovery circuit, it was necessarily
limited in its scope due to time constraints. To continue the work of
this thesis, further research could be conducted in the following
areas:

1. A widely used technique for the evaluation of a digital
communication system is to obtain curves of bit error rate (BER) versus
signal-to-noise ratio. It would be useful to obtain curves of BER
against received optical power level with the jitter varliance as a

parameter to predict the performance of the experimecntal system.
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2. It would be interesting to compare the experimental results
obtained above with the theory. This would necessitate the evaluation
of a theoretical ux¥pression for the probahility of error, taking into
account the time-dependent naturs € the jittus pdf and the statistics
of the line code.

3. The RMS value oi jitter should be obtaineua :ur various amounts
of feedback delay.

4. The jitter measurement range described in Section 4.3 is
limited by the linear rise-time of the signal. One way to increase the
measurement range is to integrate the recovered clock and then apply it
to the digitizing oscilloscope. It would be worth trying this scheme
experimentally.

5. The bit-by-bit jitter measurements should be repeated using
the modified monostable clock recovery circuit, in order to determine
its jitter performance.

6. To further characterize the monostable clock recovery circuit,
it would be interesting to measure the power penalty versus Jitter
variance.

7. The time delays used in the clock recovery circuit were
provided by a 50 ohm RF coaxial cable. This is not convenient for
field use, because i) even a slight disturbance causes the output
waveform to be distorted, ii) it is not convenient to change the length
of the cable each time the amount of time delay needs to be changed,
and iiil) finally,the propagation delay of these cables varies with
temperature. Hence, other methods of providing the delay should be
investigated.

8. The accumulation of Jjitter produced by the self-sustaining
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monostable clock reccvery circuit over several repeaters uast be
studied before it could be considered for use in long-haul fiber optic
systems.

9. The jitter produced by the self-sustaining monostable clock
recovery circuit should be compared with other clock recovery circuits
such as the dielectric resonator filter (DRF), surface acoustic wave
filt- (SAW), phase locked loop (PLL) and the LC filter. This could be
done for various line codes, receiver bandwidths and nolse
characteristics.

10. Lastly, it would be useful to study the effect of Poisson
distributed shot noise (such as is produced by an APD photodetector) on
timing jitter, using a monostable clock recovery circuit.

It is sincereiyv hoped that the work done in this thesis may prove
to be a useful contribution for future work on jitter measurement and

analysis in clock recovery circuits for optical fiber communication

systems.
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