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Abstract

Enantiomeric fractions (EFs) are used extensively in environmental pollutant research because of the insights on biochemical weathering available from quantifying enantiomeric composition.  While this analysis is powerful, it can also be subject to significant error, depending on how chromatographic peaks are integrated.  Two methods of integration, the common valley drop method (VDM) and the deconvolution method (DM) were compared using both instrumental and simulated chromatograms to assess their performance when integrating pairs of enantiomers.  The effect of peak parameters such as true EF, peak resolution, signal-to-noise ratio, and asymmetry were also investigated.  The VDM biased EFs by up to +6% to −4% (relative to the 0 to 1 EF scale) for symmetric peaks, and as low as −20% for asymmetric peaks.  For both instrumental and simulated data, biases tended to increase with decreasing resolution and more extreme (nonracemic) EFs.  In contrast, the DM produced biases that were less than 1% in most cases, including at very low resolutions.  Estimates from previously published studies based on EF, such as biotransformation rate and source apportionment, could be dramatically affected by small errors in EF.  Our results suggest that a deconvolution-based integration method is preferable for the handling of enantiomer compositions.  Caution is also advised when comparing published studies on chiral environmental pollutants as most do not specify how chromatographic data is processed.
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1. Introduction

The measurement of individual enantiomers of environmental contaminants is a current area of significant interest. Numerous compounds of environmental concern are chiral, including organo-chlorine pesticides such as a-hexachlorocyclohexane, 19 of the 209 polychlorinated biphenyl (PCB) congeners, hexabromocyclododecanes, and many pharmaceuticals such as propranolol and fluoxetine. Enantioselective analysis of a chiral compound can provide valuable information about its environmental fate and biochemical weathering (Bordajandi et al., 2008; Wong et al., 2009), including the occurrence and extent of biotransformation (Wong et al., 2004; Warner et al., 2005) and the proportions of contaminant originating from multiple sources (Ridal et al., 1997; Bidleman and Falconer, 1999; Asher et al., 2007). This also has potential implications for ecological risk assessments given the differential toxicities of the enantiomers of many chiral environmental contaminants (Hühnerfuss et al., 1995; Stanley et al., 2007; Jin et al., 2008; Wilson et al., 2008). The preferred metric for quantifying these relative concentrations is the enantiomeric fraction (EF) (Harner et al., 2000), defined as:
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(1)
where A and B represent concentrations of the (+) and (−) enantiomers, respectively, or of the first- and second-eluted enantiomers under defined enantioselective chromatographic conditions if the elution order is unknown.  Pure enantiomers have EFs of 0 or 1, while racemates have an EF of 0.5 (Harner et al., 2000).  EFs are commonly used in environmental calculations when performing source apportionment  (Harner et al., 2000) and when calculating minimum biotransformation rate constants (Wong et al., 2002).  These calculations are sensitive to slight errors in EF. Consequently, the accuracy in determining enantiomer peak areas is especially important.
While the complete chromatographic separation of enantiomers is desirable; in practice, the quantification of environmental chiral contaminants is often performed when the two enantiomers are only partially resolved.  Complete separation of enantiomers is often impractical for routine analyses, such as those quantifying several pairs of enantiomers at once (Wong and Garrison, 2000; Janak et al., 2005).  The most commonly used technique for integrating partially resolved chromatographic peaks of environmental analytes is the valley drop method (VDM). In this process, which can be performed using standard chromatographic software, a perpendicular line is dropped from the valley between the two peaks to the baseline (Figure 1).  This method will always result in biased peak areas (Westerberg, 1969), except when the peaks are equal in size (EF = 0.5) and symmetrical (Meyer, 1995a).  When these conditions are not met, a significant portion of the area of one enantiomer’s peak will inevitably fall under the peak of its antipode in disproportionate amounts (Figure 1).  Enantioselective chromatography, which often suffers from slower mass transfer kinetics and more frequent non-linear isotherms (Fornstedt et al., 1996b, a), can result in more severe peak tailing, causing even larger biases when using the VDM.  
Biases associated with the VDM have been previously studied by Meyer ( 1995b), who showed that errors in area can be as high as 40% when working with pairs of peaks having appreciably different sizes (area ratios of 10 to 1) and significant tailing (asymmetry of 2).  Bicking (2006) studied four different integration techniques, including the VDM and a “Gaussian skim” method, where true peak areas are estimated by adding a skimming line that approximates a Gaussian function under each peak, and adding the area between the skim line and the baseline to the parent peak.  In that study, the Gaussian skim method produced errors that, in most cases, were similar to, or even worse than the VDM.  A less commonly used but potentially more accurate integration technique is the deconvolution method (DM).  Here, a least squares method is used to fit the chromatographic data to the sum of two independent Gaussian-based mathematical functions via commercially available software.  Since each peak is fit to its own function, the algorithms account for peak overlap (including tailing when appropriate models are used). This results in peak areas that are not subject to the biases of the VDM.   Peak deconvolution has been used successfully in the determination of environmental contaminants, including polybrominated diphenyl ether congeners, (Mydlova et al., 2007) pesticides, (Krupcik et al., 2005) and their enantiomerization energy barriers (Krupcik et al., 2000), and an automated deconvolution method has been developed (Shackman et al., 2004).  This analysis has also been applied to comprehensive two-dimensional gas chromatographic (GC×GC) data (Kong et al., 2005).
Although the variability in error associated with traditional integration techniques has been established, details associated with peak integration have been absent from the experimental sections of chiral environmental literature, with a few exceptions (Ulrich and Hites, 1998; Asher et al., 2007; Ross et al., 2008).   The potential improvement in the accuracy of enantioselective environmental analyses by using an advanced integration technique, such as the DM, has not yet been assessed.  Our objective is to compare the errors in EF determination between the VDM and the DM, utilizing commercially available software for both techniques.  Both instrument-generated (hereafter referred to as “real”) and simulated chromatograms were analyzed to assess the accuracy and precision of each integration method, and to investigate the effects of true EF, signal-to-noise ratio, resolution, and peak asymmetry on the performance of each technique.  The implications of such errors (having magnitudes observed in this study) on environmental calculations that utilize EF, using published environmental data, is also discussed.
2.  Materials and Methods
2.1 Preparation of enantiomerically enriched standards.  PCB 132 (Figure 2, inset) was chosen as a model compound for the real chromatograms because its enantiomers can be readily separated and collected by high performance liquid chromatography (HPLC), and can be baseline-resolved by gas chromatography (GC) (Haglund and Wiberg, 1996), providing a means for establishing a true EF.  A method for isolation of individual PCB 132 enantiomers has been previously published (Haglund, 1996).  Briefly, seven 50-μL aliquots of 15 μg mL-1 racemic PCB 132 were injected into an Agilent HPLC 1050 system with a Nucleodex (-PM column (200 mm × 4.6 mm i.d. × 5 μm particle size, Macherey-Nagel, Düren, Germany).  A flow rate of 0.5 mL min-1 and a 75:25 methanol:water isocratic mobile phase was used.  The eluent fractions containing individual enantiomers were collected, combined, transferred to hexane via liquid-liquid extraction, and evaporated to approximately 1 mL under nitrogen.  Solutions with an approximate EF = 0.3, 0.4, 0.6, and 0.7 were generated by combining the enantiomerically pure solutions in appropriate proportions.
2.2 Chromatographic conditions for instrument-generated data.  Analysis was performed with a HP 5890/5971 GC/mass selective detector using electron impact ionization in selective ion monitoring mode for m/z of 358, 360, and 362.  A Chirasil-Dex column (30 m × 0.25 mm i.d. × 0.25 μm df, Varian, Walnut Creek, CA) was used for the separation.  Seven chromatographic resolutions (Rs) were achieved using the following column conditions:  injector and MS transfer line temperatures of 280 and 250 (C, respectively, He carrier gas at 1 mL min-1 constant flow, initial oven temperature of 60(C with a 2 minute hold, 15(C min-1 to the final temperature, and hold until 2 minutes after the second-eluted enantiomer.  Final temperatures employed were 175, 180, 185, 190, 195, 205, and 215 (C to for Rs of 1.57, 1.35, 1.16, 0.98 0.84, 0.62, and 0.48, respectively.  Elution times ranged from 21 to 63 minutes.  Asymmetric (tailing) peaks were generated by attaching a 1/16” Swagelok tube fitting between the injector and column to act as a mixing chamber, resulting in an average peak asymmetry of 2.7.  Identical oven conditions were employed to yield average resolutions of 0.85, 0.72, 0.61, 0.51, 0.43, 0.33, and 0.20, respectively.  Results for all real chromatographic data are based on the mean of 3 separate analyses of each mixture, and had signal-to-noise ratios with a range of approximately 40 to 80 (based on the largest peak), depending on the elution time and the extent of peak broadening for each temperature program.
2.3 Generation of simulated data.  The simulation of chromatographic data was employed for integration comparisons, as simulations allow for precise control over individual peak parameters that cannot be achieved using real chromatograms.  This simulated data approach has been used previously to look at peak integration methods (Meyer, 1995b) as well as other aspects of quantitation (Khummueng et al., 2006; Harynuk et al., 2008).  A 4-parameter generalized exponentially modified Gaussian (GEMG) function was chosen to simulate chromatographic peak shapes.  This function is produced by convolving a Gaussian function with a hybrid function of a half-Gaussian multiplied by an exponentially modified Gaussian (Peakfit, 1997).
shown here:
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where x and y represent the retention time and response, respectively, and a0, a1, a2, and a3 represent the peak area, centre, width, and distortion parameters, respectively. It effectively describes chromatographic peaks, including those exhibiting significant asymmetry, and is described in detail elsewhere (Nikitas et al., 2001; Li, 2002). Chromatograms were generated by summing two GEMG functions, simulating an enantioselective separation. Using Mathcad 14.0 software (Parametric Technology, Needham, MA, USA), the functions were solved at intervals of 1/94 s to simulate a data acquisition rate of 1.57 Hz, equal to that of our real chromatograms.

Instrumental noise was simulated by adding normally distributed random numbers with a chosen mean and standard deviation (σN) to the data. The mean acted as a signal offset, ensuring no negative intensity values were recorded. The standard deviation was used to control S/N.  EF was controlled by adjusting the areas of each peak, according to Equation 1.  Retention times of the simulated peaks were varied to adjust Rs, calculated as the difference in retention times of the peaks divided by the mean of the peak widths measured at the base of the peak.  Peak asymmetries (As) were calculated as the width of the tailing half of the peak divided by the width of the leading half of the peak at 10% of the maximum peak height.  Asymmetries were modified by controlling the distortion parameter of the GEMG function, and were kept invariant among the peak pairs.  Peak resolution, asymmetry, S/N, and EF were varied with all possible combinations of parameters listed in Table S1 of the Supplementary Material.  Ten replicate chromatograms for each set of parameters were generated, creating a total of 590 chromatograms.
2.4 Data handling and peak integration.  All chromatograms were integrated using both the VDM and the DM.  Integrations of the former were performed with the MSD Chemstation Integrator (version E.01.00.237; Agilent Technologies, Mississauga, Canada).  Division of the peak pair was performed manually by placing the boundary between peaks at the centre of the valley.  Simulated chromatograms, generated as text files by Mathcad, were converted to CDF format using GC and GCMS File Translator Pro 5.0 (ChemSW, Fairfield, CA, USA) software.  Prior to integration using the DM, real chromatograms were converted to ASCII (.TXT) format using GC and GCMS File Translator Pro, based on the sum total response of the three ions monitored.  
Integrations using the DM were performed using PeakFit v4.06 (Systat Software, San Jose, CA) software.  Peakfit’s nonparametric digital filter option, which simplifies the data set, was not employed.  The “Autofit Peaks I: Residuals” mode, which determines initial peak location and parameters by minimizing evaluated residuals, was selected for peak detection and fitting (Peakfit, 1997).  The 4-parameter GEMG model was chosen as the mathematical model for fitting both real and simulated chromatograms (Ulrich and Hites, 1998; Wong et al., 2001; Asher et al., 2007).  Because the simulated data was generated using the same function, errors in EF associated with the DM fit of simulated data should be solely due to the addition of random noise, thereby providing a baseline for error when comparing to the VDM.  This point was verified by the fact that fits of simulated chromatograms without added noise using Peakfit, produced zero error in EF and an r2 of unity.  Real and simulated chromatographic data was sectioned to exclude unnecessary parts of the chromatogram.  Peakfit’s fast Fourier transform filtering option was employed to determine initial peak placement.  Additional peak fitting options of “Vary Widths” and “Vary Shape” were employed, except where otherwise noted.  Fitting was iterated until the r2 yielded a stable maximum value.   

Biases in EF were determined according to the following equation:  

BIAS = EFmeasured − EFtrue




(3)
where EFmeasured is the enantiomeric fraction as determined by each integration method, according to Equation 1.  For symmetric peaks, EFtrue was based on the measured EF of the same mixture fully resolved and analyzed on the same day, as determined by manual integration.  For asymmetric (mixing chamber) trials, EFtrue was determined by taking the average of three analyses of each mixture under conditions where the enantiomers were baseline-resolved before the addition of the mixing chamber.  Peak shapes for GC trials in the absence of the mixing chamber were near Gaussian, with asymmetries ranging from 1.01 to 1.06.  For simulated chromatograms, EFtrue was determined based on the relative peak areas input into the peak generation algorithm.

3. Results and Discussion

3.1 Comparison of integration methods with instrument-generated data. 
The EFs of fully resolved chromatograms showed good agreement between the VDM and DM, with a mean EF difference of 0.005 (Figure 3), indicating our choice of “true EF” values was acceptable.  The DM produced small biases in EF when analyzing symmetric peaks, with averages less than 0.01 for all EFs and resolutions (Figure 3a).  No trends in bias with changes in EF or increasing resolution were apparent.  Enantiomer separations even at very poor resolutions (Rs=0.48) showed reasonably low systematic error.  At this resolution, mean biases for nominal EFs 0.3, 0.4, 0.5, 0.6, 0.7 were 0.01, 0.004, −0.005, 0.007, and 0.003, respectively.  The success of the DM in this case is significant, as no valley between the peaks was present at this resolution; thereby precluding the use of the VDM.  Application of the DM may allow enantiomer analysis of chiral compounds that are poorly resolved chromatographically, provided that some minimal peak resolution is obtained.  In addition, the DM (with the GEMG-4 function) produced acceptable fits of the chromatographic data, with an r2 > 0.997 for all chromatograms, and randomly distributed residuals (Figure S1a, Supplementary Material).  
In contrast, the biases produced by the VDM for symmetric peaks were significantly increased in magnitude as resolution decreased (Figure 3b).  Racemic standards (EF=0.5) expectedly produced small average biases.  However, EFs greater than 0.5 produced positively biased results to a maximum of +0.057, while EFs less than 0.5 produced negatively biased results to a minimum of −0.038.  The source of this bias is the movement of the valley towards the smaller peak.  This overall effect is consistent with previous analyses of symmetric peak pairs (Meyer, 1995b), and results in a tendency for samples of nonracemic composition to be reported as more extreme values.
The modified mixing chamber was intended to approximate asymmetric conditions which are encountered under poor chromatographic conditions.  This asymmetry produced an increase in biases with both integration methods.  Integration with the DM yielded negatively biased results (−0.035 at the most extreme) which tended towards zero and a slightly positive value with decreasing resolution (Figure 3c).  The DM could not produce meaningful EFs at the worst chromatographic conditions, failing at Rs 0.20 and 0.33, and at 0.43 for EF of 0.7, as the model treated the peak pair as a single peak.  The GEMG fit of the highly asymmetric data was poor compared to that of symmetric peaks, with large nonrandom residuals (Figure S1b, Supplementary material) similar to those previously reported (Li, 2002).  The poor fits may be due to the fact that the asymmetry was generated by a mixing chamber that ideally produces an exponential dilution effect on peak shape. The GEMG function is ideally applied to chromatographic peaks that are asymmetric due to typically observed non-linear sorption and slow stationary phase-mobile phase mass transfer effects that are difficult to generate artificially.  Indeed, other peak models, such as the empirically transformed Gaussian function (Li, 1997), may provide better fits in this particular case.  However, a comparison of chromatographic peak models is beyond the scope of this study.

While the DM performance with asymmetric peaks was acceptable, at least at the higher resolutions, the VDM performance was exceptionally poor.  All VDM integrations resulted in severely negative biases, with averages ranging from 0.054 to 0.197 (Figure 3d).  The magnitude of this bias increased with decreasing resolution.  When using the VDM, this asymmetry can result in gross misinterpretations of enantiomer data.  For example, racemic PCB 132, with an EFtrue of 0.50, produced calculated EFs ranging from 0.42 to 0.30.  These EFs would lead the analyst to conclude erroneously that a racemic EF is non-racemic.  
3.2 Comparison of integration methods with simulated data.  Biases when using the DM were relatively low, with averages ranging from −0.013 to +0.008 for peaks with an asymmetry of 1.5 and S/N of 20 for the largest peak (Figure 4).  This range in bias is in good agreement with those obtained with the real symmetrical chromatograms.  As with the real chromatographic data, no trend was observable in EF bias with either resolution or EF.  In contrast, the VDM produced biases that were significantly higher, ranging from −0.058 to +0.052 (Figure 4a).  Biases were positive for EFs below 0.5 and negative for EFs above 0.5, and increased in magnitude with decreasing resolution.

The S/N had no effect on average biases for either the VDM or DM.  The S/N did, however, affect the precision of EF measurements with both the VDM and DM, as shown for 10 replicates at a Rs of 0.68 and As of 1.5 (Figure 5).  As expected, precision worsened with decreasing S/N, an effect more pronounced for the DM (Figure 5).  In the worst case tested, (N was greater than 0.07 for an EF of 0.4 and S/N of 10 (limit of quantification) when using the DM.  This effect highlights the dangers inherent in attempting to model noisy data, and suggests that with a skilled analyst, the VDM is capable of better precision at low resolution and S/N compared with the DM.  It is hypothesized that should the data rate be increased above 1.57 Hz (i.e. by using a more modern fast-scanning quadrupole) that the performance of the DM would be improved due to the increased number of available data points to perform the fitting. It is unlikely that there would be as great an improvement in performance for the VDM. Additionally, the occasional poor precision of the DM can be improved if simplifications are made to the fitting model.  By disabling the “vary widths” and “vary shape” options in the Peakfit software, the number of parameters in the GEMG function is reduced.  Under those conditions, σEF (the standard deviation of the EF) improved dramatically for a set of symmetric peaks at Rs 0.7. The initial values for σEF improved from 0.008, 0.010, and 0.05 to 0.003, 0.004, and 0.02 for S/N of 20, 10, and 3 respectively.  This technique for improving the DM fit can be applied to most enantiomer separations, particularly those performed by GC, where the peak widths and shapes for a pair of enantiomers are nearly identical.  This may; however, introduce more error in EF determination for separations where differing peak shapes and widths are observed for enantiomers, as is the case for many enantiomer separations performed by gradient HPLC.
3.3 Applications of EF and the effects of bias.  Biases in EF that are apparently “small” (±0.05) can be reflected and indeed magnified when they are used in environmental calculations.  For example, the relative importance of two sources of a chiral chemical to a receptor can be estimated (Bidleman and Falconer, 1999; Harner et al., 2000):

f1 = (EFMIX− EF2)/(EF1− EF2)



(4)
where f1 is the fraction of total contaminant from source 1; EF1 and EF2 are the enantiomeric fractions observed in sources 1 and 2, respectively; and EF​MIX is the enantiomeric fraction of the affected compartment or site.  By analyzing a previous study of enantiomer signatures in the atmosphere and water column of the Hudson River estuary (Asher et al., 2007), the effect of biased EFs can be demonstrated.  In that study it was estimated that 86% of PCB 95 in phytoplankton originated from contaminated sediment and14% was from atmospheric sources.  A relatively small error in EF is assumed, as that study employed the DM for peak integration.  For simplicity, zero bias is assumed for the atmospheric contribution, as it is close to racemic (Asher et al., 2007) and unlikely to be biased by the VDM assuming symmetric peaks.  A negative bias is applied to the reported phytoplankton and sediment EFs sequentially in 0.01 intervals (Table 1).  With a bias of −0.05 in the two nonracemic compartments, the proportion of PCB 95 attributable to the atmosphere dropped significantly, from 14% to 4%.

A more extreme example of the magnification of this bias is the calculation of minimum biotransformation rate constants from EFs.  Based on initial racemic proportions and the assumption that biodegradation occurs for only one enantiomer, the rate constant for either enantiomer (kb(+) or kb(−)) is (Wong et al., 2002):
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where EF is the enantiomeric fraction of the compound in a sample, and t is the time.   This calculation was recently applied to PCBs in dated sediment cores from the highly contaminated Superfund site in Lake Hartwell, SC (Wong et al., 2007). In this study, the DM was also used to quantify partially resolved peaks.  Table 2 shows the effect of +0.01, −0.01, +0.05, and −0.05 biases on the calculated minimum biotransformation rates and half lives of PCBs 132 and 149 in two of these sediment cores.  PCB 132 had a half-life of approximately 81 years, based on the original data (which employed the DM for integration).  Biases in EF of +0.01 and −0.01 yielded moderately erroneous calculated half lives of 95 and 71 years, respectively.  However, a larger bias of +0.05 yielded a calculated half life of 296 years.  Further bias to +0.06 resulted in a calculated half-life of 626 years.  In contrast, PCB 149 exhibited little enantioselective degradation in the original data set, with a half-life of 1210 years.  Biases +0.05 and −0.05 resulted in calculated half-lives of 40 and 36 years, respectively, incorrectly implying relatively fast biotransformation of PCB 149.  Biases of this magnitude, however, would be unlikely in this situation, as close-to-racemic values have small biases except when the peaks are significantly asymmetrical.  Nevertheless, the distorted results of these calculations underscore the need to employ highly accurate methods for EF determination.  We suggest that the choice of integration technique be included as part of a comprehensive QA/QC protocol for EF determination of environmental contaminants.  The VDM may be sufficient in cases where peak resolution is adequate (Rs ( 1) and peak shape is close to Gaussian.  Enantiomer separations with lower resolution and/or significant asymmetry require a more robust integration technique, such as the DM, for accurate EF determination.  
4. Conclusions

The effect of integration method on the determination of EF was investigated using simulated and instrument-generated data.  The deconvolution method was shown to impart relatively small bias to the EF, whereas the valley drop method suffered significant bias in EF determination, especially when applied to enantiomers which are poorly resolved and/or have high asymmetry.  As a result of these biases, errors in environmental calculations that use EF can be severe.  We recommend using a peak deconvolution method in cases where the separation of enantiomers is poor.   Because the actual chromatographic parameters achieved are rarely reported in studies of chiral contaminants, caution should be exercised when interpreting and comparing EFs, especially when applying them to environmental calculations.
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Figure 1:  Integration of partially resolved enantiomers by the valley drop method.  Dashed lines indicate the peak traces of individual enantiomers.  Shaded regions indicate the peak area of each enantiomer that is erroneously attributed to its antipode, resulting in a calculated EF that is too small.  The example shown has a true EF=0.6, Rs=1.0, and As=1.5.
[image: image5.png]b X (M Inbox Q) x /£
=] figure 2.4 - Windows Photo Viewer
File v

Print v E-mail  Bum v Open ¥

P T o Ve Hd9-0 8_Asher_2009.doc [Compatibility Mode] - Microsoft Word
=
I3l Quick Parts ~ [ Signature Line ~
Wordart~ (5} Date & Time.
= Drop Cap ~ "4 Object
Text
[ CI [=] Cll
c cl c el
<© <LCO>—ca—<C D> O
Cl Cl
PCB 132
asymmetric

er symmetric

ical structures of

Q

symmetric
62 63 64 o5 6 67
Retention Time (min)
H- = Py O C | X )
o2 | Ve | el |
GZNEREEEEEE o gom





Figure 2. Sample chromatograms of racemic PCB 132 standard under symmetric (As = 1.0) and asymmetric (As = 2.7) separation conditions. Inset: chemical structures of PCB 132 atropisomers.
[image: image1.wmf]B

A

A

EF

+

=


Figure 3:  Mean biases in EF as a function of resolution for symmetric (As=1) and asymmetric (As=2.7) peaks using DM and VDM methodologies for real chromatograms of PCB 132 atropisomer separations.
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Figure 3:  Mean biases in EF as a function of EF for various peak resolutions using the VDM and the DM, based on simulated data.  S/N=20 for largest peak, As=1.5. 
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Figure 4:  Standard deviation of EF measurements (Rs = 0.68, As = 1.5) as a function of EF for the VDM and DM at three different signal-to-noise ratios.  All precisions are based on ten replicate measurements.
Table 1:  The effect of biases on the enantiomeric fractions of phytoplankton, air, and sediment and the resulting source apportionment fractions attributable to air and sediment in the Hudson River Estuary.  Original data was produced using the DM integration technique (Asher et al., 2007).
	 

 
	original data
	bias −0.01
	bias −0.02
	bias −0.03
	bias −0.04
	bias −0.05

	phytoplankton EF
	0.478
	0.468
	0.458
	0.448
	0.438
	0.428

	air EF
	0.496
	0.496
	0.496
	0.496
	0.496
	0.496

	sediment EF
	0.475
	0.465
	0.455
	0.445
	0.435
	0.425

	calculated fraction from air
	0.14
	0.10
	0.07
	0.06
	0.05
	0.04

	calculated fraction from sediment
	0.86
	0.90
	0.93
	0.94
	0.95
	0.96


Table 2:  Effect of bias on the EF and calculated minimum biotransformation rates and half-lives for PCB 132 and 149 in two dated sediment cores from Lake Hartwell, SC.  Original data was produced using the DM integration technique (Wong et al., 2007).

	PCB 132, 1987 sediment depth, G47 core

	
	original data
	bias -0.01
	bias +0.01
	bias -0.05
	bias +0.05

	EF
	0.431
	0.421
	0.441
	0.381
	0.481

	k
	0.00855
	0.00981
	0.00730
	0.0149
	0.00234

	half-life
	81.1
	70.7
	95.0
	46.4
	296

	

	PCB 149, 1987 sediment depth, G30 Core

	
	original data
	bias -0.01
	bias +0.01
	bias -0.05
	bias +0.05

	EF
	0.497
	0.487
	0.507
	0.447
	0.547

	k
	0.000571
	0.00473
	0.00255
	0.0193
	0.0171

	half-life
	1210.0
	147
	272
	35.8
	40.4
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COMPARISON OF PEAK INTEGRATION METHODS FOR THE DETERMINATION OF ENANTIOMERIC FRACTION IN ENVIRONMENTAL SAMPLES
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Table S1:  Chromatographic parameters used for the generation of simulated data.
	Asymmetry
	S/N for Largest Peak
	EF
	Resolution

	1
	20
	0.2, 0.4, 0.5, 0.6, 0.8
	0.5

	
	
	0.5, 0.6, 0.8
	0.7

	
	3, 10, 20
	0.5
	0.7

	1.5
	10
	0.4, 0.45, 0.5, 0.55, 0.6
	0.9, 0.7, 0.5

	
	20
	0.2, 0.4, 0.5, 0.6, 0.8
	1.5, 1.3, 1.1, 0.9, 0.7, 0.5

	
	75
	0.4, 0.5, 0.6
	0.5


[image: image8.emf]
[image: image9.emf]Figure S1:  Chromatograms showing fits and residuals of the GEMG function for symmetrical (a) and asymmetrical (b) chromatograms of PCB 132 atropisomer separations.  Examples shown have a true EF of 0.4.
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