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This thesis ape - - on  allocation (LA) models, specifically the p-
median model and the = «d Flew Captute Location Model (FCLM), to a real
world network. Mos i + ¢ . s based on small test problems, however, testing
using larger realistic probieins 1« 'mporeant for several reasons. These reasons include
the ability to test sebutw~ methods. to demonstrate (0 potential users the availability and
applicability of techmagues usualty introduced in technical journals; and most importantly
allow investigation a0 zspmess ¥ LA models which are not observable using small
contrived probless sstings ! #aes have structure, reflected by population distributions,
travel time/distance "efat:~n<higs and traffic flows.

Using Edmemen dats ! assess the useability of simple Cartesian distances as
eompared to travel tmes to locate facilities. Initial results are encouraging, although
using the Cartesian sgparation measure does result in a decreased ability to conveniently
pnmde services to the demand p@ummn | lhen d:nmstrate lhe FCLM on the

solution ipprmches The cannibalization by facilities of the demand in the network is
cermmy shuwn to bc a gnous problem Lutly. l lllustma lhe mpoﬁ:nce of using lhe

mn;ﬂemgﬂxgmnptmm:ewedenﬂndmm mnodesmdm;m;fm
flows has a strong impact on the service conveniently available to them. As a
contribution to the LA literature, this thesis stands as a demonstration, comparison, and
evaluation of two important location models as applied to a medium sized Canadian city.
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and the effect of turning penalties, add further complexity and effort to the data
collection process.

It is reasonable to ask whether it iy actually necessary to onerously collect
more realistic distance data rather than using a simple Cartesian distance matrix. Love
and Morris (1979), for example, make the comment that in their urban samples the
Cartesian distance metric proved superior to the rectangular distance function. If the
Cartesian distance measure is shown to result in an acceptable location pattern, and
does not significantly detract from the objective, it may be very useful to planners.
Using a Cartesian distance matrix would significantly decrease the time required to
collect more representative distance data. The first objective of this study Is to
explore, in the context of the p-median model, the potestial of using Carteslan
distance data in LA modelling versus using network travel time values.

A change in the way the demand population is perceived to act will also result
in different location patterns. In traditional LA problems, demand is usually expressed
as & weight at a node, with a value in proportion to the target population represented
by the node. The traditional view assumes that consumers of a service travel between
home or work 10 the facility and retumn directly. This does not consider the realistic
possibility that consumers may stop for other optional services between the planned
destination and home or work origin (Hodgson and Rosing, 1990; Goodchild and
Numh,lm

gdldq(lﬂ!)ﬂm(lmm-deMmﬁdﬂﬂu.(h
mmmm billboards or banking services), may be better Jocated if
modelled as being exerted along & link in the network. In response
m Lumuﬂ?m:h(lm)mmum,fi ated the Flow
Capturing Location Model (FCLM). The objective of this model is 10 locate p
facilities 30 that the number of customers travelling past at least one facility is
maximized. There has been little effort 10 svaluate this model's abilities in a real
world situation, however. mﬁﬂwiﬁﬁqhh“ﬁ
knowiedge base of the characteristics and capacity of the FCLM by applying it to
mm-mmdmammmm
oijoctive of the thesls ties the first twe ehjectives tagether by lnvestigating the
trads off betwosn serving domands arlsing frem flows and domands contred In
To accomplish these objectives, the study first analyses the effects of using
Cartesian distances in the p-median model. This analysis is performed by comparing
the resuits of the p-median model runs using the Canesian distances 10 the resuits
cbtained wsing & network travel time matrix obtained from the City of Edmonton.
Since the PCLM model has oaly besn teeted on small theovetical nstworks by
Hodgson (1990), and Berman, Larson and Fouska (1992), listle is known of its ability
hmmnu_ﬂmﬂmt.hﬂnﬁmymh
PFCLM on the transpe ,;;m:ai’ﬁ(iyﬂm.m&m
dl”ﬁﬁmmnﬂn




However, no one has investigated the trade off between serving both these types of
demands in a real world network. Therefore, the p-median mode! is evaluated using
the locations determined by the FCLM; and vice versa, the FCLM is evaluated using
the locations determined using lhap-mgdim model. This last objective follows up on
Hodgson and Rosing's (1992) suggestion that their work be applied to a real-world
network, and thus results in an original contribution to the LA literature.

I provide some background to the study of location-allocation, as applicable to
this thesis, in Chapter 2. This includes a review of some the traditional LA models
used, and a discussion of a number of the solution methods which have been
developed to solve them. Special emphasis is placed on the p-median model, as this
model is used as the basis for comparison in the study. 1 compare the performances of
the Cartesian distance matrix created by the author and the network travel time matrix
obtained from the City of Edmonton in Chapter 3. In Chapter 4, | review the FCLM,
including a discussion of its origins and its mathematical formulation. | then present
the approach taken to test the suitability of the FCLM model in fulfilling its
proclaimed objective, and analyze the results of using this model on Edmonton's
mwhmnawwk ]ncm4lﬂﬁmmetﬁde{iﬁ'mm€ﬁ-

recommendations in Clupnr 5



Chapter 2
The Location-Allocation Problem

“Location theory developed as a discipline that addressed questions related to
the spatial organization of activities.” (Ghosh and Rushton, 1987, pg. 1). In facilities
location problems we are interested in locating optimally one or more new facilities,
while simultaneously allocating the demand for the service provided by these facilities
to them. Technical progress in the determination of solution methods for solving a
mydwmmmm:mmhwmmwmdfwm:y

location concepts to planning endeavours (Ghosh and Rushton, 1987). It is now

becoming more accepted that the theory of facility location provides a logical basis
for the effective planning of the locations of various facilities, both in real world
applications and in the private and public sectors.

Location theory has its roots in Weber's (1909) plant location problem, in
which he tried to find the production location between a market place and two raw
material sources resulting in the least transportation cost. Prior to the 1960's, before
the ready availability of digital computers, howsver, study in facilities location was
minimal. This was primarily because solution methods were restricted %0 geometric
and physical analog methods, which are limited t0 solving simple facility or transpont-
cost functions (Kuhn and Kuenne, 1962). There were no mathematical solution
methodologies which could deal with the more complex single facility or multi-facility
problems, where locations and allocations must be simultaneously determined.

Since the 1960's serious attention has been focused on the study of facilities
location due 10 the development of solution algorithms, and access 10 computers
which can more easily deal with them. Of particular importance are Kubn and
Kuenne's (1962) solution algorithm for the single facility problem, and Cooper’s
(1963) solution algorithm for the multi-facility Weber problem. These solution
methods allow for the simultaneous location of facilities and allocation of demand o
them; hencs the term location-allocation (LA) (Ghosh and Rushion, 1987). Initially,
LA solution methods dealt with the location of facilities in continuous space; where
we solve for any location in the identified spacs. In the 1960°s and early 1970's
location theorists such as Maranzana (1964), Tietz and Bart (1968), and Revelle and
Swaia (1970), developed solution algorithms for the discrets space LA problem;
where we chooss optimal locations from a predetermined et of possibls ones.

In early work, the primary cbjective underiying the solution approaches for the
facility location problem was 0 minississ the transportation cost incurred in the
systom. The optimal solution, therefore, was the sst of locations which resulied in the
least transportation cost. This objective is clossly related 10 the p-median model which

mlmsmthmmm.h-ﬁﬁ-
the Set and Maximel Covering problems (Toregas and ReValle, 1972; Church and
ReVelle, 1974, 1976). The term covering describes the demand population which is



served by the facilities being located. The set covering modcl determines the
"minimal number and the location of facilities that ensures that no demand point will
be farther than [a preset)...maximal service distance from a facility” (Church and
ReVelle, 1976, pg. 408). Although the model minimizes the number of facilities
which are located, it does not consider the feasibility of establishing the number of
facilities required to serve the population within this maximal service distance. An
alternative approach is to maximize the demand covered within a desired service
distance with the location of a predetermined number of facilities (ReVelle and Swain,
1970). This is the objective of the maximal covering location mode!l (MCLM). More
recently, work has expanded to include more complex spatial interaction based
objectives (O'Kelly, 1987).

The facilities to be located may be either noxious or salutary in nature.
Examples of noxious facilities include landfills or nuclear sites, and i is typically
preferable to locate them far from the demand population. Salutary facilities are
beneficial in nature, for example day cares or medical centres, and it is preferable 10
locate them close to the demand population. In this thesis I limit my concem 10 the
location of salutary facilities, and consequently to objective functions which locats
facilities close 10 the demand. The following sections of this chapter, therefore,
review the development of the traditional p-median model from Weber's work 1o the
development of discrete space solution formulations. Accordingly, after laying out the
nomenciature used in this work, this chapter reviews the genesis of the single facility
problem followed by an investigation of the multi-facility or multi-Weber problem, in
particular the p-median problem.

Deflaitions

Within the space being considered in the LA problem there exist N demand
points located at (x,, y). The demand points are locations at which some population
exists which needs the services provided by the p facilities located at (x,, ¥): p
representing the number of facilities 10 be located. The weight factor W, represents
the quantity of demand population which exists at each demand point.

The distance between points in the LA problem is represented by d,. Although
it is possible 10 define d, as a measure of travel cost, travel time, lincar distance, or
other characteristics, within this thesis I oaly consider the Canesian and travel time

measures. in the Canesian plane, distancs is measured in a straight line

ssparation
from point %0 point and is represented as:

d, = [ (-2 + 0y li 21

The travel time values used were obtained from the City of Edmonton’s Forecasting
and Asscsement Branch (FAB).

In continuous space the p facilities may be placed anywhere in the spacs. n
discrets space, however, the locations of the facitities are limited 10 a st of



predetermined potential locations. In the case of networks, H:kimipmvdthnﬁ:r
distance minimizing LA approaches “to find a p-median, one must only examine all
subsets of [the vertices of the weighted graph] containing p vertices” (Hakimi, 1965,
pg.- 465). Therefore, because the p-median definition of optimality is used here, an
optimum solution to the location of the facility can be found at the vertices of the

transportation network used in our problem.

The Single Facllity Problem

The single facility location problem, as Wesolowsky (1993) notes, is known by
many names; including, for example, the generalized Weber problem, general Fermat
problem, Slﬁnerpmblem median problem, weighted median problem, and Euclidean
Minisum Distance Location Problem. The single facility problem on a plane was
addressed in the 17th century by Fermat, who attempted to solve for the location of a
point whose sum of distances to three other points in a plane was a minimum. Alfred
Weber, who pioneered location theory, incorporated the Fermat problem into his
treatise on industrial location (1909). Wabwundthewei;hwfnwmm
products to be transported as factors in determining the optimal location of a
manufacturing industry on a plane; see Figure 2.1, Hliﬂllydnmlillliﬂln
considering raw materials from two sources and one market for finished goods,

The single facility problem using unweighted demand points, also called the

Minimizing Z = 33" d, 2.2

i
~
)

- [ &P + 0P )

To solve this problem Torricelli used a system of equilmeral triangles constructed on
the sides of the triangle made by the three points in Fermat's problem. He showed
that the circles circumscribing these triangles imersect at the optimal point (Love,
Morris, Wesolowsky, 1988).

A mumber of mechanical and geometrical solutions were devised 10 solve the
single facility problem where the weights at the demand points are unaqual; the
weighted median problem. Ia this cass it is necessary to:

Miimice Z =3 W, 4 2.4

homatician Varignon developed the Varignoa frame (Pigure 2.2), a
mgm-&uhmhmmm-dhg—u
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points are placed on a surface, nndthewelghnmddimmhu!wuhnchnf
these points are simulated by scaled weights and wire lengths respectively. The wires
are connected to each other, and at each demand point have a weight W,
corresponding to the quantity of demand at the location attached to them. The final
rsﬁngpdntofﬂnintermﬁmofdzmﬁdmmildtmm fieilitylu::m

mdmdtmdemuﬂpmm

Launhardt (1882) developed a geometrical procedure similar to Torricelli's,
but in order to deal with weighted nodes, the triangles on the sides of the triangle
formed by the three points of the simple single facility problem are not equilaseral.
Rather, they are proportional to the weights of the demand points, and the distances
between them; see Figure 2.3,

This method was used by Weber, who also developed a method for solving the
single facility LA problem, called the method of isodopanes. Isodopanes are lines of
equal total transportation cost, the sum of the costs of getting the raw materials from
the supply point to the production facility and the product to the market. The resulting
cost surface is useful for showing the structure of the single facility problem. Lioyd
and Dicken (1977) demonstrated that isodopanes provide s powerful representation of
a space cost surface, which is flexible in dealing with various location applications.

These cumbersome methods were used (0 solve single facility problems until
the 1960's in the belief that the probiem could not be solved analytically (Ghosh and
Rushton, 1987). Kuhn and Kuenne (1962) then rediscovered Weiszfeld's (1937)
solution algorithm to the single facility problem; a method which may be used t0
solve this problem for more than three demand points. This solution algorithm
represents the first widely known mathematical solution to the single facility problem;
adﬁmmmmmdm;ﬂhﬁﬁqdm The

% 2.8

It is a principle of differential calculus that when the first partial derivatives of
a function, with respect 10 each of the variables, are equated 10 2000 a maximum,
minimum, or saddiepoint is obtained. Ostresh (19782, 1978b) showed thet the

MMWﬁim Setting the partial derivatives:

2.6

N&I‘h\

0 2sr0 we obtaia the optimizing coaditions:
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However, at this point x;, and y;,, whose values we are seeking, also exist on the right
used in this procedure be the weighted mean of the demand points (x,y):

e Z:;'"' 29
;i"l

. W,

ys= g‘ ”‘7" 2.10

mmmuhqu,mhmﬁyﬂnm!QMﬂl
they converge withia a satisfactory tolerance
Mﬂﬂmw&mﬁﬁﬁdﬁhﬂ
mn'hmmnummmmh
happens 0 H’nlmmm (Olnj.lﬂh.g 154). Outresh

mmmnﬁqu-mmmmm
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of facilities. This problem il called the mulu-factlity pmblem the multi-Weber
problem, Cooper problem or location-allocation problem. Scott (1970; 1971) notes
that there are in the basic LA problem two underlying problems that must be solved;
the locations of the facilities and the allocation of demand 1o them. If the locations of
the facilities were known, determining the allocations or flows between the demand
points and the facilities would be trivial as each demand point would simply be
allocated to the nearest facility. Alternatively, if it were known what groups of
demand points are allocated to facilities, then the multwleloutionpmbbmwmldbe
separable into p independent location problems; each of which could be solved using
the Kuhn and Kuenne (1962) algorithm. In realistic situations, however, neither the
locations or allocations are known, and an LA solution algorithm which locates
facilities and allocates demand simultaneously is called for.

Coops(lgﬂ)mumimmtm;ﬁeﬂmm called the
alrernate location and allocation algorithm, for solving the multi-facility location
problem in continuous space. This algorithm, commonly known as the Cooper
algorithm, clearly shows the interdependencies of the facility locations and the
demand allocations. His algorithm works by first dividing the problem space into p
approximately equal subsets. Using the Kuhn and Kuenne (1962) procedure the
optimal single location within each subset is determined; the locase siep. Each demand
point is then reviewed (0 determine whether it could be allocated 0 a facility location
closer than the one it was initially aliocated 10; the allocate step. If there are any
Mhhdmﬂmdhwphu.mmhhmm

ed, wmummm Thul;wiﬂm“winn

Mmmwmbﬁmwm Thunlgaiﬂmulwuﬂnicmd
myﬁilnﬂnﬂmaﬁmlulm several different starting solutions should

m(IM)w;huﬁﬁ:i]f;w&hnﬂ-
facility problem. It is the Cooper algorithm in discrete space; and operates by
altlernately forcing each node 10 aseign 10 its nearest facility and then locating the
facilities 30 that they minimiss the aggregats distance betwesa them and the demand
assigned 10 them. Rosing ¢f ol. (1979) comment that the quality of solutions generated
by this algorithm decreasss rapidly as p increasss.

The Tietz and Bart (1968) hewristic is a robust solution method used 10 solve
the multi-facility LA problem in discress space. This solution method hes a good trads
off betwesn officiency and robustness - how quickly a solution is produced, and how
close this solution is 10 optimality, respectively; see Rosing er of. (1979) for
excellent review of this algorithm. Ik solves the multi-facility LA problem by
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choosing p facility locations from the N possible facility locations in the space. Each
vacant location is then substituted as one of the chosen fgility locations, and the one

resulting in the most improvement in the objective function is kept. This process
continues until no improvement is possible. Because the initial set of facilities may not

result in the optimal solution, the algorithm is run with various random starting

iﬂuﬁms:tﬁemﬂrﬁng solutions the better the chance that the final solution is
ReVelle and Swain (1970) formulated a globally optimum, discrete space,

linear programming solution to the p-median problem. Formally they stated the

problem:
Minimize Z - 351, 3. Wy, 2.11

Whend,uﬂndimbﬂwmmﬂuimdj.mdx,wﬂﬁcpmwrﬂmof

mﬁmmmiti:MN1ﬂmmummtﬂgdim
distance between it and any other node:

d, < d, Vjei 2.12

This ensures that if a node has a facility its demand will be allocased to itself, i.e.: x,
> = 1.0. Because all W, and d, are non-negative, the trivial minimum for this
solution is 0 set all x, = O for all i,j. To force the p-median solution a number of
constraints are piaced on equation 2.11.

E:l.t,z! vi

2.13

This ensures all of the demand at i is served. Optimality forces this constraint o the
oquality condition.

~5,20 Vi () 2.14

This ensures that oaly locations with a facility heve demand allocased 0 them.
Becanse a location with a facility allocates all of its demand 10 that facility, the
condition x, = | signals the existence of a facility. If x, =1, x, may be as high as
1.0, but if x, = O all x, must equal 0.



ml x,=p 2.18

ensures that exactly p locations are chosen to which demand may be allocated.
The linear programming form of the p-median model only makes sense if all
= | or 0. Fractional x, are meaningless because they represent the existence of
facilities. ReVelle and Swain (1970) determined that as a linear
programming algorithm their model does tend to solve to a 1 or 0 condition for x,. In
the case that x, does not solve to cither 0 or 1, binary lincar programming is used
which forces x, equal t0 0 or 1, by allowing only 0 or | as a solution.

ReVelle and Swain’s (1970) formulation provides a simple and understandable
method for defining the p-median location-allocation problem. The authors suggest
that their formulation of the problem may be used to determine the locations of the
*demand points t0 which the populations of communities are assigned ... [or] with no
change in theory be used for the location of the supply points from which goods are
to emanate” (ReVelle and Swain, 1970, pg. 31). -

Cosnciusion

Location-allocation problems optimize the location of a facility or facilities and
the allocation of demand 1o these facilities. The origins of the problem lie in Weber's
(1909) piant location problem, which sought the optimal location for a processing
plant between two sources of magerials and a market place (Ghosh and Rushton,
1987). Since the 1960’s, iterative solution algorithms have been available to solve
both the single and multi-facility LA problems.

Heuristic algorithms are important in LA modelling as globally optimal
solutions are expensive 10 determine; and although their ability 1o find optimal
solutions is not guaranteed, their efficiency in determining solution sets presently
makes them a viable solution for large LA problems. Because of the combined
robustness and efficiency characteristics displayed by the Tietz and Bart heuristic
algorithm, I shall use it as the solution method throughout this thesis.
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Chapter 3
Representing Travel Disutiiity with Cartesian Distances and Travel Time

In the previous chapter I introduced the p-median model, which minimizes
aggregate weighted distance. The formal mudel specifies the use of distance, but since
the fundamental purpose of LA is to minimize travel diswsility, it has been suggested
thet other measures of spatial separation, such as travel time, be used (Hodgson and
Doyle, 1978). Two issues arise in the choice of a distance measurs. One is the effort
or cost of obtaining data, and the other is the error that may result from using an
inappropriate measure. 1 compare the use of a simple measure, Carresian distance,
and a complex one, travel time.

Obtaining and preparing travel data may, if not readily available, be the most
tims consuming activity in LA modelling. The task of calculating travel times in a
system of fresways, arterials and collector strests is enormous. Conversely,
calculating Cartesian distances is easily and quickly done. The accuracy of distance
data, however, affects the accuracy of locational results (Hodgson, 1991). The
absolute differences of these ssparation measures are not of concern; distance and
travel time are measured in different units. The relative differences in thess values,
however, is critical. Canesian distances are not strictly proportional 10 travel times in
a transportation network; although Kolesar (1979) showed that they are strongly
proportional. Travel times taks into account the effects of different types of roads,
(i.e.: arterials, collectors, freeways), which carry different traffic volumes at different
speeds. Cartesian distance values simply assume thet traffic is able 0 traverss the
distance betwesn points under the same conditions regardisss of the location of these
points. Such relative differences could be much more variable and perhaps more
significant ia heavily urbanized areas. Consequently, we would expect that the relative
differences in ssparation measures affect the facility locations chossa.

context of the p-median modsl. Results cbtained from using a.m. peak hour, 07:00 -
08:14 a.m., travel time data for Edmonton, Alberta, are used as a basis for
comparison under the assumption that thess values more accurately represent the
travel disutility experienced by the domand population. This is an attempt t0
mmnummuyumuﬁm
distances, rather than arduously cbiained travel times, in LA applications without
sacrificiag locational accuracy excessively. lmhmdmnm
Castesian distances and the term fiwme 10 repressnt travel times. The experiment
oxamings the degres 0 which the relative differences betwesn separation measures
affect LA; i.e.: how much poorer off people are when the less sophisticated
separation measure is used. This analysis could result in tangible advantages and
benefits in the planning processes undertaken in the real world by reduciag the time
spent on the coliection of distance data.




lmdnp-mﬂhnmdﬂfnrﬁisupaﬂmtmnigmmmu
problem, and much work has been based on it. Other important reasons include the
ability to easily present this solution graphically, and the simplicity of the model
which enables the effective isolation of the effects of error in a single variable
(Hodgson and Storrier, 1993).

For the purposes of this experiment | assume that the time measurements
provided by the City of Edmonton Forecasting and Assessment Branch (FAB) are
correct (,i.e.: w:mm:mmdumummminum)mmm
Cartesian distance measurements are incorrect. The experiment is straightforward. |
let:

Ay = The optimal set of facilities found using the time data

Ao = the optimal set of facilities found using the distance data

Zry = Objective function evaluated using Ay and time data

Zpo = Objective function evaluated using A, and distance data

Zor = Objective function evaluated using Ap and time data
The excess travel time incurred through using Canesian distance is:

Zor - 2y 3.1

g the aggregate weighted distance using the correct separation
fwhﬂdﬁws.ﬁdaiﬁmuindvjﬂuﬂmﬂmﬂ)mm
from differences in location. This is the excess aggregate weighted travel time arising
from the incorrect locations and is hence termed location error. This argument is
provided in grester detail by Hodgson and Neuman (1993) who use Casillas’ term
optimality arror and suggest the use of the term locational errar for its grester
generality.

The Study Area

Edmonton, a Canadian prairie city, had in 1990 a population of 605,538 and
m:mmdmh’ﬂﬁulqnn.lﬁl) The city is primarily
planned around the traditional grid system. A largs river, the North Saskatchewan,
flows from the west 10 the east of the city, and is spanned by 9 bridges, two of which
oaly support one-way traffic. There are a total of 2,927 roadway kilometres:
fresways/ expressways 103km, arterials 729km, collectors 451km, and local roads
1644km (Pigure 3.1). A large sumber of strests in the downtown core are designated
as one way for normal vehicls traffic. There is, furthermore, a public traneit system,
including 12.3 km of Light Rail Traneit (LRT) line. A truck souts system is in
effect, limiting truck traffic 10 designated routes; and a 143km Bicycls Rowts system
is also availsble, allowing bicycle traffic (0 traverss the City ressonably efficiently,
particularly in the river valley areas (Status Report, 1991).

Thees transpertation systeme for recks and bicycles impact capacity and
congestion and, thasefore, the travel tims experionced by drivers. The freoway and



minutes) for all links except feeder links:
Time = (D /)x(1+(0.15¢(V)0.75+L+1750)*)) « 60 3.2

Where D, - Length of the Link

L - Number of lanes in one direction

V - Volume assigned to the link

1750 - Number of vehicles handled by each lane at capacity

S - The free flow speed of the link. (Based on the posted speed limit adjusted

to reflect actual average speeds attained in light traffic conditions).

Feeder links are n'uladdlfferumy. because they are artificial links connecting the
zone centroid 10 the transportation network. They represent a capacity of 10,000
vehlcluperhour m:ma‘nswm(wﬂrﬁngm 1990) Amiou.h

MMMuNMmMWEMHE\Z travel
penalties such as turning are not. Thus even this separation measure, which we
consider correct, is subject 0 some error.

To deal with trip assignment (determining along which links the demand from
various zones travels) the EMME/2 model uses a built-in iterative equilibrium
assignment method. This algorithm assigns trips 0 different routes after each
assignment using the times abtained in the previous iteration until an optimum
assignment is determined (Working Paper, 1990). As noted in the City's Working
are a linear combination of t'»e individual flows from each iteration, weighted 10
producs an ‘optimum’ result that minimises (sic) overall time in the astwork® (pg.
34). In the case of intrazonal times, "where the assignment model gave asro time, a
valus of ons half of the shortest time from each some 10 any of the other sones was
used... [and) no additional lerminal times were added 10 the time estimated in the
mm (Working paper, 1990, Ps. 19) lnlllisupin-t however,

intrasonal times were sst 10 2000, 10 make the ¢ n with the Cartesian matrix
fair; the Canesian distance matrix assumes a distance of 0.0 between a centroid and
the aseociated demand in the 20me.

A major recalibration of the City's transportation mode! is undertaken every 3
yoars, the last being 1999, 10 wpdate information such as direction flows (00 within
lOSdMM mmmﬁ.mmmm

mmh *FWMﬁlmm“-“
Almmgﬂkglnlrxll'qdhwdum

were also obtained from FAB. The population flls is based on the 1990 municipal

consus. | digitized the 20nal map and the 20nal controids, for the purposss of




Aiiiﬂfﬁnﬂnmwimmmmmm:mma.mﬁan
be prepared to snsure compatibility with the software used. FAB provided the time
matrix in ASCII format, in minutes, and the file had to be edited to remove
extraneous information such as colons, and zone identifiers. As the data came with a
minimum of two decimal places, it could be converted from minutes to seconds. This
was nacessary to avoid a loss of precision, since the LA program used converts the
values to integers by truncation.

City population data, expressing the existing demand, was obtained in Lotus™
123" format and converted to ASCII. The file was organized such that each zone had
its own population value. FAB determined these population values by combining the
populations from each enumeration area within the zone, and then dividing the
populations of thoss enumeration areas which were covered by more than one zone.
The branch carefully divided populations according to0 address, and added thess values
to the population value of the zone including those addresses (Von Leiningen, 1992).

To bs compatible with the LA program, the digitized values for the Canesian
nodes and graphics database also had 0 be manipulated. For the graphics database |
digitized the whole zone map, mwnmmmmmgﬂm
hhﬂhﬁﬁlﬁﬁﬂ'Xlﬂvmﬂi“ﬂﬂlhm To graph the
facility point location in each transg 'if’imluﬂdﬂmmﬂhm
file uses the same X,Y coordinate system as the zone map. The coordinate system
used is based on the 3TM projection, and reference coordinates could be determis
mnmmmwwrmumhmmm“m
mqhmﬂhhhﬂMXﬂYm,ﬂﬁmumw

For this experiment | used the Tietz and Bart (1968) heuristic with 30 random
starts. Although there are optimal algorithms which can solve a problem of this size,
they were unavailable 0 me. The software used in this experiment takes into account
the bi-directionality of the data, provides a weer-friendly imerface and graphics, and,
as expleined in Chapter 2, | expect this algorithm 10 be robust. Thess important
Mnmmaﬁdhﬂﬂh(lﬂl)ﬁﬁﬁmﬂl
houristic desirable and advan us. Each data matrix was procsssed ssparasely for 1
- 20, 23, 30, 33, 40, 45, and 50 facilicies. The resultant aggregate weighted tims, the
location ervor, and the percent incation error values are recorded in Tabls 3.1.

' graphs illustrating @ waristion in cbjective function valuss
:hmdmmgammnﬂh“du
-ﬂ.h:iﬁqﬁﬁhﬂh*wﬁﬁlﬁ.m
showing the differences between the performance of the p-medien wsing the time and
dﬂnmﬂn“hh**gﬂ*hhzﬁm
BDoth curves show a decrense la the averngs weighted time values, and in the beneflt
derived from adding ancther facility, as the sumber of facilities incrensss. There is no
clear "Sreak’ point vislble indicating the point at which the benefit of investing in an




additional facility would drop significantly; rather the curves are smooth and drop
gradually throughout.

In Figure 3.3 | plotted the Zy and Zy,, values against the number of facilities,
scaling them 30 that the largest value of each solution is set 10 one-hundred percent.
This graph exhibits the behaviour of the distance and time solutions without the
distortions introduced by evaluating the distance solutions using the time matrix. Both
curves are smooth, gradually decreasing, and concave. It is clear that although the
Zoo Values are higher for p< =3 than the Zpy values, they are consistently lower for
p>S$. A possible reason for this result may be related to the characteristics of the
separation measures used. For example, using the distance data implies that the
demand population can travel uninhibited in every direction along a straigit line;
whereas using the time data means that the demand population is constricted 10 the
links in the network and is affected by the volume/delay characteristics of those links.
anumofhcillduimhwmuumﬁunﬂndm
' ingly travelling over more and more links in the
network which are slower. i.e.: If only a few facilities are located based on the p-
median objective the demand can take advantage of all the fast network links in the
city. However, if many facilities are located, they will more likely be placed in
locations which can only be reached using slower links in the network. Travel
according 10 the distance metric would not be affected in this manner, as travel could
still proceed in the sams way regardiess of the locations of the facilities. As a result
the aggregate weighted time does not decrease as quickly, or in proportion t0, the

aggregase weighted distance.
Idnphmdhpﬁmmmmmmphﬂﬂﬂﬁs

valusble information about the "closeness’ hmﬂunmﬂmhﬂmhm
separation measures as the number of facilities increases. The perceat location error
was calculated as:

Zor _ 1) « 100 33
Ty

This provides a value which shows what parcentage more travel time the demand
incurs if facilities are located using the Cartesian separation matrix than if the
facilities were located using the travel tims matrix. For exampis, st p = 10, the
location error is 4.8%. The results are graphed in Figure 3.4, which shows that there
is no apparent trend in the location error as the number of facilities increnses. The
mmmmﬁmcmnm-’nhlunnﬁ

P
Mhmmbﬁﬁpﬂﬁﬂmﬁmdﬁh
average individual must travel 10 access a facility located wsing the Cartesian rather
than the travel time separation messwre. The results of this caiculastion (recesded in
Table 3.1) show thet the individual is not subjected 10 excessively greater travel
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times; especially when p > 3. The individual typically incurs no more than 20 extra

seconds of travel time in order 10 access a facility. Planners may consider this finding

as strengthening the argument for using the Cartesian rather than the travel time
measure when locating facilities; particularly when a data source such as

FAB is unavailable. 7
Directly comparing the Zy and Z,,,; values obtained, however, shows that it is

in some cases possible 10 operate fewer facilities with equally good travel times when
using the travel time rather than the Cartesian distance matrix. For example, the Zyy
value determined at p = 12, is lower than the Z,,; value determined at p = 14; using
the Canesian distance matrix results in having to add two facilities to the network to
obtain a similar aggregate weighted travel time value. This finding suggests that it
may be worthwhile t0 incur the expense of collecting travel time data, especially if its
use resuits in having to invest in fewer facilities.

To more critically judgs how good the solutions obtained are requires further
investigation. "Ns investigation takes the form of a simulation similar to the one
employed by E st and Neuman (1991) in their efforts %0 explain the success of a
heuristic in finav'g a good solution. Using Hodgson's LA program 10 000 random
solutions were enumerated for each value of p and, using the following formula,
plotted in a frequency histogram using SPSS/PC+™ :

— x 100 VR 34

Where Z,, is the objective function value determined for the random solution
(randomly generated set of facilities) using travel time; R is the set of all random
solutions and R, is the smaliest value 30 determined. This index is the excess travel
for a particular random solution vis a vis using the best random solution obtained. For
exampls, for p = 2, there are 80 random solutions with excess travel between 10 and
13 percent (Ses Figure 3.5). Thess histograms allow us 10 aseess the Zyy and Z,
valuss 10 sss how good a solution was cbtained. See Table 3.2 and Figure 3.6 for the
R, Valus found for each value of p, and the percent aggregate weighted time
determined compared (10 this valus using A, and A,.

The Zyy solution values from the original experiment are lower than the
minimum random solution, except for p = 1, 2: locating the facilities using the
houristic is better than the best random solution cnumerated. The fact that the Z,,
solutions cbtained wsing the heuristic are superior (10 the solutions cbtained using the
random methodology substantites the claim that the heuristic is robust.

The Zgy values cbiained in the experiment were, except for p=1-3, also better
then the minimum random solution; represeating a sevings of as much as 24.8% ot
p=30. The Zgy values for p=1-3 ace at worst better than S0% of the random values
(sss Figuse 1.5). These findings may provids some comfort 10 thoss users forced 0
use the Cartesien separation mensurs slsowhere; where resources have not been
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brought to bear on extensive network travel time data collection.

To further analyze location error on the network, | mapped Ay and Ap forp =
1 - S0, and their associated allocation patterns. A comparison of Figure 3.7,
representing Ay, and Figure 3.8, representing A, for p = 1S, shows that the river
and locations of bridges have a stronger impact on the allocation of demand when
using the time data than when using the distance data. The time solutions tend 0
avoid river crossings, particularly in areas not served by bridges; see for example the
allocation pattern to facility 'a’ Figure 3.7. The distance solutions, however, do result
in the allocation of demand to facilities across the river, regardiess of the convenient
accessibility or existence of a bridge in the area; see for example the allocation
pattemn to facility "a’ Figure 3.8.

The inefficiency of the distance solution, and the associated misallocation of
demand to facilities due to the river and location of bridges, is clearly observable in
Figures 3.7 10 3.9. In Figure 3.8, facility ‘a’ thinks that it covers the demand in the
dot shaded area on the west side of the river. However, as may be seen on Figure 3.9
facility ‘'a’ does not actually cover this demand, resulting in very long allocations of
the demand to facility ‘b.’ In the time solution (Figure 3.7) there is a realization that
facility ‘a’ cannot cover the demand in the southwest area of the river better, and
facility ‘b’ is located closer 10 this demand 10 improve the travel times in this area.

Another imeresting exampie of the locational inefficiency resulting from the
use of the distance matrix vs. the time matrix is shown in Figure's 3.10 and 3.11.
From the diagrams it is clear that if the city is 1o be served by a single facility that
the use of an accurate representation of the travel separation is needed, because the
difference in locations and travel time (see also Figure 3.2) is 50 grest. Using the
distance matrix results in the facility being placed in the downtown area whereas the
use of the time matrix results in the facility being placed away from the dasatown
core towards the east. This obvious difference in facility location is mast lilmly due %0
congestion in the city core during the a.m. peak hour, which negatively sfficts the
aggrogate weighted travel time incurred by the demand population travelling there.

Based on the above analysis the concept of eguiry becomes an important factor
in the determination of what constitutes a better facility location. Penalties crested by
barriers, such as the river, and other factors such as capacity and delay have no effect
on the location of facilities using the distance separation matrix. However, because
the demand population is affected by these impediments the equity of locating
facilities using the distace separation matrix may be compromised. The degres o
which the effects of location error impact on different locations is an extension of this
research which might »e¢ pursued.

Couclusions

I have used the p-median model 10 test how well facilities would be located in
the City of Edmonton using Cartesian distance data. The results cbtained show thet
there are trads offs which must be considered in the uitimats decision as 1o what
separation measure should be used. In particular the trade off betwesn the expenss of
collecting more repressatative data and the excess travel incurred in the system.
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Although this excess travel may be acceptable to the individual, it may also result in
the need to add more facilities to the system. Therefore, to avoid incurring the
expense of adding facilities, it may be advantageous to incur the expense of collecting
better data. Comparison with the randomly generated solutions indicates the
robustness of the Tietz and Bart heuristic in determining facility locations. The
difference between the results obtained using the two separation measures is small in
comparison with the variation among randomly generated solutions. We might
conclude from this that locating facilities using the Cartesian separation measure is

preferable to using a random solution generating method.
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Table 3.2: Results of Random

Solution Simulation
p | Random Percent Percent
Solution Aggregate Aggregate
Minimum Weighted Weighted
Value Time Time
(Seconds)
Rin _zu: 200 % *100

1 | 631399684 100 107.9

2 | 405361818 100 130.3

3 | 336692718 98.9 104.3

4 | 307035217 93.6 9.5

5 | 290537355 91.5 94.7

6 | 278456459 87.4 92.0

7 | 259909668 86.1 88.6

8 | 251128329 3.3 88.4

9 | 238512216 8.2 88.7

10 | 236822464 80.4 84.4

11 | 227277351 80.7 86.4

12 | 225161117 78.9 8.4

13 1 211484785 8l.4 86.2

14 | 203450234 81.9 8.7

13 l 203631433 7.2 8s.0

16 | 194377423 ﬁ.ﬂ 84.0

"1 19545087 7.5 8.1

18 4 190472925 7.1 4Tl3.5

19 | 199310091 754 81.9
20 | 196141802 75.2 i 20.3
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Figure 3.1: The City of Edmonton
Transportation Network
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Figure 3.7: Time Solution, p = 15
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Figure 3.8: Distance Solution, p = 15
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Chapter 4

The p-median model, considered in Chapters 2 and 3, and most other location-
allocation (LA) models, deal with demand for facilities as expressed as a weight at a
node; the weight a value in proportion to the amount of target population represented
by the node. This point oriented approach to demand implies that the population
demanding the service either remains at the node location to be served (if a facility is
located there) or travels 10 the closest facility located by the LA model and then
retums.

In contrast, for some types of services, demand may be expressed during a
lﬁp msﬂ-m.mmummnmmmm
mmm.mmmammmhmw
people travelling past the service and impulsively stopping 10 use them. These types
of service facilities have been \ermed discrerionary services by Berman, Larson and
Fouska (1992). Clearly then, modelling demand as point based is a very simplistic,
unrealistic, way of modelling some types of trip activity.

qumhnh:hmﬂmmmnﬂnlﬂnwml
network; particularly since traditional LA models cannot interpret this different
mdﬁlﬁi Hodgsoa (1990) and Berman, Larson and Fouska (1992) have,

however, independently developed a model 10 deal with demand as a flow. This
model, mmmmmmmum(lm
determines the optimal locations of p discretionary service facilities 30 that demand in
the systom is maximally served. Hodgeon (1990) tested the FCLM on a small
mmmmmmdmmumn

bmlpwmdh:\fﬂthﬂnwhh
m lhﬁ:nﬁ!uhﬂlﬂ?)mﬁhdhnhcﬂh_“nh
and flow based dewand using a dual objective fuaction; a hybrid of the p-median and
PCLM models.

Other thas their work, there is preseatly ao literature availsbls which directly
deals with the FCLP. Purthermore, noas of the papers deals with a real world
situation and they are, therefore, incompiets in their ability to analyas the location-
allocation characteristics of this modeiling approach. Transportation systems ase
compiex and planned structures, not the small contrived astworks uesd in the shove
wontionsd literature. The travel distributions wsed are also critical 0 portraying the
activity and movement of the demand on the sstwork, and caly Hodgsoa (1990) used
& more realistic, though simpls, flow structure, estimated wsing the gravity model. la
this chapter, | expand on the work dons by Hodgson (1990) and Hodgsoa and Rosing
(1992), and test the FCLM on the actual transporiation astwork of the City of




»
Edmonton, Alberta, using moming peak hour traffic data. 1 look specifically at a
number of solution algorithms for the FCLM, and analyze the trade off of serving a

point based demand using a flow based approach (the FCLM), and a flow based
demand using a node based approach (the p-median model).

The objective of the Flow Capturing Location Model! is 10 maximize the
nmtﬁﬁaw(nunﬁﬂmmw&nmﬂ)mmﬂbyﬁephﬂiﬁgﬁng

qlﬁunllonﬁon:mrnnﬁlu Flommmpmdbypluin;nhmlity ‘We:

Maximize z-zm/;,,. 4.1
Where q indicates a particular origin-destination pair;
Q is the set of all OD pairs;
f, is the flow between OD pair q; and
For simplicity it is assumed that all of the flows for an OD pair take
the same path.

Y, is a binary variable which is 1 if {, is captured, O if not.

We can use the single variable q 10 represent the , pair because the unit of demand is
the flow between the origin and destination pair; and the , pair is never soparated.
Since both ; and ; range from | 10 N, because there are no flows between places and
mmmmmmmmﬂm q ranges from | to (N* - N.)

Yourc. 222, VeeQ 4.2
Where k indicates a potential facility locs
thmdmwdmgh the nodes on path q betwesn
the origin and destination pair;

I if there is a facility at location k, and O if not.
By this constraiat, if a facility exists at location k, x, =1, nnym:mn )

flow f, or not (y, may take the value 0 or 1). If no facility exists at
nods cannot capture the passing flow £ (y, must bs 0).

;i P 4.3



p is the predefined number of facilities to be located.

This ensures that the total number of facilities located equals p.

Hodgson (1990) comments that this formulation is structurally identical to the
Maximal Covering Location Model (MCLM). The only difference is that, in terms of
the MCLM, C, is defined as the set of nodes capable of covering the demand q within

range. In the FCLP, C, is defined as the set of nodes capable of

a predefined
mﬂnﬂnﬂmﬁnmcﬂlﬁlﬂn 1990).

mwmn-mwunmmmmm-mf
competition which may exist if facilities are located solely on the basis of flow
(Hodgson, 1990). This occurs when facilities occur on the same flow paths, thus
wvaiumﬂnw:mﬂﬂphﬂm.mﬂﬂysmmdmmm

mummmuymmmmammm
are potential facility locations. If a large flow exists between an O-D pair, and
multipls covering is ignored, more than one facility would quite likely be located at
nodes on the path between them. Flows may thus be covered several times, a waste of
facilities, since the goal is 10 cover as many flows as possible, with no benefit
accruing to coveriag any flow more than once. Where a facility is one of several
facilities covering flows several times, it is likely that it would be able 10 capture
more new flows if it were located elsswhere. Hodgon (1990) provides an extensive
discussion and examples of flow cannibalization.

To demonstrate the potentially damaging effects of flow cannibaliz |
compare the results of two heuristic solution algorithms. Hodgson's "naive" :!'ﬂflllu
Mhﬂﬁlﬁphﬁﬁﬂﬂﬂhphﬂiﬂﬁﬁmmwﬁm
amount of flow. This approach pays no head 10 the potential for ca , and
Rhnﬂyhﬁﬁﬁnﬁdhﬂiﬁﬁhﬂmﬁm

process.
Hodgson's "greedy” algorithm aiso locates facilities ia an incremental way, but

hesds the potential for flow canaibalization. Its first choics will always bs at the
location wheve it will capture the most flow. Then, recognizing that thess flows have
besn captured, it removes them from further consideration. The next facility is located
10 capture the most yet wacaptured flows and thoss flows are in tum removed from
further considevation. This continues until all p facilities are located. This solution
method makes it move lilely that flows along other paths are served. Hodgson (1990)
mﬂMEhv—yﬂuhﬂ_m

dhmwﬂhﬂufnh’_mﬁm
and & vertex substisstion algorithm. For solving actual location problems of
“d-ﬁﬁj_'mﬂimﬁm
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method to solve for p = 1 - 15. For larger problems a vertex substitution heuristic
similar to the Tietz and Bart (1968) has been developed by Rosing (Hodgson, Rosing,

Storrier, 1993); who also used this method to solve my problem for p = 16 - 50.
Mismmumplmmhmmmnnﬂmhﬂhdﬁmlh

&nhphummwmhmmuhhapcﬁm&mm
population; including, for example, whether the demand arises from flows or is
centred in nodes. Clearly, the LA model used 10 place facilities in the system must
reflect this behaviour. What is unclear, however, is what the impact of making the
incorrect service assumption is on the facility locations. In the second part of this
chapeer, 1 address the third objective of the thesis and investigate the trade off
Cmmmﬂy.ﬂnFCLHilevﬂmﬁdmﬂnmmpﬁmﬂdeMhm

flowbued

Hodgson and Rosing (1972) performed this experiment on a small theoretical
network, and one of their major findings was that the p-median model is more
susceptible 1o impairment by flow capture behaviour than is the FCLM by p-median
behaviour. They commented that this finding is counter-intuitive, as the p-median
objective is typically fairly tolerant 10 shifts in locations; and they had expected that
the FCLM would suffer significantly if facilities were moved from major arteries
because of a p-median emphasis. They go on 10 suggest that these findings are quite
possibly a result of their use of a theoretical nstwork and the way the flow data was
gonerated. They propose that further work focus on replicating their experiment on a
real world network; this work represents that contribution. Unliks Hodgson and
Rosing (1992), however, I look only at the two extreme objectives, and do not

To compare the two models fairly required solving 2 703 node p-median
problem. Since Hodgson's program doss not deal with such large problems [ used the
LADSS software developed by Densham (1992), also using the Tietz snd Bart (1968)
algorithm, 10 locats facilities on Edmonton’s transpormation network. This software
was also used 1o evaluate the effect of locating facilities at locations determined using
the PCLM. The results of the optimal and vertex substitution algorithms are used as
the PCLM locations, and 3 short program writien by Hodgon is used 10 evaluate the
flow captured using the p-median facility locations.

Data

The design of the following experiment is very similar 10 the one used in
Chapter 3. Data was chtained through (FAB), but it differs becauss the FCLM wess
Mhmhﬁﬂiuﬁﬂhhlnmh“ﬂ

Mm mensures on facility location
lihw:hdﬁmeuﬂlﬁdﬁnﬁ.ﬁi

ummalﬁnﬁlhhm:,

mmrnmmm—nnmundgmm
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anerial road network in the city. The network topology is critical to the FCLP,
because it deals with flows between origin and destination pairs travelling along links

and through intermediate nodes. The trip origin/destinations of each zone are
represented by a point at the centroid of the zone, from which one or more feeder

links radiate onto the appropriate road link. These controids were provided by FAB
and were calculated using their data and EMME/2 modelling procedures. The length
of each link was also made available, 10 enable calculation of the shortest path
between each origin and destination pair.

The number of morning pesk hour trips betwesn each pair of zones was made
mlﬁhmﬂnfamofampﬂb Mvﬂmmcﬂwhudbyﬂnfmyd

Mfwm“ﬂuﬂumﬁxmmdﬁﬂnmﬁm
10 the trips 10 determing the volume of all-purposs trips in the network. Thess factors
were based on data collected in the 1984 travel survey, and were manipulased 10
maintain consistency between districts for the 1989 recalibration (Working Paper,
1990). lehmwmmmnamdm 1520! N) flows in

23 350 OD flows exist in the network.
mmmm.um;mmwmmmunmm

“mem.uﬂuhmu-ﬂmmm.
and fesder link in the astwork; Figure 3.1 shows the basic transportation astwork of
Edmonton. Additional layers outlining the transportation 20mes and districts were also
provided. Bach set of information was provided on a different layer, and it wes,
therefore, easy 0 look at various combinstions of information by overlaying the

!i

The first objective of this demonstration is 10 show, in & real world comtext,
the dagres 10 which canaibalization can detract from flow capturing and 10 investigate
the robustness of the greedy heuristic algorithm. The canaibalizing issus is
wwmwdnmﬂﬁmmﬂh
investigation of the gresdy model’s robustngss, is further accomplished through a
comparison of thess results with thoss cbtained using the gichally optimum and vertex
M““
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using the LAMPS software package. This solution method solves the problem as a
continuous linear program, resolving non-binary duﬂmvﬁﬂlﬁwuﬁhiﬂ
bound (Hodgson and Rosing, 1992). For p = 16-50, the best o/ 30 randomly started

(200 for p = 20, 25, ... 50) vertex substitution solutions, dnmmgbym
mmumammummmm:mu This situation is
not ideal, of course, because the vertex substitution algorithm hssif is sibject %o local
minimization problems. The term best soluvion is, therefore, usd throughout. For p
-llsnnfnsmﬂucpunnlulm-dhp-l&ﬂhmnh“
substitution solution.

The second objective of this demonstration is 10 show, in a real world comtext,
flow based demand using a point based approach. Both modsls used are first res on
the network, shown in Figure 4.1, 10 determine where they would locate facilities.
The resulting sets of facility locations are then evaluated in the other model. Both
Mnmmmmmm with cach node eligible 10 bs a facility

munssmmwguﬂuuwmmm and works by

processing the data through a number of program modules. The firt module, Shorsess
Path Algorichm, reads in the network point and link data and crestes a candidate and
demand string file. The point data file holds, for each nods in the network, the node
name, the region (used if the problem space is partitioned), the weigit of the demand
at the node, the candidacy of the node (1 if the node is a potential candidass, O if

not), and the X and Y coordinates of the nods. The liak file holds, for each OD pair
hthmﬂhmmhMﬁ and the travel time

string of all the demand nodes it can serve; wheress the demand string produced holds
for cach demand poiat a string of all the candidates it can be served by. Densham sad

‘lhmnﬁ.:-!nmhr-ih-ﬂ Find locations (selve
model), mnﬂmﬂmmﬂﬂhhmumiﬂ
using the Tietz and Bast (1968) heuristic. The last module employed, Aveluar
locasion ses, produces a siatistical analysis of the solution, ﬁﬁeﬁ!ﬁﬂ
h‘nﬁnﬂhﬂ-dﬂ*h“ﬂ;ﬁm
includes the loca jon pattern of the solution, the total amount of demand
served, and the 1ol time travelled.

Theve ase & sumber of significant limitations 10 the LADSS softwase. Links,
unlils Hodgeon's LA program which can deal with bi-directionsl dete, e Wweaied as
being symmetric. i.0.: the length from i 10 j is the sams as the length from | 0o |, and
mq&n_gwmw&MﬂM(mm
domonstrate that this Kmitation results in & minor degradation of results. Te
compensaie, the averags of the twe tims values was ueed. Ancther significant
Hmitation 10 the software mads it possibie 0 only cbiaia values for p=3-15. This
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limitation is a result of the inability of the program to deal with long candidate or
demand strings, which result when the number of demand and candidate nodes in the
network is large. LADSS does make it possible to limit the time travelled between
nodes, 50 that not every interaction betwesn the nodes in the network is recorded.
This is very useful for large values of p becauss the allocation area of each facility is
small. However, when p is small the time value, called the Z-Limit by Densham
(1992), must be large 10 ensure that all demand in the network is served. As the
network used in this thesis is very big, the candidais and demand strings are very
largs for p < S, causing the program o crash. A third limitation is the time required
10 solve for large values of p, this has also limised the results obtained. In fact only
three random starting solutions were used 10 determine the best solutions found
because of time limitations; for example, 10 obtain a solution for p = 1S using gns
random start took 1.08 hours. The solutions obtained may therefore not be as good as
solutions obtained previously in the thesis. However, the Tietz and Bart (1968)
algorithm has been shown 10 be robust.

Results

Comparing the results of the gresdy, naive, and optimal solution algorithms
clearly shows the problem of cannibalization. Whea considering this problem, I use
the term “expected flow" for the amount of flow captured if redundancy were not
considered, i.¢.: if flows captured for a second or greater time could be counted as
now flows captured. | uss the tsrm “"actual flow*” for the amount of flow captured at
least once; covering a flow more than oncs is not credited. Figure 4.2 shows that of
all the solution approaches the naive algorithm expects 10 cumulatively capture the
most flow; Mbthdinl nﬂﬁnhp-dy nluﬂanl!.arlﬁm.

munmum“dm Fi.mi‘.!ﬁnﬂnﬂlhm
wawauﬂhuﬁmnhﬂ mnhh

MMW“&*%“W"ﬁm
capture much new flow wheress others, such as the sixth, sighth, and fiftscath facility
capture no new flow at all. m wdammm

lﬂygmleﬂmdMWﬁﬂ

]
‘i

hmmwuﬂﬁ-ﬁ-ﬁm way, and clusteved in

the downtows core ases. As may bs ssen on Figuse 4.4, box A and Pigure 4.3, bex
B, the expected valus of captused flow is much higher than the aceml flow captased.

-
E
i
i
.
!
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i.e., in reality, facility I captures the largest proportion of flow in box B, and the
other faciliues each capture a little of the remaining uncaprured flow. The facilities
are located 30 that they are competing for the same flow; rather than being located to

capture previously uncaptured flow.

As explained previously the naive algorithm does not remove captured flows
from the system before locating the next facility. As a result, when the algorithm

looks for the next best facility location it is likely that it will locate it beside or along
the same path as the previous facility; it actually appears that there is a lot of flow
available for capture in the area. As shown in the example, most or all of the flow in
the area has been captured, and the new facility has no customer base left 10 serve:
cannibalization has occurred. This may be clearly seen on Figure 4.8, which shows
the difference between the actual and expected flow captured; the cannibalized flow.
This shortfall is clearly very significant, and the problem of cannibalization may be
seon in various degrees at almost every facility location. Cannibalization is shown ©0
be a serious problem as it results in a significant reduction in the amount of flow

the greedy and optimal solution algorithms is much more widely distribuwsed. Multiple
facilities are not placed next 10 each other, or as close together as they were by the

location patterns are actually very similar.

Also apparent in the above analysis is the clossness in the results of the gresdy
and optimal solution algorithms. To provide more information about this 'clossness’
the results of the gresdy and best algorithms for p = | 10 SO were also plotted
(Figure 4.9). In Figures 4.2 and 4.9 the best solution is only slightly better ovarall
solution. The results presented in Figure 4.9 assert that the gresdy

The results are tsbulated ia Table 4.1. The gresdy solutions rangs from caphuring
99.1 % of the flow captured by ths best solution t© 100 %. Thess results suggest that

it is accaptable 10 ues the gresdy hewristic, as it is clearly very robust.



This knowledge is especially valuable as it can be very time consuming, even
impossible, to obtain globally optimal solutions; particularly as p increases. A
comparison of the run times for the greedy and best solution algorithms used here
further supports the use of the greedy algorithm when a better solution algorithm is
not available. On a Convex 210 mainframe computer, the greedy algorithm required a
total of 29.1 CPU seconds for p=1-50. To obtain the optimal solution, however,
required a total of 12.3 days CPU time for p=2-15; and the time required to solve
the Vertex Substitution Heuristic for p=16-50 rose linearly with p. For the 200 runs
performed for p = 30, 6.7 days of CPU time were required.

Figure 4.2 also shows the impact of the p-median locations on the FCLM.
These values were plotied to see how effective the use of facility locations.
desermined using the p-median objective, are compared to the those determ:’ using
the optimal, greedy and naive solution algorithms. It is clear in Figure 4.2 t: af (his
trade-off results in a very poor level of service, significantly worse than what the
optimal, greedy, and even naive solution algorithms are able 10 provide. Generally the
amount of flow increases as p increases, similar to the other curves. However, in
some cases, because for each value of p the complese set of locations may change -
unliks the greedy and naive heuristics, the total flow captured may actually drop.

To analyas the trade off between serving point based demand using a flow
capture approach, and serving flow based demand using a point based approach, I
evaluated the solutions obtained using the p-median model in the FCLM model, and

mhﬂy.nluﬁmhhpmhndﬂ hhﬁmm“n
permined using the LADSS software. By using the same network 0 solve for both
pnﬂnﬂﬁﬂdﬁ.]mﬂmﬁmﬂﬂy The tesms used in this

comparison are: B

z,-mmm obiained by evaluating the PCLM

using A,
Z,» = The objective function values obtained by evaluating the
p-modian model ming A,
giﬁmmmmqmﬁm
uaing A,
The underlying rationale for the comparison of the two models is 0 aseess the

ﬂwdﬁmidﬁs“up—*ﬂwﬁ“hﬂyﬁ'
ased or the FCLM where demand is actually poiat based. Becenss thess effects are
negative, [ ues the erm damage for the comparison measure. The damage resulting
from wsing the PCLM when the p-median modal is appropriate is:




(jg - 1) x 100 4.5
z!

(The percent excess aggregate weighted distance).
Alternately, the damage resulting from using the p-median model when the

FCLM is appropriate is:

i x 100 4.6
“rr

(The percentage of flow captured). The results are recorded in Table 4.2, and plotied
in Figures 4.12 and 4.13 respectively.
mmz"gdz,,(ﬂgunllO).mli,.de..(F@m‘ll)ulun
obtained clearly shows the damage in service provision when using the incon
service assumption. In each case the FCLM locations result in an increase in the
distance which must be traversed by the demand population, and the p-median
locations result in g reduction of the flow captured in the network. This is not
unexpected as A, and A, do not necessarily contain any of the same facility locations,
mdmﬁvhmlynmdsﬂnﬂmdhﬂmhqumiﬂmcﬂm

m:mmnmmmuummmmun
must cbesrve this). In each cass, the addition of & facility results in a decreass in the
aggregate weighted time. As may be observed in Figure 4.11, however, the Z,,
values, unlike the Z,, values, do not exhibit monotonicity. In fact, st p = 8 and 12
less flow is captured than at p = 7 and 1] respectively.

Table 4.2 and Figure 4.12 show thet the damage incurred, or the percent
excess in the aggregats weighted time, ranges from 2.4 atp = 60 A IR atp =
15. As p increases the percent difference in aggregate weighted time also increases
with some exceptions. Clearly, the damags 10 the p-median cbjective is positively
mmhmamﬂﬁmmuydmﬁ
provided 0 flow based demand is significam ,

Tabls 4.2, hMuﬂMdls menhm
objective; the percent of optimal flow captured when facilities are located 10 serve
point based demand. The flow captured using A, ranges from capturing as little as
HMn-mnﬂﬂldhﬂn““& Thus, the change in
facilicy | antly affects the ability of the PCLM 10 serve the flow based
_ihhmm—lﬂﬁhpns 1S suggests that the damags
0 the PCLM varies listie in responss (o0 p, as additional facilities maks listls or no
impact ca the percent of optimal flow captured.
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In the first experiment undertaken in this chapter, a non-cannibalizing, a
globally optimum, and a cannibalizing solution approach were compared to see how
serious the effects of cannibalization are on a real world network. Hodgson (1990)
showed the greedy algorithm to be very robust, and in this real world example it is
actually more 30 than in his example. Similarly, this experiment shows that the effects
of cannibalization can be severe; a large percentage of the demand is not served
because of the location pattemn of the facilities. In some cases the location of facilities
appears unnecessary as they capture little or no flow. This suggests that Hodgson's
(1990) results are not just an artifact of using a small artificial network, as on a real
world network similar results are obtained.

In the second experiment, the trade off between a flow capturing and p-median
objective function was evaluated. In both cases, running the p-median model using the
FCLM solutions and running the FCLM using the p-median solutions, the impact of
making an incorrect service assumption appears significant. Evaluating the models
under the incorrect service assumption results in a poor facility location pattern and
the two types of demand population, flow and point based, are significantly
inconvenienced. These results suggest that it is vital t0 the success of the planning
process that the type of demand requiring services in the transportation system is
correctly identified.
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Figure 4.1: City of Edmonton Transportation Network
Extraneous Links and Nodes Removed
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Couclusion

A number of choices face a practitioner or researcher about 10 embark on a
choics of model. The theoretical LA literature can guide thess choices, but the real
world situations being confronted must inform the final choics. In this thesis, using
data for Bdmonton, MIMhMﬁW“Mmd
spatial separation data and the consequences of choosing the incorrect one of the two
types of LA model. lmwmmnduqmlymﬂdqiy
obtainsble Cartesian distance measurements, rather than the more complex and
expensive 10 collect travel time data, in the p-median modal. | then compared the
results of a cannibalizing vs. non canaibalizing solution approach w0 the FCLP, and
considered the ability of the non-cannibalizing, greedy, solution algorithm 10 locats
facilities on a real world network as opposed 10 a simpis theoretical network. Lastly,
1 looked at the impact of using an incorrect service assumption on facility locations;
in the context of the p-median and PFCLM LA models.

The results obtained in the distance sxperiment, using the p-median model, in
Chapter 3 show that Cartesian distance data performs well compared 0 actual travel
time deta. However, there is a trads ofY 10 be considered in deciding what separation
mﬁ-ﬂhﬁl In particular the trade off betwesn incurring the expenss of
collecting tative separation data, and the reduced ability (0 provide
mmummmummwg
confirms the robustness of the use of a vertex substitution hewristic solution algorithm
for the p-median modal.

The results cbiined, however, are spacific 0 Edmonton’s transportation
nstwork, which, as any other network is unique. The results are, therefore, open for
discuseion and comparison with further work. R is suggested here that ferther
investigation of the concept of equity, by analyzing the impact that barriers, and ether
travel ponaities have on the benefits received by individuals in location-allocation
solutions, would be interesting. It would be naive 10 suggest that further testing of the
md&ﬂiﬂnhmw:ﬂhiﬂdﬂﬂdm




other flows in the network were not captured at all; in fact cannibalization is shown to
be & real probiem. Thus the use of the FCLM, which avoids cannibalization while
locating facilities, isﬂdbheﬂwmmﬁmhﬂnw
network. A comparison of the greedy and globally optimal solution approaches
confirms earlier work, with small contrived test problems, that the gresdy heuristic
used provides excellent results. This is very encouraging, because if these results are
general, the use of such a heuristic may be considered a viable altemative for large
hﬁmymmmgumhmmquandm

!mﬁmﬂhwﬂﬁﬂmhmﬁwﬁiﬁa“@haﬁ
f:llidﬂ:ﬂplﬂddﬂgmtypuﬂmdmmmnmuh
interesting to0 i’mmmmwwhﬁhnmh
flows associsted with them in real life. For example, it may be inconvenien
Mhnun-nﬁelnmmmuhupmumw
theoretically they may capture large amounts of flow. The effects of data s
on the FCLM could also be considered, ﬁwﬂluhd\‘mdmw
features.

Investigating the trads off between serving point based demand using a flow
capturing approach and serving flow based demand using a point based approach
mumnmmmmnmm
sssumption has on the \ | is very
vﬁhhhm&ﬂﬁhmmmhﬂ&yh
provide convenient accees 10 servicss, that planners using LA modeis must be
sensitive 10 the typs of demand belng considered and identify &t correctly. From the
mkhdﬁﬁﬁﬂ“hﬁih“wﬁﬁnm
using the PCLM, the ability o0 con aily sarve the demand is significantly
compromissd. For each valus of p the amount of extra distance which must be
traversed, wsing the PCLM rather than the p-median model, is significant. In fact, i
appears that as p increnses, the extra aggregate weighted distance 10 bs travelied also
incrensss. Evalusting the impact that weing 2 p-medien modsl service assumption has
on flow based demand also shows that the sbility of the resulting facility locations
provide convenient service is compromised. In the experiment, the sets of facility
locations found are consistently unsbie 10 capture more than half of the flow captured
using the FCLM soletion. Purthermore, an increnss in p doss not result in any
improvement in the servics which is provided.

Thess results strongly underiine the need for the planner 10 bs awars of the
wﬂ“hmh&n*ummﬂhﬂﬂh
weing the incorrect service assumption is clearly 100 significant 1o ignore. Thess
ﬁﬂnb*ﬁ“hﬂib“wﬂm

(Iﬂﬂ.hhi-ﬂ_lﬁblﬁﬁ-h-ﬂﬁm
ssrvies assumption for faclilty location madel.
In the englosation of he chjsstives laid out in the inseduction o this thesls, &



number of important observations could be made. These observations add to the
goneral knowledge of LA modelling, in specific our understanding of the usefulness
of Cantesian distances in the context of the p-median model, the ability of the FCLM
to locase facilities on a real world transportation network, and the impact that an
incorrect service assumption has on the location of facilities. The knowledge
consolidated here, therefore, provides further insight into how populations can be
better served; the ultimate goal of the LA modeller. As a contribution to the LA
literature, this thesis stands as a demonstration, comparison, and evaluation of two
important location models as applied to a medium sized Canadian City; as well as
providing a solid basis for future research projects.
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Chapter 1
Introduction

Services are for people. Depending on the services desired, peoplecmenher
travel to a facility to access the service(s) or receive the benefit of that service at their
location. For example, consumers travel to shopping and banking services, whereas
fire and carpet cleaning services are delivered to the consumer. Planners should locate
dﬂefmhﬁsiﬂﬂmﬂzmmaﬂaﬂmmm:bmmhﬂga spece,
and political constraints. Both the econor™y and public (political) pressure play major
roles in the decision making process at all levels of government and in the private
sector. Added to the complexity of these constraints is the need to consider the
location of a new facility or facilities within a system or network of existing or

proposed ﬁciliua

facilities. LAmodel;opumlllymmﬂmﬁ bnndonmcbjecnvcmhu
reducing travel time on a transportation network, and allocate the demand population
to these facility locations. The demand population is the clients requiring the
service(s) offered by the facility: senior citizens, single parent families, school
children, for example. A variety of LA models have been developed 10 meet the
needs of consumers. Examples include the p-median model, which minimizes the
wmﬂmmmmmm and the maximal
location model (MCLM) which locates a pre-determined number of facilities
t0 maximize the number of clients served. The LA model used by the planner depends
mhmﬁmgmhumm lqudhnofuleqplicnmfm

ﬂmﬂﬂﬁhﬂm“m mmmlsmﬁﬂdnm;

Rosing and Shmulevitz (1993) for an excellent review of practical LA applications.
As may be expected, changes in the inputs of the LA model result in changes

iﬂﬁifﬁﬁqm The accuracy of the ssparstion measure, or distance value,

m»mmmdmmmwmmmm

mm 1991). AM&yﬂWmnn\dﬁﬂ
uﬂhunﬂlh( ﬁrﬁnqii C-“qmmie tnvdd_ﬁ

mmmhnwm
Regardisss of whether the correct or best separation measuse is detvermined, i
mmhqﬁpﬂbm&mn Coliecting distance dats is
1 one of the most time consuming activities in LA modelling. This is
pasticularty trus if a non-Cartesian distance measure is desired 10 represent real world
peographical regions where one-way strests, congestion and rouls capacities exist.
Additional criteria such as shortest path travel time or distance, intermediate siops,




arterial system also impacts the travel time experienced by the motorist, by providing
high speed limit zones, more lanes, and rapid access to other areas in the city, An
cffdn ln mnspomngn pllnmn[ called the UN! projact whnch turnﬁ a number of

have further impfaved trlvel within the clty (Bakker, 1992).

FAB divided Edmonton into a transportation zone system, most recently
updated in 1983, Arterial roadways, major transit corridors, neighbourhood
boundaries, and natural boundaries delineate a total of 177 transportation zones. The
principle was to make the zones as homogeneous, in terms of the activities taking
place in them, as possible (Brownlee, 1991). FAB alsw tried to ensure that these zones
encompass the federal census tract enumeration areas as much as possible (Brownlee,
1991). Using simple visual estimation, [ positioned a zonal centroid in the
approximate contre of cach trantportation zone. | furthermore used these centrolds to
determine the distances between zones, thus, the location data is subjective, but
provides s simpls method of determining node locations.

UMhdﬁWdhﬁmﬁnismﬁlmmiu
sorrectness, and hence the appropristeness of its use in this experiment. Time data
was obiained from FAB, whﬁhuexpaﬂdmudieﬁminmm;mﬂnlm
peak hour time information 10 assist in their short and long range travel demand
forecasting. The a.m. peak hour extends from 7:00 - 8:14 a.m., and reflects the peaks
mmcmmm-n ‘close in' m.ﬁnimdpﬁumu
pported by actual traffic counts. As of 1990, their data is pr 1g th
Mmu‘w:yﬁm mmwlﬂﬁﬂc‘mﬂm

Understand that using a.m. peak hour data is not necessarily the most suitable
for the location of many types of facilities. However, there is an advantage 10 using
this data rather than off peak data. As noted in the introduction, 1 am concerned with
mmammummmﬂ Th-ndm-maum
qﬂymmmmm Eymnmm
mﬂm MMH a.m, pkhwmvdﬁm.hﬂnm

travel times. Therefore, hWMmMHMﬂh
distance data used here than if off peak time data were used.

The FAB caiculated travel times by summing the times along ench link on the
shortest path betwees each origin and destination. Nots that the time data provided is
bi-directional, and reflects the time disutility incurred in each direction along the link.
This better reflects the reality of travel experienced by the domand population than if
the travel time had boon assumed (0 be 3) cal. Specifically, the EMME/2 model
mﬂﬂyn‘mmﬂnmnumm*n
specified volume/delay functions and the traffic volume assigned 10 the link (Working
Paper, 1990). The FAB used the foliowing formula (0 caiculate the travel tims (in
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